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PERTANIKA JOURNAL OF SCIENCE & TECHNOLOGY 
About the Journal 

Overview 
Pertanika Journal of Science & Technology is an official journal of Universiti Putra Malaysia. It is an open-
access online scientific journal. It publishes original scientific outputs. It neither accepts nor commissions 
third party content. 

Recognised internationally as the leading peer-reviewed interdisciplinary journal devoted to the publication 
of original papers, it serves as a forum for practical approaches to improve quality on issues pertaining to 
science and engineering and its related fields. 

Pertanika Journal of Science & Technology currently publishes 6 issues a year (January, March, April, 
July, August, and October). It is considered for publication of original articles as per its scope. The journal 
publishes in English and it is open for submission by authors from all over the world. 

The journal is available world-wide. 

Aims and scope 
Pertanika Journal of Science & Technology aims to provide a forum for high quality research related to 
science and engineering research. Areas relevant to the scope of the journal include: bioinformatics, 
bioscience, biotechnology and bio-molecular sciences, chemistry, computer science, ecology, engineering, 
engineering design, environmental control and management, mathematics and statistics, medicine and 
health sciences, nanotechnology, physics, safety and emergency management, and related fields of study. 

History 
Pertanika Journal of Science & Technology was founded in 1993 and focuses on research in science and 
engineering and its related fields. 

Vision 
To publish a journal of international repute. 

Mission 
Our goal is to bring the highest quality research to the widest possible audience. 

Quality 
We aim for excellence, sustained by a responsible and professional approach to journal publishing. 
Submissions can expect to receive a decision within 90 days. The elapsed time from submission to 
publication for the articles averages 180 days. We are working towards decreasing the processing time 
with the help of our editors and the reviewers. 

Abstracting and indexing of Pertanika 
Pertanika Journal of Science & Technology is now over 27 years old; this accumulated knowledge and 
experience has resulted the journal being abstracted and indexed in SCOPUS (Elsevier), Clarivate Web 
of Science (ESCI), EBSCO, ASEAN CITATION INDEX, Microsoft Academic, Google Scholar, and MyCite.

Citing journal articles 
The abbreviation for Pertanika Journal of Science & Technology is Pertanika J. Sci. & Technol.

Publication policy 
Pertanika policy prohibits an author from submitting the same manuscript for concurrent consideration by 
two or more publications. It prohibits as well publication of any manuscript that has already been published 
either in whole or substantial part elsewhere. It also does not permit publication of manuscript that has 
been published in full in proceedings. 

Code of Ethics 
The Pertanika journals and Universiti Putra Malaysia take seriously the responsibility of all of its journal 
publications to reflect the highest in publication ethics. Thus, all journals and journal editors are expected 
to abide by the journal’s codes of ethics. Refer to Pertanika’s Code of Ethics for full details, or visit the 
journal’s web link at http://www.pertanika.upm.edu.my/code_of_ethics.php 
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Originality 
The author must ensure that when a manuscript is submitted to Pertanika, the manuscript must be an original 
work. The author should check the manuscript for any possible plagiarism using any program such as Turn-It-
In or any other software before submitting the manuscripts to the Pertanika Editorial Office, Journal Division. 

All submitted manuscripts must be in the journal’s acceptable similarity index range: 
≤ 20% – PASS; > 20% – REJECT. 

International Standard Serial Number (ISSN) 
An ISSN is an 8-digit code used to identify periodicals such as journals of all kinds and on all media–print 
and electronic. 

Pertanika Journal of Science & Technology: e-ISSN 2231-8526 (Online). 

Lag time 
A decision on acceptance or rejection of a manuscript is reached in 90 days (average). The elapsed time from 
submission to publication for the articles averages 180 days. 

Authorship 
Authors are not permitted to add or remove any names from the authorship provided at the time of initial 
submission without the consent of the journal’s Chief Executive Editor. 

Manuscript preparation 
For manuscript preparation, authors may refer to Pertanika’s INSTRUCTION TO AUTHORS, available on 
the official website of Pertanika.

Editorial process 
Authors who complete any submission are notified with an acknowledgement containing a manuscript ID on 
receipt of a manuscript, and upon the editorial decision regarding publication. 

Pertanika follows a double-blind peer-review process. Manuscripts deemed suitable for publication are 
sent to reviewers. Authors are encouraged to suggest names of at least 3 potential reviewers at the time 
of submission of their manuscripts to Pertanika, but the editors will make the final selection and are not, 
however, bound by these suggestions. 

Notification of the editorial decision is usually provided within 90 days from the receipt of manuscript. 
Publication of solicited manuscripts is not guaranteed. In most cases, manuscripts are accepted conditionally, 
pending an author’s revision of the material. 

The journal’s peer review 
In the peer-review process, 2 to 3 referees independently evaluate the scientific quality of the submitted 
manuscripts. At least 2 referee reports are required to help make a decision. 

Peer reviewers are experts chosen by journal editors to provide written assessment of the strengths and 
weaknesses of written research, with the aim of improving the reporting of research and identifying the most 
appropriate and highest quality material for the journal. 

Operating and review process 
What happens to a manuscript once it is submitted to Pertanika? Typically, there are 7 steps to the editorial 
review process: 

1. The journal’s Chief Executive Editor and the Editor-in-Chief examine the paper to determine 
whether it is relevance to journal needs in terms of novelty, impact, design, procedure, language 
as well as presentation and allow it to proceed to the reviewing process. If not appropriate, the 
manuscript is rejected outright and the author is informed. 

2. The Chief Executive Editor sends the article-identifying information having been removed, to 2 to 
3 reviewers. They are specialists in the subject matter of the article. The Chief Executive Editor 
requests that they complete the review within 3 weeks. 

 Comments to authors are about the appropriateness and adequacy of the theoretical or conceptual 
framework, literature review, method, results and discussion, and conclusions. Reviewers often 
include suggestions for strengthening of the manuscript. Comments to the editor are in the nature 
of the significance of the work and its potential contribution to the research field. 
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3. The Editor-in-Chief examines the review reports and decides whether to accept or reject the 
manuscript, invite the authors to revise and resubmit the manuscript, or seek additional review 
reports. In rare instances, the manuscript is accepted with almost no revision. Almost without 
exception, reviewers’ comments (to the authors) are forwarded to the authors. If a revision is 
indicated, the editor provides guidelines for attending to the reviewers’ suggestions and perhaps 
additional advice about revising the manuscript. 

4. The authors decide whether and how to address the reviewers’ comments and criticisms and 
the editor’s concerns. The authors return a revised version of the paper to the Chief Executive 
Editor along with specific information describing how they have addressed’ the concerns of 
the reviewers and the editor, usually in a tabular form. The authors may also submit a rebuttal 
if there is a need especially when the authors disagree with certain comments provided by 
reviewers. 

5. The Chief Executive Editor sends the revised manuscript out for re-review. Typically, at least 1 
of the original reviewers will be asked to examine the article. 

6. When the reviewers have completed their work, the Editor-in-Chief examines their comments 
and decides whether the manuscript is ready to be published, needs another round of revisions, 
or should be rejected. If the decision is to accept, the Chief Executive Editor is notified. 

7. The Chief Executive Editor reserves the final right to accept or reject any material for publication, 
if the processing of a particular manuscript is deemed not to be in compliance with the S.O.P. of 
Pertanika. An acceptance letter is sent to all the authors. 

 The editorial office ensures that the manuscript adheres to the correct style (in-text citations, 
the reference list, and tables are typical areas of concern, clarity, and grammar). The authors 
are asked to respond to any minor queries by the editorial office. Following these corrections, 
page proofs are mailed to the corresponding authors for their final approval. At this point, only 
essential changes are accepted. Finally, the manuscript appears in the pages of the journal 
and is posted on-line.
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Foreword

Welcome to the fifth issue of 2024 for the Pertanika Journal of Science and Technology (PJST)! 

PJST is an open-access journal for studies in Science and Technology published by Universiti Putra 
Malaysia Press. It is independently owned and managed by the university for the benefit of the 
world-wide science community.

This issue contains 25 articles; four review articles and the rest are regular articles. The authors of 
these articles come from different countries namely Australia, Bangladesh, Canada, France, India, 
Indonesia, Iraq, Malaysia, Nigeria, Pakistan, Russia and Sultanate of Oman.

In their article “Microwave electro-technological installation for processing vegetable-origin 
organic materials and agricultural crops,” Midhat Tukhvatullin and Eduard Khasanov from Bashkir 
State Agrarian University, Russia, present a unique study. They have identified the optimal process 
conditions, involving the operation of 7 magnetrons and a rotation mechanism for vegetable-
origin organic materials. The processing time is less than 15 hours, and the final humidity does 
not exceed 7% with uniform temperature change. The temperature at a depth of 1/4 of the 
thickness of the samples differs from the temperature on the surface of the samples by 0.5–1.0°C. 
The differences in the calculated and experimental data on the humidity of organic materials of 
plant origin do not exceed 3.8%. This innovative approach of creating a microwave installation 
for the simultaneous microwave processing of vegetable organic materials and agricultural crops 
will significantly increase the energy and economic efficiency of the installation by reducing the 
processing time and increasing the quality of dried material quality. The detailed information of 
this study is available on page 2213.

The next article discussed the smoothing Rapidly Exploring Random Tree (RRT) path for mobile 
robot navigation using the bio-inspired optimization method. The main objective is to improve 
the smoothness of RRT-generated trajectories and reduce significant path curvature. A novel 
approach is proposed, integrating the RRT path planner with a modified version of the Whale 
Optimization Algorithm (RRT-WOA). The modified WOA algorithm incorporates parameter 
variation �𝐶𝐶�  specifically designed to optimize trajectory smoothness. Additionally, Piecewise 
Cubic Hermite Interpolating Polynomial instead of conventional splines for point interpolation 
further smoothes the generated paths. The modified WOA algorithm is thoroughly evaluated 
through a comprehensive comparative analysis, outperforming other popular population-based 
optimization algorithms such as Particle Swarm Optimization, Artificial Bee Colony, and Firefly 
Algorithm in terms of optimization time, trajectory smoothness, and improvement from the 
initial guess. The resultant optimized path is also validated using hardware to ensure path validity. 
This research contributes a refined trajectory planning approach and highlights the competitive 
advantage of the modified WOA algorithm in achieving smoother and more efficient trajectories 
compared to existing methods. Details of this study are available on page 2327. 

i



An investigation on early triage prediction for outpatient care based on heterogeneous medical 
data utilizing machine learning (ML) was conducted by Omar Sadeq Salman et al. from Universiti 
Teknologi Malaysia and AL Iraqia University, Iraq. A comparative study was conducted to ascertain 
how well different supervised ML models evaluated patient triage outcomes for outpatient 
care. Hence, data from diverse, rapidly generated sources is crucial for informed patient triage 
decisions. Collected through The Internet of Medical Things (IoMT) enabled sensors, it includes 
sensory data (electrocardiogram, blood pressure, oxygen saturation, temperature) and non-
sensory text frame measurements. The study examined six supervised ML algorithms. These 
models were trained using patient medical data and validated by assessing their performance. 
Supervised ML technology was implemented in Hadoop and Spark environments to identify 
individuals with chronic illnesses accurately. A dataset of 55,680 patient records was used to 
evaluate methods and determine the best match for disease prediction. The simulation results 
highlight the powerful integration of ML in telemedicine to analyze data from heterogeneous 
IoMT devices, indicating that the Decision Tree algorithm outperformed the other five ML 
algorithms by 93.50% in terms of performance and accuracy metrics. This result provides practical 
insights for developing automated triage models in telemedicine systems. Further details of the 
investigation can be found on page 2343.

We anticipate that you will find the evidence presented in this issue to be intriguing, thought-
provoking and useful in reaching new milestones in your own research. Please recommend the 
journal to your colleagues and students to make this endeavour meaningful.

All the papers published in this edition underwent Pertanika’s stringent peer-review process 
involving a minimum of two reviewers comprising internal as well as external referees. This was to 
ensure that the quality of the papers justified the high ranking of the journal, which is renowned 
as a heavily-cited journal not only by authors and researchers in Malaysia but by those in other 
countries around the world as well.

We would also like to express our gratitude to all the contributors, namely the authors, reviewers, 
Editor-in-Chief and Editorial Board Members of PJST, who have made this issue possible. 

PJST is currently accepting manuscripts for upcoming issues based on original qualitative or 
quantitative research that opens new areas of inquiry and investigation.

Chief Executive Editor
Mohd Sapuan Salit
executive_editor.pertanika@upm.edu.my

ii
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Review Article

A Review on the Development of Microcarriers for Cell Culture 
Applications 

Sia Yiik Swan1, Muhammad Auni Hairunnaja1, Nurhusna Samsuddin2, Syed 
Mahmood3, Mohd Aizudin Abd Aziz1 and Mohd Azmir Arifin1*
1Faculty of Chemical and Process Engineering Technology, University Malaysia Pahang Lebuhraya Tun 
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2International Institute for Halal Research and Training, Level 3, Block A, KICT Building, International Islamic 
University Malaysia, Jalan Gombak, Selangor, Malaysia
3Faculty of Pharmacy, University Malaya 50603 Kuala Lumpur, Federal Territory of Kuala Lumpur, Malaysia

ABSTRACT 

Microcarrier-based cell culture systems have gained significant attention and popularity 
in tissue engineering and regenerative medicine. In this culture system, tissue cells are 
grown as a monolayer on the surface of small solid particles called microcarriers (100 to 
300 μm), kept suspended in the culture medium by stirring. This technology has paved the 
way for creating engineered tissues, one of the cutting-edge topics in tissue engineering 
and regenerative medicine. Microcarrier-based approaches have been proposed for 
three-dimensional (3D) cell culture in which cellular morphology and functions are 
maintained in vivo. This paper provides an overview of the optimal characteristics such 
as microcarriers’ size, shape, density and porosity. Various methods of preparation 
of microcarriers and surface modification techniques have been elaborated. Recent 
advances and applications of microcarriers in biotechnology fields, like the production 

of viral vaccines and recombinant proteins, 
culture and expansion of stem cells (SC), 
are described.  

Keywords: Biomolecule immobilization, microcarrier, 
polymer, preparation, surface modification 

INTRODUCTION 

Cell culture technology has recently played 
a vital role in producing biological products 
such as vaccines, hormones, antibodies, 
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interferons, and clotting factors. Wezel first put forward the concept of a microcarrier-
based culture system (1967). He proposed to culture cells as monolayers on the surface of 
small beads called microcarriers to support the attachment of adherent cells in bioreactors. 
This technology was believed to be used to produce inactivated poliomyelitis vaccines 
in 1972. Pharmacia Biotech AB (Sweden) collaborated with Wezel and developed 
Cytodex microcarriers, which are now commercially available (Badenes et al., 2016). 
The first microcarriers used were diethylaminoethyl (DEAE)-Sephadex A-50 resin beads 
(cross-linked dextran polymers), commonly used for column packing in ion-exchange 
chromatography (Badenes et al., 2016). Microcarriers based on biopolymers are preferred 
because of their superior biocompatibility and biodegradability. They can be made from 
natural or synthetic polymers. Alginates, chitosan, cellulose, and collagen are examples of 
natural polymers. Synthetic polymers include polycaprolactone (PCL), polyethylene glycol 
(PEG), polyglycolic acid (PGA), and polylactic acid (PLA). Several types of microcarriers 
are available commercially, like Cytodex (1, 2 and 3), Cytopore (1 and 2), CultiSpher (G, 
S and GL), Hillex II-170, ProNectin F, FACT III, and CGEN 102-L factors (Chen et al., 
2020; Zhou et a., 2019).  

Earlier cells were cultured on static surfaces such as T-flasks, multi-tray systems, and 
roller bottles. However, these conventional methods have a smaller surface area for cell 
culture, thus decreasing productivity (Merten, 2015). Microcarriers, on the other hand, can 
provide a surface area to volume ratio that is up to 10 times higher (Cytodex can offer a 
ratio of 30 cm2 /cm3 in 1 mL medium) than T-flasks (ratio of 3 cm2 /cm3 in 1 mL medium) 
(Clapp et al., 2018). Another limitation of the static culture system is its inefficiency in 
establishing multidirectional cellular interactions as they occur in the microenvironment 
in vivo. It may alter the morphology of cells and the expression of genes (Azahar et al., 
2023; Tavassoli et al., 2018). Microcarriers have been proposed as a strategic alternative 
as they can facilitate cell attachment, have higher cell yields, and provide a more efficient 
environment for transporting gases and nutrients (Silva et al., 2015). These benefits have 
led to extensive research into the microcarrier for the 3D cell culture in cell therapy 
applications, tissue repair and regeneration.  

This paper aims to discuss the different properties of microcarriers, such as size and 
shape, concentration, density, porosity, elasticity, and polymers, that are suitable for their 
preparation. Efforts to improve microcarrier surface properties are also discussed, and 
various techniques used for surface modification and biomolecule immobilization are 
discussed. An overview of the methods used for preparing microcarriers, namely emulsion-
solvent evaporation and suspension polymerization, is given. In addition, applications of 
microcarriers in cell culture technology for producing vaccines, recombinant proteins, and 
stem cells are elaborated. 
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PROPERTIES OF MICROCARRIERS 

Size and Shape 

Microcarriers should have a uniform size distribution and be within the 100 to 300 µm 
diameter range, enabling them to remain suspended during stirring (Clapp et al., 2018). 
Uniform size distribution enables even distribution of cells and ensures a homogeneous 
culture (Chen et al., 2013; Merten, 2015). The proliferation of cells on microcarriers is 
affected by their size. Small-sized microcarriers may aggregate, leading to decreased cell 
viability due to insufficient nutrition and growth factors. At the same time, large-sized 
microcarriers provide a larger surface area to volume ratio on which large volumes of cells 
can be cultured (Clapp et al., 2018). 

The size and shape of microcarriers are known to affect cell behavior. Hence, it 
is important to investigate their impact on cell expansion and proliferation (Clainche 
et al., 2021). The existing microparticles have different shapes, such as spherical and 
cylindrical shapes. Spherical microspheres are particularly interesting due to their ease 
of fabrication, injectability and large proportion among commercial microcarriers. Small-
size microspheres can be injected directly into the targeted tissue defect or tumor sites 
with minimally invasive surgical procedures (Chen et al., 2013). The high sphericity 
of these microspheres facilitates improved and direct delivery of cells to the target site 
and lowers inflammatory responses associated with foreign body implantations (Chen 
et al.,2020; Hossain et al., 2015). Besides, spherical microcarriers can generate higher 
cell yield by producing open aggregates with thinner cell layers compared to cylindrical 
microcarriers with compact aggregates (Ornelas-González et al., 2021). They have been 
applied in biomedical applications such as controlled-release vehicles for vaccines, drug 
encapsulation, and hormone and therapeutic agent carriers. 

Concentration of Microcarriers  

The concentration of microcarriers affects the hydrodynamic environment of the culture. 
Theoretically, cell concentration should be increased with the microcarrier concentration 
due to the greater surface area available for cell adhesion. However, studies showed 
that increasing microcarrier concentration might be deleterious as higher microcarrier 
concentration may cause higher collision frequency (Maillot et al., 2022; Tsai et al., 2020). It 
has been proved by Luo et al. (2021) and Croughan et al. (1998) that a higher concentration 
of Cytodex-1 microcarrier resulted in lower cell growth rate and lower cell expansion fold 
during culture of Chinese Perch Brain cell (CPB) and FS-4 fibroblast cells. Croughan et 
al. (1998) discovered that the impact of microcarrier concentration varied according to the 
degree of agitation. In a laboratory-scale vessel, microcarrier concentration had no adverse 
effect during mild agitation. However, interactions between microcarriers and eddies at 
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high degrees of agitation caused hydrodynamic damage. The interaction increases the 
collision frequency, resulting in cell damage. A higher agitation rate will also decelerate 
cell attachment on the microcarrier due to loss in contact between cells and microcarriers 
(Luo et al., 2021). Besides, higher microcarrier concentrations may be accompanied by 
cytotoxicity of the culture system as increased cellular metabolites are produced, which 
leads to faster consumption of the culture medium and can be detrimental to cell viability. 
Due to high cell density, a more frequent medium change is required to overcome nutrient 
limitations and metabolite accumulation (Tsai et al., 2020). Thus, various factors such as 
agitation speed, availability of culture media, labor cost and time consumption need to be 
considered to obtain the optimal microcarrier concentration for maximum cell concentration 
(Luo et al., 2021).  

Density of Microcarriers 

Researchers have comprehensively investigated the relationship of microcarrier density 
on cell adherence and proliferation. Their density should be slightly higher than that of the 
culture medium to facilitate the separation of cells from the medium. Microcarriers with 
a density close to the culture medium can remain suspended with mild stirring, reducing 
the chances of shear stress and collisions (Zhou et al., 2019). A density range of 1.021.04 
g/cm³ is regarded as optimal for microcarriers; most commercially available microcarriers 
have densities falling within this range (Chen et al., 2020). Cell adhesion efficiency of PCL 
microcarriers with a density range of 1.05–1.06 g/cm³ is up to 80%, whereas adhesion 
efficiency decreases to 35% with higher density range of 1.10–1.14 g/cm³ Microcarriers 
with high densities (~1.14 g/cm³) are difficult to suspend in stirred bioreactors and form 
large aggregates with cells leading to necrosis (Li et al., 2017).  

Porosity of Microcarriers 

Depending on their porosity, microcarriers are classified as non-porous, microporous, and 
macroporous. Microcarriers like Plastic Plus and FACT III from SoloHill Engineering 
are non-porous, providing a smooth cell adhesion and proliferation surface. The transfer 
of nutrients and the elimination of toxic products occur efficiently (Pörtner, 2015). 
Microporous microcarriers like Cytodex and SoloHill have small pores, which might 
limit cell infiltration to microcarrier surfaces only. Cells continue to proliferate under 
sufficient nutrients, but an arrest in proliferation is seen once confluence is reached as the 
microcarrier surfaces are fully attached to cells. There are no more surfaces available for 
cell proliferation. In the case of macroporous microcarriers such as Cytoline, CultiSpher 
and FibraCell, cells embed themselves within large pores and proliferate inside. These 
large pores shield the embedded cells from shear stress generated in a bioreactor and 
enhance productivity by offering a larger surface area for attachment and proliferation of 
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cells (Clapp et al., 2018). These macroporous microcarriers provide a multilayer culture 
system that resembles the in vivo cellular environment and facilitates multidirectional 
cellular interactions (Huang et al., 2018). The pore spaces can harbor a variety of cells like 
skeletal myoblasts, hepatocytes, articular chondrocytes, preosteoblasts, and mouse gastric 
stem cells (mGSCs) (Kankala et al., 2019).  

The porous microcarriers are prepared with different porogens such as camphene, 
paraffin, sodium chloride, water and gelatin (Ravikumar, 2016; Samsudin et al., 2018; 
Zhou et al., 2019). Fabrication of porous microcarriers can be achieved by a two-step 
procedure of porogen leaching and freeze-drying (Zhou et al., 2019). Other methods 
involving microfluidic technology have also been successful in generating highly porous 
microcarriers (Kankala et al., 2019). Although porous microcarriers have been extensively 
explored for their applications in cell culture, currently, there are no studies to establish 
the optimum pore size for different types of cells.  

Elasticity of Microcarriers 

The elastic modulus of microcarriers is evaluated using the atomic force microscopy 
(AFM)--based nanoindentation technique. The elasticity of microcarriers plays a critical 
role in providing anchorage to cells. It ensures that the adherent cells remain undisturbed 
while experiencing turbulence or shear stress while stirring the culture medium (Huang 
et al., 2018). It is crucial in cellular differentiation and designing microcarriers with ideal 
mechanical properties for tissue regeneration. Soft matrix (1 kPa) promotes adipogenic, 
neuronal, and chondrogenic cell differentiation. Muscle cell differentiation is promoted 
by matrix having intermediate stiffness (11 kPa), while stiffer surfaces (34 kPa) promote 
osteogenic differentiation (Huang et al., 2018). The concentration and degree of cross-
linking of polymers can be adjusted to control the elastic properties of microcarriers. 
Fabricated microcarriers have different elastic modulus ranging from 33.93 kPa to 132.68 
kPa by blending different ratios of gelatin and chitosan (Ding et al., 2022).  

POLYMERS USED IN THE PREPARATION OF MICROCARRIERS  

Microcarriers have been produced using a variety of natural and synthetic polymers due 
to their chemical flexibility, biocompatibility, and biodegradability. They can also be 
immobilized with desired biomolecules. Natural polymers are the preferred candidates 
for biomedical applications since they are biodegradable with inherent bioactivity, 
biocompatibility, and bioresorbability (Reddy et al., 2021). They are non-toxic as they 
have biochemical similarities with human extracellular matrix (ECM) components and 
are thus safe for human use. Natural polymers are plant origin (cellulose, starch, dextran, 
and pectin) or animal origin (chitosan, collagen, chondroitin, and gelatin). Microcarriers 
made from synthetic polymers can be categorized into biodegradable or non-biodegradable 
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microcarriers. Biodegradable polymers are susceptible to enzymatic and/or chemical 
deterioration associated with living organisms and are easily decomposed. The demand for 
synthetic biodegradable polymers has grown exponentially over the years because of their 
excellent degradation ability and biocompatibility. Various polymers are used extensively 
for biomedical engineering and as microcarriers for drug delivery. Some examples of 
the most widely used polymers are PCL, PGA, PLA and PLGA (Tavassoli et al., 2018; 
Zhou et al., 2019). Non-biodegradable polymers are comprised of long chains of carbon 
and hydrogen atoms and are resistant to environmental degradation. Polycarbonate (PC), 
polyethylene terephthalate (PET), and polystyrene (PS) are examples of non-biodegradable 
synthetic polymers involved in cell culture (Tavassoli et al., 2018). 

Some disadvantages of natural polymers are weak structural integrity, poor mechanical 
strength, lack of industrially acceptable processability and economic viability. These factors 
have restricted its application in tissue engineering. Conversely, synthetic polymers are 
versatile, have strong mechanical properties, desired flexibility and stability, and resist 
chemical degradation. However, synthetic polymers can induce inflammatory reactions 
and are considered toxic. They often lack cell adhesion and require chemical modifications 
(Reddy et al., 2021). These constraints can be overcome by introducing natural polymers 
on the surface of synthetic polymers or by creating a combination of natural and synthetic 
polymers (Reddy et al., 2021). Natural-synthetic polymer blends have enhanced cell 
adhesion and mechanical properties. Blended polymeric materials were created by 
grafting cellulose on polylactide (PLLA) polymers, which exhibited improved adhesion 
of hepatocellular liver carcinoma cells (HepG-2) as opposed to microcarriers fabricated 
solely from PLLA (Yang et al., 2016). Blending PCL with hydroxyapatite (HA), an 
essential element required for bone regeneration, has shown promising results in bone 
tissue engineering applications (Zheng et al., 2017). 

SURFACE MODIFICATION OF MICROCARRIERS  

Surface properties are fundamental for the good design and functioning of microcarriers. 
Surface energy and hydrophilicity are crucial in regulating cell-polymer interactions in 
culture systems (Omrani et al., 2020). However, it has been observed that polymers often 
lack the desired surface properties required for specific applications. Hence, surface 
properties are modified to create an advanced multifunctional product. Hydrophilic 
surfaces are more favorable for cell adhesion as adhesion molecules on the cell membrane 
surface tend to adhere to the hydrophilic surfaces compared to the hydrophobic surfaces. 
The high hydrophobicity and low bioabsorption of synthetic polymers make it difficult 
for cells to adhere to their surfaces (Shahrifi et al., 2020). Numerous research has led to 
the development of various surface modification methods that enhance the physical and 
chemical characteristics of polymer microcarriers without changing their bulk properties. 
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groups C-N, N-C=O) are from nitrogen 
and ammonia plasma, oxygen-containing 
groups (C-CO2, C=O, O-C=O) are from 
oxygen plasma, and fluorine-containing 
groups (C-CFn, C-F, CF2, CF3) are from 
sulfur hexafluoride plasma (Minati et al., 
2017). Omrani et al. (2020) demonstrated 
increased adhesion of mouse embryonic 
fibroblasts onto the plasma-treated 
polyether ether ketone (PEEK) surface. The 
general objectives of microcarrier surface 
modification are presented in Table 1. 

Table 1 
Objectives of microcarrier surface modification 
(Minati et al., 2017; Recek et al., 2016)

Microcarrier surfaces are usually modified to:
• Microcarrier surfaces are usually modified to: 
• Introduce random or specific functional groups  
• Improve hydrophilicity  
• Improve surface energy 
• Enhance surface conductivity 
• Facilitate adsorption of biomolecules 
• Facilitate adhesion of microorganisms 
• Eliminate contaminants 
• Change surface morphology and roughness 
• Change chemical or biological reaction kinetics

Physical methods like surface abrasion and chemical methods like wet chemical oxidation 
are commonly used (Omrani et al., 2020). 

Additionally, high-energy methods such as ultraviolet-ozone treatment (UVO) 
and plasma treatment can enhance wettability and immobilization of biomolecules by 
incorporating functional groups on microcarrier surfaces (Recek et al., 2016). The chemical 
nature of the groups is dependent on the gases used. For instance, nitrogen-containing 

TECHNIQUES FOR SURFACE MODIFICATION OF MICROCARRIERS 

Plasma Treatment 

Surface modification using plasma is a highly productive technique in regenerative medicine 
and tissue engineering, such as stem cell generation, wound healing, and skin tissue 
engineering. (Mozaffari et al., 2021). It is done to improve the hydrophilic properties of 
the microcarrier surface, thereby enhancing the materials’ biocompatibility. Plasma is an 
ionized gas; the gas in the cell ionizes to a plasma state and emits UV light. The formed 
ions will collide with the neutral gas molecules to produce numerous reactive species. 
The interactions between the reactive species and the polymer surfaces placed inside the 
chamber will result in surface modification by forming functional groups derived from gas 
particles introduced to the polymer surface. Examples of gases include oxygen, ammonia, 
sulfur dioxide, nitrogen and argon (Laput et al., 2022; Minati et al., 2017). Recek et al. 
(2016) have treated PCL surfaces with oxygen, ammonia, and sulfur dioxide plasma and 
concluded that surfaces treated with oxygen and ammonia exhibited better cell adhesion. 
The proliferation of HUVEC increased by more than 60% for oxygen and ammonia plasma-
treated PCL compared to sulfur dioxide plasma-treated PCL, which showed a 40% increase 
in cell viability. Besides, the sulfur dioxide plasma-treated PCL also demonstrated poorer 
cell adhesion through SEM analysis. However, Syromotina et al. (2016) demonstrated 
that ammonia plasma-treated poly(3-hydroxybutyrate) surfaces showed better adhesion 
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and proliferation of mouse embryonic fibroblasts as compared to oxygen-treated surfaces. 
Hence, the efficiency of different plasma treatments needs further investigation to ensure 
their applicability and biocompatibility. 

UVO TREATMENT 

UVO treatment is a photosensitized oxygenation process introducing oxygen-based 
functional groups to the treated surface. It has been demonstrated to have potential in cell 
culture, such as the generation of skin and stem cells. (Samsudin et al., 2018; Suzuki et 
al., 2021). During the treatment, UV-driven ozone-oxygen synthesis and dissociation cycle 
produce atomic oxygen continuously (Özçam et al., 2014). UV rays with wavelengths 
between 184.9 nm and 253.7 nm are emitted from low-pressure mercury lamps. Atomic 
oxygen is a very reactive oxygen species, which may interact with the polymer chain, 
ambient oxygen molecules, ozone, and water vapor in various reaction pathways to form 
oxygen-containing functional groups such as C-O, COO-, C=O, -OH. The atomic oxygen 
also reacts with the carbon atoms of the polymer chain, producing alkyl radicals that may 
react with the molecular oxygen, producing peroxy radicals and then forming peroxide 
intermediates. The hydroxyl, peroxy, and hydroperoxide groups may oxidize, producing 
carbonyl compounds with ketone, ester, or carboxylic acid groups (Arifin et al., 2022; Sia 
et al., 2023). 

In recent years, this method has effectively improved the surface chemistry of polymers 
(with respect to surface energy and hydrophilicity). The surface energy of polyurethane 
was increased to ~38.8% by using UVO treatment (Kuang & Constant, 2015). In another 
study, the hydrophilicity of polymer surfaces, namely poly(dimethyl siloxane) (PDMS) 
and poly(vinylmethylsiloxane) (PVMS), were significantly improved by UVO treatment 
(Özçam et al., 2014). This technique is cost-effective, feasible, offers a high degree of 
control, and does not leave residues or contaminants. Additionally, this treatment is suitable 
for heat-unstable materials as it can be easily carried out at room temperatures with different 
gases, solvents and solutions (Yusilawati et al., 2010).   

Wet Chemical Method 

The wet chemical-based method is a classical approach to microcarrier surface modification. 
This technique uses liquid reagents to generate reactive functional groups on the surfaces 
(Govindarajan & Shandas, 2014). Introducing functional groups (such as amino, carboxyl, 
hydroxyl, and sulfate) modifies and enhances the hydrophilicity of the treated surfaces 
(Tham et al., 2014). Wet chemicals penetrate porous surfaces deeper than high energy-
based modification approaches, producing a more stable and noncorrosive immobilization 
surface. It is an attractive alternative due to its affordability and high-yield production 
(Govindarajan & Shandas, 2014). However, monitoring the concentration of liquid reagents 
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is crucial in preventing bulk degradation of the polymers (Tham et al., 2014). Wet chemical 
modification is achieved by aminolysis and hydrolysis. 

During aminolysis, amine groups are introduced on microcarrier surfaces. Certain 
polymer surfaces are hydrophobic and lack interaction with biomolecules, with the 
introduction of amine groups on polymer surfaces. Subsequent grafting onto the biomolecules 
is achieved through conjugation (Holmes & Tabrizian, 2015). 1-6-hexanediamine and 
ethylenediamine are common diamines used during the aminolysis of polymers (Holmes 
& Tabrizian, 2015; Shi et al., 2019). In general, aminolysis increases the roughness and 
wettability of polymer surfaces and hence improves the interactions of the protein with 
the surfaces. However, it should be noted that aminolysis is a non-specific method, and 
there is a possibility of surface degradation of polymers, so reactions should be carried out 
under controlled conditions to avoid adverse effects on the bulk properties of polymers 
(Holmes & Tabrizian, 2015). 

During hydrolysis, hydroxyl and carboxyl groups are introduced on polymer surfaces. 
These are produced due to hydrolysis of ester linkages, which are the backbones of 
polymers. PGA, PLA, PLGA, and PCL are examples of polymers used during hydrolysis 
(Holmes & Tabrizian, 2015; Tham et al., 2014). Hydrolyzed microcarrier surfaces allow the 
grafting of biomolecules, thus promoting cell adhesion and proliferation. Tham et al. (2014) 
subjected PLA microcarriers, which are relatively hydrophobic and lack adequate cellular 
interaction, to alkaline hydrolysis. Post-treatment, the hydrolyzed PLA microcarriers 
showed enhanced hydrophilicity. In another study, Zhou et al. (2019) hydrolyzed PCL 
microcarriers in an alkaline solution before conjugating them with HA to produce a 
hydrophilic substrate more conducive to human fibroblasts’ growth and proliferation. 
However, this method could cause irregular topography of the surface, which might affect 
the bulk properties of polymers (Holmes & Tabrizian, 2015).   

The research was performed simultaneously during aminolysis and hydrolysis to 
analyze the influence of each reaction on material biocompatibility. Shi et al. (2019) 
conducted aminolysis and hydrolysis of PLA microcarriers. Then, they compared the end 
products of each reaction for their potential to induce the growth of human osteoblast-like 
cells. Both methods showed good cell adhesion and growth, but hydrolyzed PLA proved 
to be a better substrate for cell cultivation.  

Biomolecule Immobilization 

An effective approach to enhance polymer-based microcarriers’ biological functionalities is 
immobilizing biomolecules on their surfaces. High hydrophobicity and low bioadsorption 
of synthetic polymer-based microcarriers pose difficulty for cell adhesion (Shahrifi et 
al., 2020). The attachment of natural hydrophilic polymers like cellulose, collagen or 
gelatin improves the surface energy and hydrophilicity of the microcarriers, making 
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them suitable for cell adhesion and proliferation. Ma et al. (2002) immobilized gelatin or 
collagen on PLLA and proved that immobilization improved surface wettability. In another 
study, arginine was immobilized on polyetherimide films. These surface-modified films 
showed approximately 85% increase in cell adhesion in less than two hours as opposed 
to untreated films (Sengupta & Prasad, 2018). Examples of ECM proteins, like collagen, 
gelatin, and fibronectin, as well as short peptide sequences, can be incorporated to create 
biomaterials/biological systems that closely mimic the natural cell environments. Apart 
from providing structural support to cells, these biomaterials can also regulate cellular 
morphology, attachment, differentiation, migration, and immune responses (Nikolova & 
Chavali, 2019). This biomimetic approach has been applied in biomedical applications 
like tissue engineering, device implantation, diagnostic assays, and drug delivery systems 
(Nikolova & Chavali, 2019).  

Techniques for Biomolecule Immobilization 

Albumin and heparin are two common biomolecules immobilized using different techniques 
(Frey et al., 2020). The method used depends on the type of biomolecule involved and 
the surface properties of polymers (Mohamad et al., 2015). Surface properties like the 
presence of functional groups, hydrophobicity, and surface charge influence the efficiency 
of biomolecule immobilization. Surface modification techniques such as plasma and UVO 
treatment tend to introduce polar and hydrophilic functional groups on the polymers. These 
functional groups decrease the hydrophobicity of polymer surfaces and are often applied in 
protein immobilization with a coupling agent such as EDAC (Arifin et al., 2022; Guo et al., 
2020). Besides, the charges on the polymer surface also affect biomolecule immobilization, 
as shown in a previous study that showed higher efficiency of biomolecule immobilization 
between oppositely charged polymer surfaces and biomolecules (Guo et al., 2020).  

Physical and chemical methods immobilize biomolecules. Physical methods are 
immobilization by weaker, mono-covalent interactions such as hydrophobic interactions, 
hydrogen bonding, van der Waals forces, ionic binding, and mechanical entrapment of 
biomolecules within polymer matrices. Covalent bonds are formed in chemical methods 
through amide, ether or thio-ether linkages between the biomolecules and polymer surfaces. 
These bonds confer stronger and lasting immobilization (Mohamad et al., 2015). Three 
main methods exist to immobilize biomolecules: physical adsorption, entrapment, and 
covalent binding (Frey et al., 2020).  

Physical Adsorption 

The physical adsorption technique is the simplest approach to introduce biomolecules on 
microcarrier surfaces. Polymer samples are soaked in a dissolved biomolecule solution 
and incubated for immobilization. Alternatively, the process can be carried out by drying 
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the biomolecule solution on polymer surfaces and then rinsing away the non-adsorbed 
molecules with an appropriate buffer solution (Mohamad et al., 2015). The adsorption of 
biomolecules occurs spontaneously via non-specific intermolecular forces such as hydrogen 
bonding, hydrophobic interactions, van der Waals forces, and ionic binding (Frey et al., 
2020). These intermolecular forces are highly influenced by environmental conditions like 
ionic strength, pH, or polarity of the solvent; hence, fluctuations in these environmental 
conditions may potentially reverse the adsorption process (Wieland et al., 2020). 

Guo et al. (2020) found that the charge of the attached molecules influences 
immobilization efficiency. In a previous study, heparin molecules were immobilized by ion 
attraction on aminolyzed PCL surfaces. These heparin molecules were then used to adsorb 
lysozyme (LZM) and bovine serum albumin (BSA) protein molecules. It was observed that 
the negatively charged heparin molecules absorbed more of the positively charged LZM. 
Clara-Trujillo et al. (2019) created a biomimetic environment for cell culture by using 
magnetic microspheres. The microspheres were prepared by immobilizing acrylates and 
acrylic acid and coated with fibronectin (FN) (Clara-Trujillo et al., 2019). Cell adhesion of 
porcine mesenchymal stem cells (pMSCs) onto these magnetic microspheres was observed. 
These microspheres provided a flexible 3D environment for cells to remodel and reorganize 
during cell development and homeostasis. Levato et al. (2015) observed that physical 
adsorption allowed rapid and uncontrolled release of adhered cells. Using a combination 
of physical adsorption and covalent bonding could control the release rate of cells, and 
this approach could be used to design efficient biomaterials for controlled cell delivery. 

It is a simple and inexpensive strategy for immobilizing biomolecules without toxic 
or complicated linker chemistry, which may have a larger commercial potential due to its 
ability to preserve the activity and integrity of biomolecules (Guo et al., 2020). However, 
there is progressive leaching of the immobilized biomolecules as the intermolecular 
forces holding them together are relatively weak and cannot control the orientation and 
conformation of biomolecules. The leaching of immobilized biomolecules will slowly revert 
the surface properties of polymers to initial hydrophobic properties, which is not conducive 
to cell adhesion (Mohamad et al., 2015). Besides, this method’s poor reproducibility and 
low operational stability have only limited its applications in laboratory procedures and 
preliminary studies. 

Covalent Bonding 

Covalent bonding is the most popular method for immobilizing biomolecules on 
microcarrier surfaces (Mohamad et al., 2015). Growth factors, proteins, and ECM 
components are a few examples of biomolecules covalently grafted on microcarriers. 
The formation of strong covalent bonds between functional groups of biomolecule 
microcarriers carries out immobilization. Cross-linking reagents link biomolecules directly 
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to the immobilization surfaces (zero-length crosslinkers) or indirectly work by introducing 
molecular spacers between the cross-links. Carbodiimides, Woodward’s reagent K (N-ethyl-
3-phenylisoxazolium-3’-sulfonate), and N,N’-carbonyldiimidazole are the most widely 
used zero-length crosslinkers. Among the carbodiimides, 1-ethyl-3-(3dimethylaminopropyl) 
carbodiimide hydrochloride (EDAC/EDC) is the most popular reagent. To obtain more 
stable conjugates, EDC is often cross-linked with N-hydroxysuccinimide (NHS) or Sulfo-
NHS (water-soluble analog of NHS). A few research that have used EDAC with NHS (or 
Sulfo-NHS) for bioconjugation are listed in Table 2.  

The activity of covalently bonded biomolecules is largely dependent on the shape and 
composition of polymer surfaces and the nature of the coupling method used (Mohamad et 
al., 2015). The main advantage of this technique is that there is no leaching of biomolecules 
into the environment, although solutions or substrates of high ionic strength are present 
(Wieland et al., 2020). This technique is more robust, provides uniform immobilization, 
has higher surface coverage, and is able to increase the immobilized biomolecules’ thermal 
stability compared to physical adsorption (Mohamad et al., 2015). However, this technique 
has disadvantages such as longer incubation time, toxic and complex linkage chemistry 
applications, tedious protocols, and expensive operational costs (Wieland et al., 2020). 

Table 2 
Researches that used EDAC/NHS (Or Sulfo-NHS) reagents for bioconjugation 

Title of Paper Conjugation References 
“Ocular biocompatibility of gelatin microcarriers 
functionalized with oxidized hyaluronic acid." 

Oxidized hyaluronic acid onto gelatin 
microcarriers 

Lai & Ma, 
2017

“Surface Modification of Microcporous of 
Polycaprolactone (PCL) Microcarrier to Improve 
Microcarrier 
Biocompatibility” 

Gelatin onto PCL microcarriers Samsudin et 
al., 2018

“Biomimetic microspheres for 3D mesenchymal 
stem cell culture and 
Characterization” 

Hyaluronic acid onto acrylic acid 
incorporated ethyl acrylate and ethyl 
methacrylate copolymer microspheres 

Clara-Trujillo 
et al., 2019

“Droplet-based vitrification of adherent human 
induced pluripotent stem cells on alginate 
microcarrier influenced by adhesion time and 
matrix elasticity” 

Matrigel onto alginate microcarriers Meiser et al., 
2021

METHODS FOR PREPARATION OF MICROCARRIERS 

Emulsion-solvent Evaporation Method 

Emulsion methods used to produce nanosized microcarriers (size < 10 µm) are commonly 
classified as single-emulsion methods and double-emulsion methods. Single emulsion 
methods such as oil-in-water (O/W), water-in-oil (W/O), oil-in-oil (O/O); double emulsion 
methods such as water-in-oil-in-water (W/O/W). In O/W emulsions, oil droplets are 
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dispersed in an aqueous phase, whereas in W/O emulsions, water droplets are dispersed in 
an oil phase. The O/O emulsion system consists of two immiscible oils (the first oil phase 
dispersed as droplets in a continuous second oil phase). The W/O/W emulsion system 
extends the W/O emulsion method in which the W/O emulsion is dispersed in the second 
aqueous phase (Campos et al., 2013).  

O/W emulsions are the simplest emulsion systems used to prepare microcarriers. The 
method of O/W emulsion-solvent evaporation comprises four steps (Figure 1): (1) The 
dissolution of polymers in a suitable organic solvent followed by dispersion of the active 
compound in the organic phase, (2) Emulsification of the organic phase in an immiscible 
aqueous phase, (3) Evaporation and subsequent removal of the solvent, with consequent 
hardening of the dispersed phase into solid microspheres, and (4) Harvesting of the 
microspheres by filtration or centrifugation, followed by drying (Campos et al., 2013). PCL 
and PLGA microcarriers have been fabricated using an O/W emulsion system (Samsudin 
et al., 2018). Keratin-based microcarriers, fabricated using W/O emulsion systems, act 
as good substrates for bone marrow-derived MSC (BM-MSC) (Thompson et al., 2020).  

Although emulsion-solvent evaporation methods, especially single emulsion, have 
been widely practiced for microcarrier production due to ease of fabrication, this method 
has several shortcomings. The main disadvantages faced are the difficulty in controlling 
the evaporation rate, low encapsulation efficiency, uneven distribution of particles, and 

Figure 1. Steps involved in the oil-in-water emulsion-solvent evaporation technique (Lagreca et al., 2020; 
Campos et al., 2013)  
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unpredictable release of drugs or growth factors (Dashtimoghadam et al., 2020). Hence, 
double emulsion is emerging as an attractive microcarrier due to its high level of sample 
isolation and convenient cargo loading, which gives it a high potential for controlled 
release. However, this technique is more complicated to ensure on-demand core release 
and trajectory control during application (Zhang et al., 2022). Besides, microfluidic-assisted 
technology has been used with the emulsion-solvent evaporation technique to produce 
microcarriers with uniform shapes and sustained release ability. Dashtimoghadam et al. 
(2020) encapsulated vascular endothelial growth factor (VEGF) into PLGA microcarriers 
using a microfluidic-assisted double emulsion-solvent evaporation technique. The 
microcarriers produced exhibited a biphasic release pattern of VEGF, with rapid release 
followed by sustained release due to slow diffusion from the matrix.  

Suspension Polymerization 

This method produces 5 to 1000 µm particles and larger than those produced during 
emulsion-solvent evaporation (May 2016). In suspension immobilization, the dispersed 
phase consisting of monomers and monomer-soluble initiators is added to an immiscible 
solvent, which forms the continuous phase in the presence of surfactants or stabilizers. The 
solution is then heated to activate the initiator for radical immobilization. The microspheres 
are then collected and washed to remove the stabilizer. A major shortcoming of this 
approach is that the microcarriers produced have high polydispersity; micro-sieving is 
required to obtain well-defined particles, which reduces the yields (Saralidze et al., 2010). 
Cer et al. (2007) used suspension immobilization to design PEG-based microcarriers, 
which exhibited high cell adhesion and proliferation rates and could be used as a potential 
alternative to commercial microcarriers. Thermosensitive microcarriers have also been 
prepared by suspension immobilization. Gümüşderelioğlu et al. (2013) first prepared 
poly(2-hydroxyethyl methacrylate) (PHEMA) beads using this technique, then grafted 
N-isopropylacrylamide (NIPAAm) onto the PHEMA beads leading to the production of 
thermosensitive PHEMA-gPNIPAAm microcarriers.  

APPLICATIONS OF MICROCARRIERS 

Production of Viral Vaccines 

One of the earliest and major uses of animal cell culture is the replication of viruses in 
culture medium to produce vaccines. Vaccines are being produced industrially using 
continuous or immortalized cell lines for viral replication. The most used cell lines are 
Vero, Chinese hamster ovary (CHO), BHK-21, Madin-Darby Bovine Kidney (MDBK), and 
human fetal lung fibroblasts (Verma et al., 2020). These cell lines are preferred as they are 
susceptible to infections, extremely resistant to genetic modifications, and can be grown 
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frequently in vitro. Initially, cells were cultivated in T-flasks, roller bottles, and cell factories; 
now, they are cultivated in microcarrier cultures to produce inactivated vaccines (Ismail 
et al., 2021). Microcarrier-based cell culture systems have demonstrated great potential in 
vaccine production and are good alternatives to egg-based vaccine production processes.  

Stainless steel stirred-tank bioreactors equipped with marine impellers are the most 
typical bioreactors used for vaccine production (Silva et al., 2015). According to reports, 
the maximum size of stirred-tank bioreactors used to culture cells on microcarriers is 6,000 
L, which Baxter Biosciences has used for producing influenza vaccines using Vero cells 
grown on Cytodex microcarriers (Eisenkraetzer, 2014). Wave-mixed bioreactors have also 
shown promising results for the culture of cells on microcarriers and have been employed to 
produce mink enteritis vaccines (Silva et al., 2015). The conditions within the bioreactors 
need to be monitored constantly throughout the culture process. For instance, temperature 
is mostly maintained at 37°C ± 0.5°C for mammalian cells, and pH is mostly maintained 
within a narrow range at 7.2 ± 0.1. Oxygen partial pressure pO₂ needs to be optimal with 
approximately 20-50% of air saturation, and carbon dioxide partial pressure pCO₂ needs 
to be varied to control the pH of the medium used containing sodium bicarbonate (Pörtner, 
2015). Table 3 enlists various vaccines produced by the microcarrier culture system.  

Table 3
Vaccines produced by microcarrier culture system 

Vaccines against Cell Line Microcarrier References 
Yellow fever 17DD virus Vero cells Cytodex™ 1 Mattos et al., 2015
Enterovirus A71(EV-A71) Vero cells Cytodex™ 1 Chia et al., 2018
Louis Pasteur 2061 (LP2061) rabies virus Vero cells Cytodex™ 1 Trabelsi et al., 2019
Recombinant vesicular stomatitis virus–
Zaire Ebola virus (rVSV-
ZEBOV) 

Vero cells Cytodex™ 1 Kiesslich et al., 
2020

Human parainfluenza virus type 3 
(PIV3), respiratory syncytial virus (RSV), 
Severe acute respiratory syndrome 
coronavirus (SARS-CoV), and varicella-
zoster virus (VZV) 

Primary human 
bronchiotracheal cells 
(HBTCs), BEAS-2B 
cells, normal human 
neural progenitor 
(NHNP) cells 

CultiSpher-G Goodwin et al., 
2015

Production of Recombinant Proteins 

Recombinant proteins are widely used in pharmaceuticals for therapeutic treatments 
and prevention of diseases such as diabetes, cancers, and infectious diseases. They are 
exogenous proteins encoded by recombinant DNA cloned in a production organism (Burnett 
& Burnett, 2020). Microcarrier-based cell culture technology serves as a promising tool 
for producing a variety of recombinant proteins that are being used in basic research as 
well as pharmaceutical development. Over the last two decades, mammalian cell protein 
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expression has become the dominant recombinant protein production system for clinical 
applications; about 60-70% of all recombinant proteins are produced in mammalian cells. 
The most used mammalian cell is the immortalized CHO cell. Other cell lines like BHK, 
mouse myeloma (NS0), and human retinal cells have also gained regulatory approval to 
produce recombinant proteins (Fliedl & Kaisermayer, 2014). 

These cell lines are cultured on microcarriers in stirred tanks and fluidized-bed 
bioreactors. Compared to normal suspension cultures, microcarriers show increased cell 
growth and excellent harvest yields (Tharmalingam et al., 2011). Chevalot et al. (1994) 
observed higher cell densities and higher amounts of human gamma-glutamyl transferase 
(GGT) when recombinant CHO cells were cultured on microcarriers. Similarly, Shirokaze 
et al. (1995) showed that the growth of recombinant CHO cells with microcarriers gave 
about double the yields interleukin-4 compared to the amount obtained through suspension 
culture. Table 4 lists commercially available recombinant proteins manufactured using 
microcarrier-based cell culture technology. 

Table 4 
Commercially available recombinant proteins produced using microcarrier-based cell culture technology 

Product Cell line Microcarrier Manufacturer 
Aldurazyme™ (recombinant human αL-iduronidase 
or rhIDU) 

CHO cells Cytopore™ Biomarin 

Myozyme™ (recombinant human acid alpha-
glucosidase) 

CHO cells CytoPore™ Genzyme 

Cerezyme™ (imiglucerase) CHO cells CytoPore™ Genzyme 
GONAL-f® (recombinant human follicle 
stimulating hormone) 

CHO cells Cytodex™ 3 Merck 

Luveris® (recombinant humanluteinizing hormone) CHO cells Cytodex™ 3 Merck 

Expansion of SCs 

SCs have recently made significant progress in targeting the modulation of immune 
responses and tissue and organ regeneration. They are used to treat a myriad of diseases 
and conditions of the blood and immune system. This requirement of SCs for future cell 
therapy has evoked interest in applying microcarriers as the preferred platform for SC 
expansion. These cells have a remarkable capacity to self-renew and differentiate into 
other cell types (Mattiasson, 2018). SCs for clinical use are mostly produced through 
conventional static adherent cultures unsuitable for large-scale production. Conventional 
static adherent culture models, such as T-flask roller bottles, have smaller surface areas 
compared to microcarriers. Besides, 2D cell culture cannot provide an environment for 
multidirectional interactions between cells and the extracellular matrix, which might 
cause cellular morphology and gene expression changes. In contrast, microcarriers enable 
the scaling up of cell production in small volumes of the medium by supplying a large 
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surface area for cell growth in suspension cultures and providing a 3D environment for 
multidirectional cell interactions (Huang et al., 2020; Tavassoli et al., 2018). Numerous 
strategies (using different bioreactors, microcarriers and culture mediums) are being applied 
to shift the production to microcarrier suspension cultures to fulfill the future demand for 
quality-assured SCs (Kumar & Starly, 2015). Table 5 lists various research studies that 
have successfully cultured SCs using microcarrier-based culture systems. 

Table 5 
Culturing of different types of stem cells using microcarriers 

Cell type Microcarrier Reactor type Purpose References 
Human embryonic 
stem cells (hESCs) 

Cytodex 1 and Cytodex 3 Spinner flask Expansion and 
differentiation 

Park et al., 
2014

Mesenchymal stem 
cells (MSCs) 

Corning ®Synthemax ®II 
polystyrene and CELLstart 
™coated SoloHill plastic 
microcarriers

Spinner flask Expansion Silva et al., 
2014

Corning® Enhanced 
Attachment, Corning® Low 
Concentration Synthemax®II, 
Corning® Collagen, SoloHill® 
Plastic Plus, SoloHill® Glass 
Coated, SoloHill® Collagen 
Coated, SoloHill® Pronectin F

Spinner flask Expansion and 
differentiation

Heathman et 
al., 2018

SoloHill® Plastic P102L, 
Cytodex-3 and Hillex 

Spinner flask Expansion Rafiq et al., 
2018

Cytodex-1, Corning, 
GhaterDisc-1, GhaterDisc-2 and  
GhaterDisc-3 

Spinner flask Expansion Clainche et al.,  
2021

CONCLUSION 

Microcarriers are gaining considerable attention due to their overwhelming potential 
in numerous fields, especially regenerative medicine and bioengineering. Morphology, 
physical and chemical properties of microcarriers have been deeply studied to determine the 
suitability of microcarriers in cell cultures. Modifying surface properties of microcarriers 
and immobilizing biomolecules on their surfaces have successfully enhanced their 
biocompatibility and made them more conducive for cell growth and differentiation. Surface 
modification methods like plasma treatment, UVO treatment, and wet chemical methods 
can improve the hydrophilicity and wettability of microcarriers without altering their bulk 
properties. Microcarrier-based cell culture technology has appeared as a robust platform 
for tissue engineering. This review concludes that microcarriers have great potential in cell 
culture technology; the availability of a large surface area enables mass cultivation of cells. 
More detailed studies on microcarriers, including clinical studies, are required to understand 
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the mechanism of interactions of microcarriers with various biological molecules and cells 
for greater development in medical and bioengineering fields.  
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ABSTRACT

Emotions play a significant role in both verbal and nonverbal communication. Facial 
emotion recognition has applications in various sectors where we can get real-time feedback 
about student activeness by detecting their expression. In this paper, we aim to provide an 
improved deep-learning technique to detect emotions by using publicly available datasets 
to perform this detection. To get more data for the well-being of the Machine Learning 
Model, we have used data augmentation using the TensorFlow framework. Visual Geometry 
Group-16 (VGG16) is a convolutional neural network of 16 layers deep. There has been 
an alteration to the default VGG16 structure to get better classification results. Various 
optimization algorithms and loss functions increase the model’s accuracy. We have used 
many evaluation parameters from the technical side, like precision, accuracy, recall, Area 
Under the Receiver Operating Characteristic Curve (AUC), and F1 Score. The proposed 
model has an accuracy of 89% while having a precision of 81 percent for classification. 
We have achieved an F1 Score of 0.42 and an area under the ROC curve (AUC) of 0.734. 

Overall, it would be beneficial for analyzing 
and categorizing positive and negative 
emotions, which would aid in detecting 
signs of stress, anxiety, and burnout, as 
well as taking preventive actions to enhance 
well-being. 

Keywords: Deep learning, emotion, facial emotion, 
human-computer interaction, image classification, 
neural networks 
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INTRODUCTION 

The last decade has seen a significant increase in the integration of emotions and technology. 
It has led to a multidisciplinary study of computer science, cognitive science, psychology, 
and neuroscience (Shank, 2014). Emotions play a significant role in both verbal and 
nonverbal communication in humans. It can be most effectively understood through facial 
affect, which refers to the feelings and emotions humans experience. Face expressions are 
widely regarded as the universal language of internal emotional states since people of all 
cultural backgrounds understand them, and they also help in understanding the moods of 
individuals. Facial experiences are regarded as a universal language to understand emotions 
and are recognized and interpreted similarly across all cultures. The universality hypothesis 
by Darwin (1872) suggests that humans can express six internal emotions, i.e., happiness, 
surprise, fear, disgust, anger, and sadness (Ekman, 2009).

Further research by Ekman and Friesen (1971) suggested a similar concept. He 
proposed that there are six universal primary emotions in humans: anger, disgust, fear, 
happiness, sadness, and surprise, and argued that these emotions are expressed with the 
same facial expressions regardless of culture or language. Therefore, the terms facial 
expressions or emotional expressions are often used to describe the various emotions and 
moods of individuals universally (Ortony, 2022).

While talking about facial emotions, the issues of universality and cultural specificity 
have often been considered (Barrett et al., 2019). There has been enough empirical evidence 
to prove that emotions in facial expressions are recognized similarly in different cultures. 
The facial expressions of basic emotions are considered innate and universal (Mandal, 
2004). Facial expressions represent a person’s state of mind, which informs other people 
how a person is feeling and is most useful when communicating with others. Facial 
expressions can be analyzed in various fields, such as psychology (Song, 2021). 

Recently, with the growth of digital technologies, various social media platforms have 
introduced emoticons and animated graphics interchange formats representing emotions. 
These visual elements provide a more detailed and expressive way to communicate 
emotions and sentiments. Many tech companies like Microsoft Azure (2018) and Google 
Inc. have developed software to read emotions objectively by understanding facial 
expressions. Additionally, facial expressions, which can indicate emotional states, help 
identify and manage psychiatric illnesses. Treatment plans for people with Autism Spectrum 
Disorder (ASD) and other Neurological disorders also include emotional expression and 
facial recognition. A study recently observed that emotion recognition technologies teach 
children with ASD (Autism Spectrum Disorder) how to express and identify emotions 
(Garcia-Garcia et al., 2022). Rapid human-computer interaction development, such as 
Artificial intelligence (AI), Cloud computing, and various machine-driven learning, has 
enhanced their application in Psychology.  
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With the increase in suicide rates in India, with 12 deaths per 100,000 people reported 
in 2021 (Salve, 2022) and also over the world (https://ourworldindata.org/grapher/death-
rate-from-suicides-ghe), this technology can be utilized by counselors to comprehend and 
understand the emotional state of their clients, especially in a virtual setting. By analyzing 
subtle changes in their facial expressions, counselors can tailor their approach toward their 
clients and provide more effective treatment. 

Facial emotion recognition technology can identify potential threats and suspicious 
behavior in law enforcement and crime. By analyzing the emotions expressed in a suspect’s 
facial expressions, new ways of identifying individuals involved in criminal activity can be 
evolved. It can also analyze the emotions expressed in surveillance footage, providing valuable 
insights into criminal behavior and aiding the investigation. In the field of forensics, it can be 
used to identify individuals in photographs when their faces are partially obscured, or images 
are of poor quality, supplementary to traditional methods of solving crimes.

Overall, facial emotion recognition technology has the potential to revolutionize a wide 
range of fields and applications. This technology can help improve outcomes and enhance 
our understanding of the complex nature of human emotions.

The environment today generates an enormous amount of data, which is accumulated 
to improve the situation in various settings such as education, organizations, research, 
and more. However, when a large amount of data is generated, it becomes crucial to 
remove subjectivity and inaccuracy in interpreting emotional cues to make the data more 
meaningful, personalized, and objective (Saini et al., 2023). 

However, accurately interpreting emotional cues could be challenging. Subjectivity 
and inaccuracy can arise due to differences in cultural expressions, state of mind, and 
interpretation. For instance, people with social anxiety have been found to interpret facial 
expressions of emotions based on prior knowledge and expectations (Song et al., 2022).

Human-computer interaction can help to mitigate these issues by using facial 
recognition technology to recognize emotional cues accurately. The significance of facial 
recognition of emotions has been documented in various studies. The study done by Pabst 
et al. (2023) on facial recognition technology helped us to discover how healthy individuals 
and individuals with severe alcohol use disorder reacted to various socio-emotional cues. 

Saini et al. (2023) recognized the importance of technology and media in 
communication. They conducted a study to compare three speech emotion recognition 
machine learning methods to determine feelings and sentiments in speeches. Studying 
emotions in the workplace becomes imperative, as an employee’s state of affect can lead 
an organization to flourish or fail. Such technology can help take preventive measures by 
tracking employees’ moods and emotional states (Subhashini & Niveditha, 2015). 

Siam et al. (2022) used machine learning techniques to detect emotion. They used 
principal component analysis with basic models like support vector machine and logistic 
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regression. The model achieved a validation accuracy of 70% on the face emotion dataset. 
Jaymon et al. (2021) proposed the detection of emotion on actual feeds that grasp the 
information about personalities. To build the model, they used TensorFlow, the framework 
of a Convolutional Neural Network, which gave them an accuracy of 65%

In addition, as the number of studies that concentrate on enhancing or increasing facial 
emotion detection has increased, the problem of a restricted database of photos for model 
training has also been brought to light (Devi & Preetha, 2023). Data augmentation, which 
increases the image count by modifying it at various levels, can increase the image count, 
thereby training the model for better precision and accuracy and contributing to refining 
human-computer interaction. It is accomplished by increasing the levels at which the data 
is modified.

This research highlights the need for extensive application of this technology. Language 
is full of emotions, which help in decoding the underlying meaning behind the intent of 
communication. Facial recognition of emotion in human-computer interaction is imperative 
to create more personalized, meaningful experiences for users in various industries. By 
incorporating facial recognition technology, we can better understand and respond to the 
user’s emotional needs, leading to increased productivity, innovation, and well-being.

RESEARCH OBJECTIVES

The main contributions of the work can be summarized as follows:
1. A new fast and robust emotion detection framework for cyber-physical vision 

applications is proposed.
2. A comparison between traditional psychological and modern AI methods is 

evaluated to recognize human emotion.
3. Exploration of data augmentation to help us increase the data and introduce 

variability in the datasets.
4. Performing emotion classification using deep learning techniques.
5. A brief model implementation uses a live camera feed and images.
This approach system is based on Convolutional Neural Networks for facial expression 

recognition. A new architecture is proposed in which the system’s input is an image; then, 
a Convolutional Neural Network (CNN) is used to predict the facial expression labels.

METHOD

Data Preprocessing System

Emotions are the most important part of a human being. Humans can recognize and 
differentiate between faces. Recognizing facial emotions and differentiating between them 
is believed to be achieved by computers nowadays. Recognizing facial expressions that 
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communicate fundamental emotions like fear, happiness, and disgust is known as facial 
emotion recognition. A highly accurate emotion identification model has been developed 
thanks to the development of computer vision techniques.

Data Collection

We have collected different types of facial emotion data from many online dataset repositories. 
We have used the Facial Expression Recognition 2013 dataset for training purposes. It contains 
approximately 30000 facial images in Red, Blue, and Green (RGB) form of differential 
expression with a size restricted to 48 × 48 pixels. It contains mainly seven types of emotion 
labels: angry (0), disgusted (1), fear (2), Happy (3), Sad (4), Surprise (5), and Neutral (6). 

We used different data for model testing. CK+48 is a small dataset containing seven 
classes: fear, sadness, anger, disgust, happiness, contempt, and surprise. The images are 
48 × 48 and have a grey-scaled color palette. Good variations and feature distributions can 
be used in testing to obtain good results. It has a frontal view with clear images of faces.

Data Augmentation

Data augmentation (Alamsyah et al., 2022) is a group of methods for creating additional 
data points from previously collected data to artificially increase the amount of data. It 
includes making minor adjustments to the data or creating new data points using deep 
learning models. By creating new and varied examples, this has a wide range of applications 
for enhancing the performance and results of machine learning models.

We have used the Tensorflow framework for the deep learning model. Tensorflow 
provides an image preprocessing technique for data augmentation by generating batches 
of tensor images. We have done the following data augmentation operation:

1. Rotation: In this, we rotate the image to a certain degree. If the rotation degree is 
set to 40, the new image will be 40 degrees and rotate to the original one.

2. Shearing: It is also used to transform the orientation of the image. Additionally, it 
implies that the image will be warped along a particular axis, typically to alter or 
modify the perception angles.

3. Zooming: It allows us to either zoom in or zoom out. The specified zoom-in range 
allows us to get a different image, which can help train the ML model.

4. Flipping allows us to flip the orientation of the image. We can use horizontal or 
vertical flips. This operation can be misleading for a model. If the image is flipped 
along the wrong axis, it can make no sense during the training of the deep learning 
model. So, in face detection, we do not need vertical flips. 

5. Rescale: We rescale the image pixel in the range 0 to 255.
6. Shifting: We shift the image by a certain length, making it different from the real 

image. It has a height and width shift.
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For instance, here demonstrates how Data Augmentation changes the Face image. It 
creates different types of images similar to the original ones. It is applied to the whole 
dataset to increase the dataset. We can see the implementation of these techniques on an 
image, as shown in Figure 1.

Figure 1. Image augmentation

Data augmentation plays an important role in this research. By using augmentation 
techniques, we increase the number of data samples from 30,000 to 50,000, which helps 
achieve better accuracy. Many machine learning techniques include data augmentation, 
as it increases the amount of data and helps achieve more useful information from the 
images. It makes Data Augmentation necessary for image-based multi-classification. This 
technique has been utilized extensively for various purposes and is useful for resolving 
data generation and precision issues. Several techniques, including posture transfer, hairdo 
transfer, expression transfer, cosmetics transfer, and age transfer, have been suggested to 
change the appearance of a genuine face image. In the meantime, the simulated virtual 
faces can also be improved to match the realism of the genuine ones. One can increase the 
training data’s variety and strengthen the trained model’s resilience using any augmentation 
technique.

Model Training

A neural network with three or more layers is what machine learning essentially is, which 
includes deep learning. Although these neural networks try to emulate how the human brain 
works, they cannot match it, allowing the computer to “learn” from enormous amounts of 
data. Even if a neural network with only one layer can still provide approximate predictions, 
more hidden layers can help to tune and improve accuracy.
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Here, we have used VGG16 as a deep-learning model. There are several reasons for 
the choice of VGG16 as a primary architecture for this study, as mentioned below:

1. Facial emotion involves capturing special details and unique features, which can 
be done using VGG16 hierarchical representations, capturing both low-level and 
high-level features in facial expressions.

2. VGG16 leverages the power of pre-trained weights using the ImageNet Large 
Scale Visual Recognition Challenge Dataset; this helps the model acquire general 
knowledge during training and enhances detection accuracy.

3. With transfer learning capabilities, VGG 16 uses small filter sizes and contains 
several convolutional layers, which provide a balanced receptive field. This 
receptive field helps the model capture local and global features from the images.

VGG16 is a convolutional neural network that is 16 layers deep. It is a pre-trained model 
that has been trained on the ImageNet database. The pre-trained model can categorize 1000 
different types of objects. The network has, therefore, acquired rich feature representations 
for various images. The network can accept images up to 224 × 224 in size. This model 
has achieved 92% in the ImageNet Challenge for 14 million images belonging to 1000 
classes. It has a fixed input size of 224 × 224 and RGB channels, resulting in (224, 224, 3) 
tensor. Here, it calculates the probabilities of different classes. After every prediction, we get 
probabilities associated with different classes based on similarity. The classification vector 
has to ensure that these probabilities add to 1 and check it. We use the Softmax function. 

The 16 in VGG16 refers to 16 layers with weights (Figure 2). VGG16 has 13 
convolutional layers, five max-pooling layers, and three dense layers, i.e., learnable 
parameters layer. It contains a 3x3 filter with Stride 1 and the same padding and max pool 
layer of a 2x2 filter with Stride 2. The convolutional and max pool layers are consistently 
arranged throughout the whole structure.

The VGG16 model is a deep convolutional neural network trained on the Image Net 
dataset. It consists of 13 convolutional layers and three fully connected layers. By using the 
VGG16 model as the base model, the pre-trained weights are used as initial weights for the 
model, which can improve performance and reduce training time. After the VGG16 base 
model, a dropout layer with a rate of 0.5 is added to prevent overfitting. Then, a flattened 
layer is added to flatten the output from the base model to a 1-dimensional tensor. A batch 
normalization layer is added to normalize the output. Then, three dense layers are added 
with 32 units, each followed by a batch normalization layer, the rectified linear activation 
unit (ReLU) activation function, and a dropout layer with a rate of 0.5. The ReLU activation 
function is used to introduce non-linearity into the model. Finally, a dense layer with 
seven units is added, and the softmax activation function is used to output a probability 
distribution over the seven classes.

This model is suitable for classification tasks on images with seven classes, and the 
use of a pre-trained VGG16 base model can lead to improved performance and faster 
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training time. A good optimizing algorithm can help a deep learning model train by getting 
differences in results in minutes, hours, and days. In this case, we will apply the Adam 
optimization method. In addition to stochastic gradient descent, the Adam optimizer is used. 

Adam Optimization

Adam optimization is a gradient descent algorithm for optimizing the parameters in a neural 
network. It uses momentum and adaptive learning rates to converge to the minimum of 
the cost function faster than traditional gradient descent methods.

The algorithm shows the working of Adam Optimization

Initialize Vdw=0,Sdw=0,Vdb=0,Sdb=0
On iteration t:

1. Computer dw, db using current mini-batch gradient descent
2. Vdw = β1 Vdw + ( 1- β1)dw, Vdw = β1 Vdb + ( 1- β1)db 
3. (momentum β1 exponentially weighted average)
4. Sdw = β2 Sdb + ( 1- β2)dw2 , Sdb = β 2 Sdb + ( 1- β2)db 
5. ( RMSProp β2 )
6. Vdw

corr  = Vdw/ ( 1- β1
t),  Vdb

corr  = Vdb/ ( 1- β1
t)

7. Sdw
corr  = Sdw/ ( 1- β2

t) ,  Sdb
corr  = Sdb/ ( 1- β2

t)
8. W = W – α  Vdw

corr / √ (Sdw
corr  + € ) ,b = b – α Vdb

corr / √ (Sdb
corr  + €)

Where Hyper parameter choices:
α: Learning rate. It needs to be tuned.
β1: beta 1 moving average weight of dw. Default value 0.9
β2: beta 2 moving average weight of dw2 and db2. Default value 0.999
€: 10-8

Figure 2. Improved VGG 16 Block Diagram
Source: Input image taken from the public dataset

Output Emotion:
Happy

Default VGG16 Architecture
Dense layer (32)I + ReLU
Batch normalization
Flatten layer
Dropout

Input
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The algorithm starts by initializing two variables, Vdw and Sdw, and Vdb and Sdb, 
to zero. On each iteration, the gradients dw and db are computed using the current mini-
batch of data. Then, it updates the moving average of the first and second moments of the 
gradients (Vdw, Vdb, Sdw, Sdb) using exponential decay rates (beta1 and beta2). It also 
corrects these moving averages to prevent bias towards zero at the beginning of the training 
by dividing them by (1-beta1^t) and (1-beta2^t).

Finally, it updates W and B parameters using the corrected moving averages and a 
learning rate alpha. The learning rate determines the step size of the parameter updates 
and needs to be tuned. The beta1 and beta2 values have default values of 0.9 and 0.999, 
respectively. € is a small value added to the denominator to avoid division by zero.

These days, deep learning applications for computer vision and natural language 
processing are commonly regarded as dependable. Adam is a shortened version of adaptive 
moment estimation. Using estimated values for the first and second moments of the 
gradients, it calculates individual adaptive learning rates for various parameters. It uses 
momentum and sealing terms for the gradient cost function. Adam additionally uses the 
average of the second moments of the gradients, as opposed to adjusting the parameter 
learning rates based on the average first moment as in root mean squared propagation 
(RMSProp). It combines the idea of moment optimization with RMSProp and exponential 
decay.

How Adam Works

Adam optimization combines the Moment’s and RMSP methods, which accelerate the 
gradient descent algorithm with exponentially weighted averages of the gradient.

Moment’s Method

Generally, the main aim is to accelerate the gradient descent algorithm with an exponentially 
weighted gradient average. We use averages to converge faster toward minima, as shown 
in Equations 1 and 2. 

𝑤𝑤𝑡𝑡+1  =  𝑤𝑤𝑡𝑡  –  𝛼𝛼𝑡𝑡 .𝑚𝑚𝑡𝑡                          (1) 

𝑊𝑊ℎ𝑒𝑒𝑒𝑒𝑒𝑒  

𝑚𝑚𝑡𝑡 =  𝛽𝛽.𝑚𝑚𝑡𝑡 − 1 + (1 +  𝛽𝛽) [ 𝜕𝜕𝜕𝜕/ 𝜕𝜕𝑤𝑤𝑡𝑡]  

       [1]

Where

𝑤𝑤𝑡𝑡+1  =  𝑤𝑤𝑡𝑡  –  𝛼𝛼𝑡𝑡 .𝑚𝑚𝑡𝑡                          (1) 

𝑊𝑊ℎ𝑒𝑒𝑒𝑒𝑒𝑒  

𝑚𝑚𝑡𝑡 =  𝛽𝛽.𝑚𝑚𝑡𝑡 − 1 + (1 +  𝛽𝛽) [ 𝜕𝜕𝜕𝜕/ 𝜕𝜕𝑤𝑤𝑡𝑡]        [2]

Where mt = total gradients at time t [present]. (mt initially equlas 0); mt – 1 = the sum of 
gradients at time t – 1; wt = weights at time t; wt + 1 = weights at time t + 1; at = learning 
rate at time t; 𝜕𝜕 L = derivative of Loss Function; 𝜕𝜕 wt = derivative of weights at time t; β 
= moving average parameter (constant = 0.9)
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RMSP Method

It avoids the early stopping problem by accumulating recent gradients through exponential 
decay. Here, we take the exponential moving average, as shown in Equations 3 and 4. 

𝑣𝑣𝑡𝑡  =  𝛽𝛽.𝑣𝑣𝑡𝑡−1  + (1 −  𝛽𝛽) ∗  [ 𝜕𝜕𝜕𝜕/ 𝜕𝜕𝑤𝑤𝑡𝑡]     (3) 

𝑤𝑤𝑡𝑡+1  =  𝑤𝑤𝑡𝑡  –  𝛼𝛼𝑡𝑡/ (𝑣𝑣𝑡𝑡  +  𝜖𝜖 )1/2 ∗  [𝜕𝜕𝜕𝜕/ 𝜕𝜕𝑤𝑤𝑡𝑡]         

Where wt = weights at time t; wt + 1 = weights at time t + 1; at = learning rate at time t; 
#L = derivative of Loss Function; #wt = derivative of weights at time t; vt = sum of the 
square of past gradients. [i.e sum(𝜕𝜕 L/𝜕𝜕 Wt – 1)] (initially, Vt = 0); β = moving average 
parameter (constant = 0.9); 𝜖𝜖  = a small positive constant (10 – 8)

Adam Optimizer inherits the strength or the positive attributes of the above two methods 
and builds upon them to give optimized results, as shown in Equation 5.

𝑚𝑚𝑡𝑡 =  𝛽𝛽1𝑚𝑚𝑡𝑡−1 + ( 1 −  𝛽𝛽1 )[�
𝑑𝑑𝜕𝜕
𝑑𝑑𝑤𝑤𝑡𝑡

� ,𝑣𝑣𝑡𝑡 =  𝛽𝛽2𝑣𝑣𝑡𝑡−1 + ( 1−  𝛽𝛽2 ) �
𝑑𝑑𝜕𝜕
𝑑𝑑𝑤𝑤𝑡𝑡

�
2

   [5]

Parameters used:
1. 𝜖𝜖  = 10 – 8
2. β1 + β2 = average of gradients in the above methods (β1 = 0.9 & β2 = 0.999)
3. α = learning rate (0.001)

Cross Entropy Loss Function

The loss function measures how far the algorithm’s current output deviates from the 
desired output. This information theory-derived function aims to compare two averages 
of the distribution’s bit count. Cross-entropy is used as the Log Loss function to compare 
two probability distribution functions (not the same, but they measure the same thing).

We have employed binary and multiclass problems; categorical cross-entropy is 
utilized; the label must be encoded as a categorical, one-hot encoding representation (for 
three classes: [0, 1, 0], [1, 0, 0]).

Model Evaluation 

The most crucial phase, model evaluation, allows us to assess and enhance our model. 
Validation and testing methodologies were the primary assessment criteria that we 
employed. Twenty-eight thousand photos from seven distinct classes/emotions were 
used to train the model. Eight thousand photos were used to validate the model as it was 
being improved. Only the Facial Expression Recognition (FER) 2013 dataset was utilized 
for training and validation. For testing, we used photos from the CK+48 dataset, which 
contains various images from the FER2013 data. The CK+48 data includes 981 pictures. 

[3]

[4]
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We used different evaluation metrics. We used five classification metrics: (1) Accuracy, 
(2) Precision, (3) Recall, (4) AUC, and (5) F1 Score.

RESULTS AND DISCUSSION

In this paper, we have proposed an Emotion detection model. Deep neural networks are used 
to precisely predict emotion from facial images. Features are extracted using deep learning 
methods. Classification metrics like Precision Recall F1 Score and Accuracy evaluate the 
effectiveness of the Deep learning Pre-trained model. We have used two different types 
of datasets that are available publicly. The FER2013 dataset contains over 30000 images, 
of which we have used 28000 for training the VGG16 Pre-Trained Model. The Rest of 
the Images were used to validate the model while training, which uses transfer learning 
methods. For the testing of the model, we used the CK+48 dataset. The model performs 
well in detecting all emotions provided in the dataset.

Instead of using cross-validation, we used a different strategy for dividing the data 
into training, validation, and testing sets. The dimensions and properties of the employed 
datasets impacted this choice. Due to the FER2013 dataset’s size, we could assign a sizeable 
fraction for training and validation, creating a solid base for model learning. The CK+48 
dataset, used only for testing, guarantees a fair assessment of the model’s performance on 
omitted data. Even while cross-validation is a useful approach, its use may be impacted 
by computing limitations and dataset size, so we decided to use a partitioned training-
validation-testing strategy in this situation.

We have evaluated it using the classification metrics. The graphs in Figure 3 represent 
the status of the metrics during the model training. We can see that validation Accuracy is 
greater than training accuracy for the 30 epochs. It shows that the model is not overfitting.

We have also practically implemented the model using the Open Source Computer 
Vision Library and Tensorflow. The model can detect facial emotion through live video 
and image feeds. Some of the implementation examples are shown in Figure 4.

The proposed model’s classification accuracy is 89%, while its precision is 81% (Table 
1). We have achieved an F1 Score of 0.42 and an AUC of 0.734. 

The model performs well in terms of overall accuracy, categorizing dataset instances 
correctly 89% of the time, as shown in Table 2. When the model predicts a positive class, 
a precision of 81% shows a pretty good level of accuracy. A balanced performance in 
terms of precision and recall is indicated by the F1 Score of 0.42. The model’s ability 
to differentiate between positive and negative classes is modest, according to the 
AUC of 0.734. Additionally, we are working on a research trend where the proposed 
approach is being implemented on hardware. Additionally, this problem can be resolved 
using additional machine learning techniques, including dictionary learning and semi-
supervised learning.
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Figure 4. Test result of the model
Source: Personal images of the first author

Table 1
Result analysis of VGG16

Metrics Score
Accuracy 89%
Precision 81
F1 Score 0.42

AUC 0.734

Figure 3. Graphical representation of model performance

In Figure 3, the interaction of a sizable 
dataset and the intrinsic complexity of the 
VGG16 model may be responsible for 
the observed difference in loss between 
training and validation after 30 epochs. 
Given the complexity of VGG16, attaining 
convergence in a constrained number of 
epochs may present difficulties. However, 
various overfitting mitigation strategies, one 
of which is using regularization techniques 
like weight regularization and extra dropout 
layers to provide a more balanced output, 
can overcome this issue.

It is important to understand that 
assessing the model’s performance only 
in terms of the loss graph might not give 
a complete picture. Despite the observed 
variation in loss, the model demonstrates 
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promising classification results, achieving an overall precision of 81% and an AUC of 
73%. These metrics affirm the model’s efficacy in classification tasks. Another reason this 
solution has not been employed is that this research is computationally expensive. We need 
better computing resources to train a model using a better hyperparameter.

We did not employ certain alternatives, such as adding extra regularization, due 
to their high computational cost. We require more potent computational resources to 
improve the model’s hyperparameters. Although the loss graph shows possible overfitting, 
we must weigh this against our actual practical constraints. The model still does well 
in categorization, demonstrating the importance of considering metrics and resource 
limitations when evaluating a system.  

CONCLUSION AND THE WAY FORWARD

Emotions are an innate part of human beings. They direct and impact communication, 
relationships, and social distance. Emotions involve three distinct components: a subjective 
experience, a physiological response, and a behavioral or expressive response. The need to 
accurately decipher emotions has arisen with the advent and advancement of technology. 
The study mentioned above assists in doing so. It has collected data from different types 
of facial emotion expression data from many digital repositories of around 30,000 facial 
images. It has used the deep neural networks model VGG16 technique to decipher the 
seven emotional expressions: happiness, sadness, anger, fear, disgust, surprise, and 
neutral expressions. The data gathered was augmented to produce more data and enrich 

Table 2
Result comparison with our proposed results

Topic Methodology Framework Validation 
Accuracy Reference

Deploying machine 
learning techniques for 
human emotion detection. 
Computational Intelligence 
and Neuroscience

Reducing Dimension 
of Data Using Principal 
Component Analysis

Support Vector 
Machine, 
Logistic 
Regression

70% Siam et al. 
(2022)

Real-time emotion detection 
using deep learning. 2021 
International Conference 
on Advances in Electrical, 
Computing, Communication 
and Sustainable Technologies

Convolutional Neural 
Network (TensorFlow)

CNN 65% Jaymon et 
al. (2021)

Proposed VGG16 Model 
(our Result)

Applied Data 
Augmentation techniques 
on the dataset and 
evaluated the model using 
separate real-time test data.

Modified VGG16 
Transfer Learning 
Model

89%
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the modeling technique for more precision. The model has achieved 89% precision and 
81% emotion classification. 

This study will help to achieve better accuracy in decoding, comprehending, and 
classifying facial emotional expressions across various media such as images, media, 
and virtual reality environments and thus benefit several industries such as organization, 
education, entertainment, and research. Due to the high computational cost of certain 
alternatives, such as adding extra regularization, we did not employ them. We require 
more potent computational resources to improve the model’s hyperparameters. It can be 
improved in the future with better resources. Therefore, we conclude that human emotions 
are innate and directly impact their lives. The new advanced technologies, such as virtual 
and augmented reality, may impose novel challenges to people’s mental well-being, hence 
making it imperative to employ such approaches to detect emotional changes in a person’s 
conduct. Overall, it would be beneficial to analyze and classify positive and negative 
emotions, which would help detect signs of stress, anxiety, and burnout and take preventive 
measures to enhance well-being. 
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ABSTRACT

Natural fibre in cement matrix was used to reinforce, increase tensile strength, and protect 
against matrix cracking. The various properties of the matrix, which were introduced by 
the shrinkage and thermal stresses, can be attributed to the microcracks on the composites. 
The composites experienced significant negative changes due to the spread of microcracks. 
Changes in moisture have an impact on the dimensional stability of cement-bonded fibreboards. 
The increasing moisture content caused the expansion of cement-bonded fibreboard, whereas 
shrinkage was caused by the moisture being evaporated. Since natural fibres connect 
ineffectively with the cement matrix due to their hydrophilicity, fibre-cement composites are 
dimensionally unstable. Hot water treatments operate by clearing the fibre’s surface of volatile 
compounds, impurities, and waxy elements and facilitating water absorption. Numerous 
variables, including the mixing ratio, the targeted density, and the pre-treatment technique 
used on natural fibre, influence the dimensional stability of cement-bonded fibreboard. The 
compatibility of cement-bonded fibreboard increases with increasing cement/fibre mixing 
ratio, density of cement-bonded fibreboard, hot water treatment temperature and duration.

Keywords: Cement bonded fibreboard, dimensional stability, hot water treatment, mechanical properties, 
physical properties 

INTRODUCTION

Natural plant fibres in cement composites 
have been shown in numerous studies to 
increase tensile strength, toughness, crack 
and impact resistance, and ductility (Zhao et 
al., 2019). Wax, nitrogenous materials, and 
inorganic salts are among the non-structural 
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extractives that are present in the fibre (Surid et al., 2021). The structural composition is 
unstable because of moisture and poor adhesion in the fibre surrounding the matrix (Amin 
et al., 2022; Geremew et al., 2021). According to Viju and Thilagavathi (2022), hot water 
treatment is a cost-effective and environmentally friendly fibre modification treatment since 
the process simply uses fibre and water as a medium. Scapini et al. (2021) studies defined 
that the hot water treatment application can enhance hemicellulose dissolution, boost the 
yield of procedures such as enzymatic hydrolysis, and prevent the ability to recover. Many 
factors influenced the dimensional stability of the composite, especially the mixing ratio 
(Adelusi, Adedokun et al., 2019; Frybort et al., 2008), density (Adelusi, Olaoye et al., 2019; 
Ogunjobi, Temitope et al., 2019), and hydrophilicity of fibre that required suitable fibre 
treatment (Ibrahim et al., 2016; Zuraida et al., 2018). Therefore, this study will cover the 
compatibility of cement-bonded fibreboard correlated to dimensional stability composites. 

DIMENSIONAL STABILITY ANALYSIS

Dimensional Stability of Cement Bonded Fibreboard Based on the Mixing Ratio

Frybort et al. (2008) stated that the compatible properties of the composites rely on the 
composition of cement and fibre. Earlier researchers have conducted numerous studies 
on the effect of the cement/fibre ratio on the compatibility of cement-bonded fibreboard. 
Atoyebi et al. (2018) mentioned that the Thickness Swelling (TS) and Water Absorption 
(WA) results play important roles in the dimensional stability of composite final 
performance. Figures 1 and 2 show the effect of different cement/fibre mixing ratios of 
the cement-bonded fibreboard on the TS and WA percentage values. Based on the charts, 
the TS and WA shared by previous researchers show the same result pattern where when 
the cement/fibre mixing ratio increases, the percentage mean value of TS and WA of 
the composites decreases (Adelusi, Adedokun et al., 2019; Adelusi, Olaoye et al., 2019; 
Ogunjobi, Ajibade et al., 2019; Dadile et al., 2019; Budiman et al., 2021; Fabiyi, 2004; 
Sotannde et al., 2012; Castro et al., 2018; Ogunjobi, Temitope et al., 2019). 

According to Figures 1 and 2, a study by Ogunjobi, Ajibade et al. (2019) found that 
the higher fibre content and low cement content (cement/fibre mixing ratio of 1:3) produce 
excessive TS (16.67%) and WA (135.76%) values. It can also be highlighted that the same 
mixing ratio (1:1) produces a high percentage of TS and WA values, which are 11.67% and 
118.07%. The rapid changes in the TS and WA values are shown by Dadile et al. (2019) 
and Sotannde et al. (2012) studies, from the 2:1 and 2.5:1 mixing ratios to 3:1 and 3.5:1 
mixing ratios. Based on the chart, the value of TS was found on the 2:1 mixing ratio (17% 
and 5.28%) and lessened drastically to the 3.5:1 mixing ratio (4.01% and 1.96%). The same 
goes for the WA values, which decreased from 10.29% and 48.19% to 5.86% and 14.82%. 
This situation is supported by Abdullah et al. (2011) and Singh et al. (2018) studies that 
the low cement/fibre mixing ratio causes the higher fibre to absorb more water. 
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This outcome results from the materials’ compatibility, which prevents void spaces 
from allowing the materials to absorb water. Water may not be able to enter the air void 
spaces because of the complete coating between the cement and natural fibre (Adelusi, 
Adedokun et al., 2019). Figures 3 and 4 show the previous study conducted to determine 

Figure 2. Previous studies on the effect of cement/fibre mixing ratio on WA

Figure 1. Previous studies on the effect of cement/fibre mixing ratio on TS
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the relationship between the cement/fibre mixing ratio and the mechanical properties of 
cement-bonded fibreboard through Modulus of Elasticity (MOE) and Modulus of Rupture 
(MOR) testing. As pictured in the charts below, each study on different mixing ratios 
applied produced the same conclusion: the increasing cement/fibre mixing ratio generates 
high mechanical performance on the composites. Comparable to the physical properties 
results shown above, Ogunjobi, Ajibade et al. (2019) found that the low fibre content (1:3) 
and same mixing ratio (1:1) resulted in the lowest MOE (23.39 N/mm² and 76.99 N/mm²) 
and MOR (0.20 N/mm² and 0.63 N/mm²) values. This condition shows that the cement-

Figure 4. Previous studies on the effect of cement/fibre mixing ratio on MOR

Figure 3. Previous studies on the effect of cement/fibre mixing ratio on MOE
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bonded fibreboard has higher fibre content and only produces dimensionally unstable and 
incompatible composites. 

Although each study shows different values of mechanical properties due to the type 
of fibre, treatment, and fabrication procedure used, the flow of high mixing ratio generates 
high strength composite can be analysed. The cement-bonded fibreboard with a cement/
fibre ratio of 3.25:1 found by Budiman et al. (2021) reveals the higher MOE (3509.41 
N/mm²), MOR (9.72 N/mm²), and IB (7.30 N/mm2) value compared to 2.75:1 and 3:1. 
According to Abdullah et al. (2011), the increasing fibre content will result in a decrease in 
compressive strength. The findings of Thong et al. (2020) shared that the flexural strength of 
the composite that contains a higher amount of fibre is related to a lower amount of cement 
matrix, which leads to a decreasing tendency of the adhesion between the fibre and cement. 
According to the studies, it found that the cement/fibre mixing ratio of 3.5:1 is an ideal 
targeted parameter in producing dimensional stable and highly compatible cement-bonded 
fibreboard due to the results obtained by Sotannde et al. (2012) and Dadile et al. (2019). 

Dimensional Stability of Cement Bonded Fibreboard Based on Density

Limited studies have covered the effect of density on the properties of cement-bonded 
fibreboard. Figures 5 and 6 show earlier research studies conducted by analysing the 
physical properties based on the density of the composites. According to Rahim and Yunus 
(2021), Ridzuan et al. (2023), Ogunjobi, Temitope et al. (2019), and Nasser (2014) studies, 
it was discovered that the increment of cement bonded fibreboard density generates positive 
results on physical properties. The mean value of the TS and WA percentages decreased 
when the higher density was applied to the composite. Based on Figures 5 and 6, it can 
be highlighted that all the composite with a density of 1300 kg/m³ shows the lowest value 

Figure 5. Previous studies on the effect of density on TS
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from each study. TS results generate a major reduction from low density (1.69%, 4.49%, 
2.85%, 1.54%, and 10.82%) to higher density (0.77%, 1.82%, 2.36%, 0.91%, and 4.44%). 
The same goes for the mean percentage value of WA, where the percentage of moisture 
absorbed in the composite reduced from 8.50%, 24.70%, and 26.95% to 7.64%, 21.42%, 
and 20.40%.

Ogunjobi, Temitope et al. (2019) found that this situation is related to the small or 
no void between the fibre and cement matrixes for the water to retain when the higher 
density is applied due to a higher board compaction ratio. The porosity in cement-bonded 
fibreboard decreases with the degree of coverage as density rises (Rahim & Yunus, 2021). 
The mechanical properties in Figures 7 and 8 also show the same constant pattern in the 
researcher’s studies. Higher density, such as 1300 kg/m³, generates the highest MOE and 
MOR value. According to the bar charts, cement-bonded fibreboard with a density of 1300 
kg/m³ produces high MOE and MOR, especially in a study by Fuwape et al. (2007) (5300 
N/mm² and 11.55 N/mm²) and Nasser (2014) (4142 N/mm² and 12.28 N/mm²). At the same 
time, Yel et al. (2011) study shows a major difference between the MOE (1199 N/mm² 
and 2979 N/mm²) and MOR (3.45 N/mm² and 10.99 N/mm²) values between density 800 
kg/m³ and 1200 kg/m³. This result clearly showed the increment of density related to the 
stiffness and strength of the composite.

Fuwape et al. (2007) shared that the enhancement of mechanical properties of the 
composites when the higher density is applied can be elaborated by the tight compaction 
between the fibre. Therefore, the fibre helps prevent the brittle cement from fracturing and 
delaying the bond-line failure, increasing the flexural stiffness of the bonded fibreboard. 
According to Ogunjobi, Temitope et al. (2019), a cement-bonded fibreboard with a higher 
density avoids hydrostatic stress against the bonds and has less or no void space for water 
to retain in it. It was also acknowledged that increasing board density might make heavier, 
stronger, and stiffer boards. This result also can be supported by Akasah et al. (2019), 

Figure 6. Previous studies on the effect of density on WA
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Maynet et al. (2023), Hassan et al. (2021), and Peter et al. (2020) studies which chose 
1300 kg/m³ as the targeted density for fabricating the cement bonded fibreboard due to the 
optimum density in producing compatible cement bonded fibreboard. 

Dimensional Stability of Cement Bonded Fibreboard Based on Hot Water 
Pre-treatment

According to Viju and Thilagavathi (2022), hot water treatments eliminate volatile 
substances, impurities, and waxy substances from the fibre’s surface and improve water 
absorption. Figure 9 shows the scanning electron microscopy (SEM) analysis for untreated 

Figure 7. Previous studies on the effect of density on MOE

Figure 8. Previous studies on the effect of density on MOR
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and hot water-treated fibre. Based on Figure 9, the volatile substances and extractives 
were removed after applying hot water treatment. The residue on the surface of untreated 
fibre in Figure 9(a) was seen compared to the treated fibre in Figure 9(b). Futami et al. 
(2021) stated that the treated fibre produced a rougher and cleaner surface, which gave 
an advantage for the adhesion process in cementitious composite due to the removal of 
lignin molecules and deposition on the fibre’s surface. Momoh et al. (2020) stated that 
cracking occurs on the cross-section of the fibre after the hot water treatment, as shown 
in Figures 9(c) and 9(d) happens due to the pressure build-up from the temperature of hot 
water treatment (100°C) between the fibre which produces radial cracking. Figures 9(e) 
and 9(f) show the SEM of the fibre’s cross-section with magnifications of 500×. According 
to Olonade and Junior (2023), the treated fibre produced more compacted lumens than the 
untreated fibre, which generates firmer and more stable fibre. These factors can enhance 
the binding between cement and natural fibre and produce composites with outstanding 
physical and mechanical properties. 

The dimensional stability of cement-bonded fibreboard can be analysed based on the 
composite’s physical and mechanical properties. Figure 10 shows the TS results on the 
cement-bonded fibreboard, which generates a major difference between the untreated and 
hot water-treated fibre. The relationship between the TS and hot water treatment is very 
clear, where the hot water treatment applied with higher temperatures produces a low TS 
percentage. Earlier researchers supported that the hot water treatment influences the TS 

Figure 9. SEM analysis: (a) longitudinal section of untreated fibre; (b) longitudinal section of hot water 
treated fibre; (c) cross-section of untreated fibre 50×; (d) cross-section of hot water treated 100×; (e) cross-
section of untreated fibre 500×; and (f) cross-section of hot water treated fibre 500×
Source: Cabral et al., 2018; Momoh et al., 2020

(a) (b) (c)

(d) (e) (f)
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performance of cement-bonded fibreboard whereby when the temperature of hot water 
treatment increases, the TS of cement-bonded fibreboard decreases (Amiandamhen & 
Izekor, 2015; Budiman et al., 2021; Febrianto et al., 2009; Hartono et al., 2018; Izani et 
al., 2012; Omoniyi, 2019; Onuorah et al., 2014). 

The consistent pattern of decreasing TS performance between the untreated, cold water 
treated, and hot water treated fibre is remarked. The untreated fibre has the highest value 
of TS compared to the treated fibre, which is the fibre soaked in hot water and has the 
lowest value of TS. Izani et al. (2012) highlighted that the reduction of TS is related to the 
degradation of hemicellulose and lignin content during hot water treatment, where these 
substances have a high ability for water absorption. The low percentage of TS value shows 
that the cement-bonded fibreboard is sturdy where the composites do not easily swell and 
absorb water. Therefore, the removal of the hydroxyl group is related to the swelling of the 
cement-bonded fibreboard. These show that the hydroxyl group in the fibre was ultimately 
removed when the fibre was soaked in hot water. 

Earlier studies had discovered the relationship between the WA of cement-bonded 
fibreboard and the effect of the application of hot water-treated fibre compared to untreated 
fibre. Based on the results of the previous study, as shown in Figure 11, it was found that 
the higher the temperature of hot water treatment applied, the lower the WA percentage 
value recorded (Amiandamhen & Izekor, 2013; Amiandamhen & Izekor, 2015; Budiman et 
al., 2021; Febrianto et al., 2009; Izani et al., 2012; Omoniyi, 2019). Budiman et al. (2021) 
and Omoniyi (2019) displayed that the fibre treated with cold water (16.774% and 14.6%) 
has a slightly lower WA percentage value than the fibre soaked in hot water (15.614% and 

Figure 10. Previous studies on TS of cement-bonded fibreboard with untreated, cold water-treated, and hot 
water-treated fibre
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13.9%) with a temperature of 100°C. Eventually, the reduction of WA percentage value 
in the cement-bonded fibreboard is related to the adhesion between the matrix and fibre 
after treatment, leading to the presence of capillaries (pores) that had a high suction effect 
on the composite structure for better bonding (Halip et al., 2019). 

For cementitious composites, the amount of WA decreases as the TS value decreases. 
The reduction of TS and WA generates more dimensional stable cement-bonded fibreboard 
by enhancing the bonding between the fibre and cement (Amiandamhen & Izekor, 2015). 
The higher the temperature of hot water applied to the fibre, the higher the content of 
extractive substances removed. Removing lignin and hemicellulose from the fibre helps 
the binding composites penetrate easily and improves the adhesion between the fibre and 
cement. The water molecules are unable to be absorbed in the fibre easily because it is 
covered with cement. However, the water is still able to penetrate between the fibre pores 
due to the capillary effect (Zalinawati et al., 2020). The presence of water in the cell wall 
can also be carried in the bonding tissues of composites (Hartono et al., 2018).

It was noticed through the earlier research shown in Figures 12 and 13 that there is a 
similar pattern where the cement-bonded fibreboard pre-treated with hot water has a higher 
MOE and MOR value compared to the untreated fibre. The untreated fibre of cement 
bonded fibreboard had a mean value in a range of 10.3 N/mm² to 9111 N/mm² (MOE) and 
0.45 N/mm² to 50.12 N/mm² (MOR) compared to the hot water treated fibre which shows 
higher range value 1275.75 N/mm² to 14736 N/mm² (MOE) and 2.31 N/mm² to 67.89 N/
mm² (MOR). This situation can be related to the study of Zheng et al. (2023), whereby the 

Figure 11. Previous studies on WA of cement bonded fibreboard with untreated, cold water treated, and hot 
water treated fibre
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treatment applied to fibre led to an improvement in MOE (stiffness) and MOR (strength) of 
the cement-bonded fibreboard. The increased crystallinity in fibre, removal of extractive, 
and rearrangement of cellulose molecules after the treatment increased the fibre’s stiffness 
and generated high flexural properties. The treated fibre and cement matrix leads to higher 
strength and more rigid composite due to improved linking structures.

Figure 14 shows earlier studies’ internal bonding (IB) results, which compare 
untreated and hot water-treated fibre in cement-bonded fibreboard. A similar trend was 
observed according to the IB mean value where the hot water treatment improves the 

Figure 13. Previous studies on MOR of cement-bonded fibreboard with untreated and hot water-treated fibre

Figure 12. Previous studies on MOE of cement-bonded fibreboard with untreated and hot water-treated fibre
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mechanical properties of composites through internal bonding ability (Amiandamhen 
& Izekor, 2015; Febrianto et al., 2009; Hartono et al., 2018; Hussein et al., 2019; Izani 
et al., 2012). Amiandamhen and Izekor (2015) explained that the positive results from 
hot water treatment on fibre are related to the fibrillation of the fibre surface throughout 
the treatment process, creating great bonding on the fibre and matrixes. The hot water 
treatment helps enhance the mechanical properties of composites caused by fibre particle 
properties and changes in chemical composition (Iswanto et al., 2018). The strength of 
the matrix interlocking may decrease as extractive content rises. The reduced mechanical 
strength was also caused by increased adhesive failure due to the increased extractive 
level (Hartono et al., 2018).

It is proven by previous studies on physical and mechanical performance that the hot 
water treatment is an effective treatment that can be applied to the fibre to produce more 
dimensionally stable and compatible cement-bonded fibreboard. Omoniyi (2019) found 
that the cement-bonded composites pre-treated with 100°C of hot water produced more 
compatible results compared to fibre treated with 60°C of hot water, cold water, and 
untreated fibre. Based on the outcome, the compatibility of the composite is shown by the 
reduction of WA and TS values from untreated fibre to the hot water-treated fibre with the 
highest temperature. The untreated fibre generates the highest mean value of WA and TS 
(23.4%–26.2% and 1.9%– 2.5%), while the cold water-treated fibre produces 14.6%–17.9% 
of WA and 0.4%–0.9% of TS. When the fibre was treated with hot water, the WA and TS 
decreased, followed by the temperature where 14.2%–16.2%, 0.3%–0.6% for 60°C of hot 
water and 13.9%–15.4%, 0.3%–0.6% for 100°C. 

Figure 14. Previous studies on IB of cement-bonded fibreboard with untreated and hot water-treated fibre

Untreated Fibre Hot Water Treated Fibre
Hartono et al. (2020) 0.36 0.44
Amiandamhen & Izekor (2015) 0.02 0.17
Norul et al. (2012) 0.38 0.87
Hussein et al. (2019) 0.02 0.045
Febrianto et al. (2009) 0.4 0.46

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

In
te

rn
al

 b
on

di
ng

 (N
/m

m
²)



1991Pertanika J. Sci. & Technol. 32 (5): 1979 - 1996 (2024)

Cement Bonded Fibreboard Dimensional Stability by Hot Water Treatment

Most researchers are using hot water treatment with a temperature of 100°C as a 
pre-treatment method to remove the water-soluble sugar and hemicellulose in producing 
more compatible and dimensional stable cement bonded fibreboard (Amiandamhen et al., 
2021; Dadile et al., 2019; Hassan, 2018; Ogunjobi, Ajibade et al., 2019). Other researchers’ 
application and performance results of hot water treatment at 100°C have supported 
Omoniyi’s (2019) research that this temperature is the optimum temperature for stable 
and high-strength composites. The duration of the pre-treatment method also played an 
important role in removing the extractives and hemicellulose content from the fibre surface. 
Drpić et al. (2022) conducted a study of the difference in time applied (30 minutes and 
60 minutes) in using the hot water treatment (100°C) on a wooden chip. According to 
the findings, the cellulose content of the wooden chip after the hot water treatment for 60 
minutes is 48.68%, which is increased compared to 30 minutes (47.61%) and untreated 
wooden chips (46.12%). 

The increase of cellulose content for wooden chips treated with hot water for 60 
minutes was discussed, resulting from the lower degradation reactions of wood tissues. 
Elmoudnia et al. (2023) also found that the fibre treated with hot water for 60 minutes has 
the highest crystallinity index than those treated for 15 and 30 minutes. In addition, the 
fibre treated for 60 minutes produced a rough surface, which demonstrated the elimination 
of amorphous components (Elmoudnia et al., 2023). Based on the mentioned studies, it can 
be found that higher temperature and duration of hot water treatment on fibre helps remove 
higher extractive content and increase the cellulose content, which benefits composite 
performance. Therefore, hot water treatment with controlled temperature and duration, such 
as 100°C for 60 minutes, is the ideal parameter that can be applied to produce compatible 
and dimensional stable cement-bonded fibreboard. 

CONCLUSION

The dimensional stability of cement-bonded fibreboard is influenced by many factors, 
mainly the mixing ratio, the targeted density, and the method of pre-treatment of natural 
fibre. The higher mixing ratio and density produced a more compatible cement-bonded 
fibreboard. Based on the review, the mixing ratio of cement/fibre is 3.5:1, and a targeted 
density of 1300 kg/m³ may produce a compatible cement-bonded fibreboard. The other 
important aspect of dimensional stability in cement-bonded fibreboard is the natural 
fibre treatment method. The hot water treatment is the most sustainable, environmentally 
friendly, and cost-effective treatment compared to the other methods. The reviews show 
that the higher the temperature and duration applied to the hot water treatment, the higher 
the compatibility of cement-bonded fibreboard. The temperature of 100°C and 60 minutes 
of treatment are the ideal parameters for conducting the hot water treatment for producing 
cement-bonded fibreboard. 
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ABSTRACT

3D printing (3DP) is increasingly utilized to achieve quick turnaround on various geometric 
designs and prototypes, being the growing part of additive manufacturing technology 
(AMT). The 3DP technique effectively improves the production of complex models in terms 
of low-cost, time-consuming production, and with less material volume. The key to results 
optimisation with 3DP is the preparation of the geometry. The following techniques can 
effectively reduce the required time of the 3D printing process for complex and non-linear 
CAD files. The fused deposition modelling/fabrication (FDM/FFF) techniques become the 
first choice in many applications, including biomedical ones. Still, some obstacles exist in 
the geometry roughness and quality zones. This paper proposes an optimisation method 
for 3D printed shapes used in biomedical devices and instrumentation by minimising the 
support structure attached to the model using the FDM technique. In this research, we 
proposed a method for dynamic compensation against gravity-affected parts extended from 
the main object’s geometry using a forward planar learning (FPL) algorithm to minimise 
cusp height in 3D printed objects. After the slicing stage, the outcomes proved to be of good 
quality, optimised the object’s surfaces, and minimised the printing time by 32%–38%. The 
proposed method is promising in defining a better setting for slicing and toolpath for FDM 
3D printing. However, this method was not tested on other 3DP methods (Stereolithography 

(SLA), Selective laser sintering (SLS), and 
Digital Light Processing (DLP)), as more 
verification efforts need to be done on these 
3D printing processes.

Keywords: 3D printing, 3D policing, cartesian 3DP, 
cusp-high compensation, fused deposition modelling 
(FDM), geometric roughness, mesh optimization, 
stereo-lithography
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INTRODUCTION

3D printing (3DP) as part of additive manufacturing (AM) is conveniently used for 
producing customised objects and applies to a number of general and biomedical 
applications. Research interest is increasing with the development of printing techniques 
and materials suitable for particular medical applications (Aimar et al., 2019; Sharaf et al., 
2021). The recent developments show that exciting and important advances have already 
been made in different areas of research, teaching, surgical planning, and prosthetic/medical 
restoratives. Other applications like personalised drugs and organ printing are at an early 
stage of development (Bächer et al., 2014).

Recently, most 3D printing technologies have been based on layered manufacturing. 
One of these techniques is fused deposition modelling or stereolithography. The later 
technology considered the first attempt appeared in 1981, describing the first functional 
system for rapid prototyping using photo-based polymers. In this slice-by-slice approach, 
the effective printing resolution, accuracy, and surface smoothness are highly anisotropic 
at the initial time of this technology application (Jalil et al., 2017).

It shows a considerable variance in surface quality and textural mapping,  visual and 
haptic, depending on the spatial orientation of the printing process, especially when a 
larger layer thickness is chosen to save printing time, reduce cost and maximise quality. 
It is a crucial aspect of biomedical instrumentation technologies (Musialski et al., 2019).

The problem is amplified in the case of fused deposition modelling (FDM), which has 
become one of the widespread standards in additive manufacturing and rapid prototyping 
fields. Printing with FDM faces several technical and implementation challenges due to 
several factors that govern the fabrication and process parameters (e.g., z-axis control, 
thermal loads and capacity, transition and travelling time).

Generally, in all 3D printers, the optimal quality of the mesh surface is maintained 
by making the printing axis perpendicular to the surface normal. The relatively high x/y-
resolution plus the physical smoothing effect may rise, such as from the melted polymeric 
filament in FDM-based printers, which may lead to an uncontrolled explosion. As a rule 
of thumb, the higher staircase artefacts that appear between deposited layers are related 
to greater surface normal alignment with the (positive or negative) printing direction 
(Umetani & Schmidt, 2019).

Moreover, by tilting the surface normally towards the negative printing direction 
(“floating” or “overhang”), auxiliary support structures are generated. It leads to poor 
printing quality in the surface region that touches the support structures, as shown in 
Figure 1. Dismissal of this structure may cause extra damage and distortion to the model’s 
surface. Furthermore, many complex objects with many branches and anastomosis are 
difficult to print with high quality using one global orientation. Such a kind complex 
object needs excessive support structures, which are adverse to object smoothness and 
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can damage the surface or even break some 
parts of the model if removed (Sharaf et 
al., 2020).

In this paper, we propose an approach to 
decomposing the input model into a set of 
parts to overcome the limitations of support 
structure needs and improve the surface 
quality in 3D printing. Assuming the printing 
direction is vertical, each component is 
oriented to reduce the surface’s normal 
deviation from the horizontal axis.

In this decomposition, more constraints 
should be taken into account to ensure that 
the shape of individual pieces remains 
compact and that the parts can reassemble 
in order. We initially defined the parts 
according to the intersection of convex 
spatial cells with the input model’s volume 
to achieve this.

Figure 1. Schematic of support structure configuration 
in 3D printing: (a) for a solid object; and (b) for a 
hollow one

(a)

(b)

Fused Filament Fabrication (FFF) Method

Consumers love the fused Fabrication (FFF) method since it is cheap and popular compared 
to SLS and SLA printing methods. The printer head of these machines heats a polymer-
based filament until it melts, then deposits the melted filament in predetermined spots that 
match the model’s geometry (Ultraker’s RepRap technology) (Sharaf et al., 2020).

Once placed over the layer profile, the molten polymer (semi-liquid) cools and 
immediately solidifies. The process continued layer by layer until the model’s shape was 
fully formed. The most common material for 3D printing is polylactic acid (PLA), but other 
thermoplastics, such as acrylamide butadiene styrene (ABS), are also acceptable. The level 
of detail and features produced by parametric models made using FFF is typically lower 
than that of models made using other 3D parametric techniques (Yamanaka et al., 2014). 
In order to prevent the gravity effect and gap-printing defects that can occur with FDM, 
geometric-support profiles and structures may be necessary, in contrast to SLS and inkjet.

Geometry-related 3D Printing Artifacts Categories

The most common file format used in the 3D printing process is (STL), which has several 
definitions as abbreviations (e.g. Standard Triangle, Triangulation Language, or Stereo-
Lithography). Most Computer-Aided Design/Engineering (CAD/CAE) software allows 
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users to generate the (STL) file format and export it for the final 3D printing production 
stage (Wang et al., 2013). However, the generated file may face several hurdles and 
inconsistencies during production, such as tessellation, refining, vertices computation, and 
exporting/writing processes.

Therefore, a wide spectrum of geometry correction algorithms was developed to 
overcome any distortion or deformation in the generated object (Zhu et al., 2017). This 
paper discussed one effective technique to compensate for geometric distortion occurring 
during the abovementioned procedures. We focused on vertically aligned surfaces as a 
treatment spot for the over-hanged shapes (extensions outside z-axis 3D printing) (Zhou 
et al., 2016). 

Some work related to mesh optimisation for 3DP structure focused on reducing gap 
distance and mesh overlapping errors during the assembly process of the 3D model from 
printed anatomical structures (e.g., bone fragments) by calculating and analysing detectable 
boundaries for each contact region in clinical image datasets used to generate the STL 
medical model.

Supporting Structure in FDM 3D Printing

Based on the geometry characteristics of the printed parts, which can be hollow surfaces 
or solid entities, the support computation of the hollow surface geometry tends to use only 
the external support structure and ignore the internal one to minimise the cost and travel 
pattern complexity of the XYZ-motor driving system and minimise the power consumed 
by the extruder itself.

This solution is economical for hollow parts because it minimises the total material 
volume (Vtotal) of the filament used in printing and fabrication time. Therefore, each 
printed layer contains information on extruded filament (volume, weight and relative 

Figure 2. The hollow part cross-sectional view 
shows external and internal support structures with 
a printing base

length) and travel patterns for shells, walls 
and top regions in vertically aligned parts. 
These factors will enhance the overall 
quality of the 3D-printed shape. Figure 2 
demonstrates the cross-sectional Hollow 
part, while Figure 3 depicts the FDM-based 
3D printing processes supported by structure 
terminology.

Background and Problem Identification

Regarding the input geometries to 3D 
printers, there is an understudied issue 
regarding the design of shapes with less 

Build material
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support
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support structure models that are more suited for printing, with less roughness in the 
external layer and walls. A key idea in the FFF method is finding the optimal orientation 
for the 3D-printed component, and there are a number of ways to handle this aspect of 
fabrication. Numerous researchers have devised diverse ways for computing optimal 
orientation, utilising ML algorithms to determine the ideal extruder travel pathway and 
the most time-effective deposition scenario.

The open-source slicing programme, which prepares the STL file for final printing, 
already implements many of these methods. Most studies focused on stereolithography 
(SLS) and stereolithography (SLA) 3D printing processes, although they discovered that 
FDM and FFF produced superior results.

When it comes to the cost, quality, and integrity of 3D printed components, orientation 
is typically one of the most important factors among many others. If not, all parameters are 
included when dealing with general orientation characteristics (GOCs), an error-prone process 
will be developed by integrating automatic orientation computation in the slicing profile.

We can summarise this characteristic as follows:
• Part’s height in the printing direction, which is related to the overall building time 

and final cost
• Usage of the external support structure, which includes several factors (total 

volume, entire density and area of contact with 3D printed geometry, inter-support 
gap distance, and travelling overlapping ratio)

• The quality of faces used in external 3D printed walls (i.e. shells) as its total surface 
area (TSA) determines the face exposed to the staircase effect.

Figure 3. Schematics of the support structure terminology used in the 3D printing process in solid objects 
with colour-coded territories (blue: travelling direction, magenta: support structure, red: unsupported facets, 
orange: infill, yellow: parts, green: inner wall region). This coding approach is important to identify the region 
of geometric processing

Part
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Support
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• Total surface area (SA) of support structure contact with the main shape and also 
with the base (i.e. heated bed)

Additionally, in addition to the criteria listed above, there are also the considerations 
of hot-end relative drainage during the printing process (this impact is almost insignificant 
in tiny nozzle diameters less than 1 mm) and the mechanical strength of the objects that 
are being built, both of which are not taken into consideration in this optimisation process 
of the printing process.

The FDM process can have an effect on the computation of GOCs as well as their 
influence on the final part finishing and cost. For instance, the computation of the FDM 
support structure considers several elements during the determination process. These 
considerations include the overall weight of the support structure, the optimal vertical 
orientation, the base vs the facet supporting profile, surface homogeneity, vertex orientation/
angle, and the gravity contact system. Consequently, the computation of the standards will 
be optimised based on these factors whenever there is a change in the orientation of the 
3D product creation process. Therefore, the Cusp-Height Triangulation Approach has been 
utilised in this work for Mesh Optimisation for General 3D Printed Objects.

MATERIALS AND METHODS

Methodology and Geometry Optimisation for 3D Printed Objects

The staircase effect is the main cause of inaccuracy. Figure 4 depicts the produced vertical 
and horizontal surfaces (K4 and K1, respectively) that exactly match the proposed models 
prepared in CAD. However, the process presents some errors according to inaccuracies; 
they are considered insignificant when compared to errors caused by stair steps (Figure 4). 
The close horizontal surface (K2) is significantly more affected by inaccuracy than the close 
vertical surface (K3). For this reason, the facet accuracy should be considered horizontal or 

Figure 4. Layer variation in the manufacturing process of 3D printing using FDM technology is due to the 
staircase effect compared to the real model surface variation

Surface model
K1 K2

K3
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vertical to maximise it, where the “face” entity resembles it over the printing direction. It is 
not attainable at all times. Therefore, orienting it as close to vertical as possible is desirable.

It is usual for the staircase effect to be the primary cause of surface roughness and 
loss of fine features in FDM 3D printing. In the worst circumstances, it can also result in 
the loss of overlapping structure inside the shape (Goh et al., 2022). Therefore, accuracy 
measurement is done by different researchers (Blumenthal et al., 2013; Jalil et al., 2017). 
Therefore, many study directions concentrated on digital models in graphical mode, 
which frequently consist of a large number of triangles. When these triangular edges are 
immediately mapped to a wire-frame model for 3D printing, the result is complicated 
structures that directly oppose the goal of a quick production process. Because their 
definition of the roughness of the CAD model is dependent on the expansion plane (P), 
which generates an inclination angle that ranges from (90-θ) to the direction of printing, 
this plane is the one that generates the roughness. An additional parameter that plays a 
role in the definition of roughness is the maximum distance measured from the surface of 
the CAD model to the first printable portion (cusp height), also known as (h), because it 
is significantly dependent on the thickness of the layer and (θ), the angle specified by the 
cusp-step measure. (Hedges et al., 2012).

The roughness of the local (plane) or surface, sometimes referred to as “cusp height,” 
which is generated from the fabrication of layers during an object’s 3D printing process, 
can be measured by Equation 1:

𝑒𝑒𝜃𝜃 =∣ 𝑐𝑐𝑐𝑐𝑐𝑐(𝜃𝜃) ∣∗ ℎ =∣ 𝑛𝑛𝑇𝑇𝑇𝑇 ∣∗ ℎ                                                                     [1]

where (L) is the thickness of the segmented layer and q is the angle between surface normal 
n and the direction of printing d, as shown in Figure 5.

Figure 5. Illustration of Cusp-height error presented in the 3D printed structure (A) the main shape geometry 
showing the vertices on the surface, (B) the cusp-height error in staircase model of the geometry and (C) 
Close-up for cusping surface height of the 3D printed object

Direction of printing

Surface (P)
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Roughness 
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To guarantee an acceptable quality for the geometry’s surface, we require that for each 
triangle, the angle between surface normal (n) and printing direction (d) lies in some interval  
θneg < θ < θpos with θ < 90 large enough so that the roughness step’s height remains small 
and θpos > 90 slightly small enough, so no support structures are required in this case.

Therefore, the definition of cusp height is used to measure the shape accuracy and surface 
quality from the geometry of the part, layer thickness, printing direction, and tolerance of 
the hot-end nozzle. In light of Equation 1, which applies only in the 2D regime, further 
modification can be used to apply the same equation in slicing free-form geometries. As 
many orientations optimisation can be applied in this regime, treating irregular STL faceted 
shapes could be implemented using the nominal surface interpolation method. This technique 
is used to minimise energy profiles in facet object-based convex-hull computation.

To clearly approximate the surface optimisation problem, let us consider a single facet 
present on a surface (S), as depicted in Figure 6. In this approximation, we propose an 
angle (θ) between the unit vector along the printing direction (𝑏𝑏� 

𝑛𝑛� 

∣ 𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃 ∣=∣ 𝑏𝑏� ⋅ 𝑛𝑛� ∣  

) and the unit-normal of 
the surface (

𝑏𝑏� 

𝑛𝑛� 

∣ 𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃 ∣=∣ 𝑏𝑏� ⋅ 𝑛𝑛� ∣  

); hence, the absolute angle value is defined by their dot product, as shown 
in Equation 2.

𝑏𝑏� 

𝑛𝑛� 

∣ 𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃 ∣=∣ 𝑏𝑏� ⋅ 𝑛𝑛� ∣      [2]

Triangulating the surface facet allows the accuracy and cusp height to be estimated 
with Equation 3.

ℎ = 𝑧𝑧𝑡𝑡 ∣ 𝑏𝑏� ⋅ 𝑛𝑛� ∣        [3]

Figure 6. Diagram of STL file accuracy based on one 
triangular facet approximation

The 3D object, which composes a 
higher number of facets as part of the 
triangulation and meshing process in 
different directions, may need an adjustable 
cusp height for higher accuracy. As a result, 
this compensation mechanism requires 
comparative weights for all generated facets 
of the object. A new definition was raised 
due to this variation in cusp height, and it is 
called the “ influence zone” for the facet’s 
cusp height. This definition is governed 
by the area (Afacet) of the facet itself. It 
considers the new weighting function 
relative to other neighbouring facets, as 
stated in Equation 4.
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ℎ𝑤𝑤 = ℎ.𝐴𝐴𝑓𝑓𝑓𝑓𝑐𝑐𝑒𝑒𝑡𝑡                                                                                                       [4]

Therefore, combining two adjacent facets, even with high-irregular triangulation at 
their margins, a higher surface area over the cusp height will make the optimisation more 
influential than a smaller one. We try to “soften” the intersection edges for both facets. This 
observation iteration can be automated with predictive-surface distortion via (recurrent 
neural network or tree-model prediction) as this technique is widely used in scaffold quality 
analysis and validation in tissue engineering applications.

Slicing Implementation

In the process of the part’s orientation calculation, the lower facet has a higher cusp height 
than the large facet, which has a smaller one. It will affect the accuracy of sliced geometry in 
large surface areas and may generate a wobbling effect in the upward direction. Therefore, 
slicing implementation for cusp-height (CH) difference correction will be used in the 
pre-slicing profile for better support structure optimisation in vertically aligned shapes. 
Therefore, based on the part’s accuracy defined in Equation 4, the cusp height computation, 
which is not sufficient for the total definition of the part’s orientation, it is practical to 
compute the normal of this height variation. Hence, three cases have been defined in slicer 
software for facets processing in a regular-based model as follows:

• Downward-facing supported facets 
• Top-touched facets with supporting skeleton
• Non-supported facets
As a result of this implementation, the inaccuracy in the printed model was reduced to 

more than 82% based on roughness criteria defined earlier in cusp-height computation, as 
described in Figure 7. The mesh-optimisation sequence was implemented within the g-code 
generated during slicing using computed parameters aligned with slice-layer thickness 
and initial travel time for each layer. This technique will provide more flexibility in the 
implementation strategy for different iterations in this context.

Segmentation and Mesh Generation

In 3D printed replicas or models, the segmentation is an optional process; however, 
practically, it is essential in most biomedical and clinical-based applications. The aim of 
pre- or post-processing is to identify the ROI (region of interest) within an imaging database, 
which is called segmentation. Besides that, surface extracting from segmented datasets, 
known as “meshed superficial facet”, is another important aim researchers try to achieve.

The thresholding technique permits one to set a series of values from the reserved 
data while disregarding that drop outside the range. It is an effective and useful tool for 
retaining or removing regions of interest related to tissue types of density values. Besides, 
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growing the seed-based region is another segmenting tool. Using this tool, the user chooses 
zones from the image in simple steps, an initial point or seed, and selects voxel density 
parameters. The software package then adds extra voxels to the point that agrees with the 
defined density standards. The added voxels are then added to subsequent adjacent voxels 
that meet the standards.

When the segmentation is broad, a surface extraction process is started. This 
management is achieved by extracting the volumetric data by adapting the data from 
voxel form into a mesh collected faces based on a sequence of triangular facets. It can be 
accomplished by means of automated rendering tools of surfaces contained within certain 
software discussed earlier. The conversion from a voxel to a polygonal model, which results 
in a flatter surface, is an estimate of the original image.

RESULTS AND DISCUSSION 

3D Printing Results and Post-processing

Results were obtained by applying the optimisation pipeline for surface roughness reduction 
and support structure elimination using the forward-adaptive mesh optimisation (MO) 
algorithm in the slicing software. Results displayed in Figure 8 show a visible reduction 
of support structure percentage used in the slice-fading profile with open-source slicing 
software Cura (Ultimaker) and a bold definition of surface roughness reduction due to 
fine-tuning of layer thickness over a single layer during the 3D printing process shown in 
Figure 7. In addition, this reduction is even more relevant if we increase the layer heights 
(initial and standard ones) over the geometric profile in the printing queue. The total iteration 
presented is averaged for each of the 83 batches in the slicing profile to reach the optimal 
results with each minimisation percentage, as indicated in Figure 7.

Figure 7. Optimisation result: (a) Support structure elimination; and (b) geometry’s surface roughness reduction 
with 0.4 mm nozzle hot end setting @ 0.2 mm layer thickness
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Surface roughness is a parameter that represents the average roughness of a surface. It 
is often used to express surface roughness and the units of measurement for it  are either 
micrometres (μm) or microinches (μin). One of the less prevalent ways to convey roughness 
is through the proportion of surface roughness present.

With careful examination of the roughness measurement for 3D printed objects, we 
noticed that with the lower layer height, the lower roughness on the meshed surface, despite 
the large step size for the cusp-height parameter. It is due to the optimisation level for cusp 
height (CH) in reference to the layer thickness and invariance of height adjustment during 
the slicing process. Determination of the relative roughness for performed iteration was 
measured for each printed sample, as shown in Table 1.

Table 1
Smoothness computation for variable cusp-height versus layer-thickness in FFF 3D printing after using cusp-
height (degree) optimisation in slicing profile

Iteration Layer-height (mm) Cusp height (mm) Support (%) Relative roughness (%)
1 0.175 0.021 11 27
2 0.165 0.025 15 22
3 0.155 0.028 16 19
4 0.145 0.032 19 16
5 0.135 0.035 23 12
6 0.125 0.042 26 10

Figure 8. Surface roughness determination for different cusp-height variations with/without CH reduction, as 
this indicator can be adjusted over the course of printing
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Moreover, the surface roughness in the case of inclination-based measurement (support 
structures) may suffer from other tolerance-related values, which may be generated 
especially in the zones of higher accuracy demands; the sample with specific Y-axis values 
has a large support area compared to the lower accuracy zone. It is because the sectional 
computation is performed perpendicularly to the object edge-sand, hence, on or inside a 
staring step.

For a specific iteration of measuring surface roughness on different 3D printed parts, 
which is tabulated in Table 2, the value of Ra with different orientations (0°, 45° and 90°) 
has been registered with all mean and standard deviations for four different faces of the 
3D printed parts produced with the cusp-height optimisation technique. 

Table 2
Practical measurement of surface roughness for four printed examples used in this research with combined 
cusp-height optimisation technique

Printed 
part

Surface 
roughness

Inner face
Mean SD

Face 1 Face 2 Face3 Face4
nozzle diameter =0.4 mm with layer height =0.175 mm
1 Ra@0deg 3.5095 4.1734 0.9037 1.824 2.60 1.50

Ra@45deg 22.7945 22.4523 24.671 24.0782 23.50 1.05
Ra@90deg 19.8834 20.4995 23.0288 21.4029 21.20 1.37

nozzle diameter =0.4 mm with layer height =0.185 mm
2 Ra@0deg 1.7052 6.4298 6.2361 4.6017 4.74 2.19

Ra@45deg 15.7584 18.5059 14.029 12.0904 15.10 2.72
Ra@90deg 15.2823 14.4466 17.7571 15.4151 15.72 1.42

nozzle diameter =0.4 mm with layer height =0.2 mm
3 Ra@0deg 2.0394 2.0662 2.8696 1.2892 2.07 0.65

Ra@45deg 22.4323 21.8081 20.6335 28.9004 23.44 3.71
Ra@90deg 21.7547 20.904 19.7598 26.2476 22.17 2.84

nozzle diameter =0.4 mm with layer height =0.22 mm
4 Ra@0deg 1.4446 1.344 1.6269 0.9773 1.35 0.27

Ra@45deg 37.0573 36.4608 37.633 36.7085 36.96 0.51
Ra@90deg 33.2943 32.6814 33.4522 31.7007 32.78 0.79

Limitations and Technical Restrictions

Due to limited FDM-based 3DP technology in the current stage, there is a need for optimal 
slicing techniques based on machine learning and stepper motor drive and operation over 
a long period are needed. In addition, to smooth the driving transition, a stable Cartesian 
movement phasing for the extruder could be implemented to avoid over- or under-extruding 
for printing samples with large and complex geometric models and parts.

This paper has described a mesh optimisation methodology for a wide range of 
applications in 3D printing and bioprinting in medicine. Here, we will look at lessons 
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learned from recent developments and try to make realistic predictions for emerging 
applications.

As the roughness of 3D printed objects becomes a crucial point in producing high-
quality fabricated surgical parts, avoidance of micro-surface scaffolding is important to 
decrease the opportunities of prosthetic failure and histo-compatibility issues, as many 
biological 3D printed geometries which possess a high degree of irregularities and non-
linearities. It is also true for different shapes printed in various applications. An example 
of a 3DP shape without/with cusp-height (CH) optimisation approach was demonstrated 
in Figure 9 for both cases displayed for convenient comparison. As a demonstration of 
roughness enhancement in 3D printed surfaces, Figure 9 shows different medical parts used 
in biomedical instrumentation (A-Fan mounting in ventilator systems, Proximal connection 
in prosthetic hand, B-modular MCU box for Holter cardiac monitor, Brain SpO2 sensor 
holder), which can see the effect of CH-optimization algorithm.

Contrary to many researchers focused on different parameters of mesh optimisation, 
such as minimum length scale and maximum overhang angle, our outcomes support 
structure elimination with a higher ratio than adjusting chemical additives, which may add 
extra expenses to the single 3D printing process. However, our method does not cover the 
non-Newtonian effects on optimal configurations because we focused on solid structure 
only and not semi-solid or cartilaginous-like materials (i.e. flexible printing material). Mesh 
optimisation is also in higher demand for 3D bio-printing; it has also facilitated research 
on early conceptual work for new therapy perspectives, exemplified by the work. Although 
irregular shapes and geometries associated with these types of bio 3D-printed objects can 
adversely affect the printing quality, a mesh optimisation technique with cusp height (CH) 
should be considered in future applications for such fields. In addition, integrating mesh 
optimisation in microfluidics with 3D bio-printing builds complex co-cultures and tissue 
structures in test tubes.

Figure 9. Examples of 3D printed objects used for validation cusp-height (CH) optimisation technique for 
minimisation of support structures and lowering roughness percentage of the external wall of shapes: (a) with 
roughness displayed on parts surface; and (b) with smoothness all over the part surface due to CH utilisation

(a) (b)

Roughness zones 
due to support 

structure intolerance 

Example of 3DP 
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CONCLUSION

Mesh optimisation in 3D printing research continues its maturity, and its capacity to 
provide more accurate models in research of different domains, such as the modelling 
of cancerous lesions, is the subject of increasing research interest. Developments in the 
direction of cusp-height minimisation to suppress the low-resolution effect of FDM 3D 
printing will boost the usage of this technology to hydrogel matrices, printing techniques, 
and better integration with microfluidics are all important steps to move towards obtaining 
functioning, robust artificial organs by bio-printing. The latest bio-printers can extrude 
angiogenic microfluidics networks alongside tissue printing.

Our method, as simulated with slicing iteration, proves that it has an advantage over the 
orthogonal array method developed in terms of parameters optimised, such as print pattern 
(linear), orientation on the X-axis (0-180°), support angle (45°) and sidewalk (0.175 mm). 
The slicing profile was implemented to get better surface roughness results and proved to 
be a smoother transition in support structure utilisation in different segments of 3D printed 
parts. However, more optimisation is needed in slicing algorithms to deal with other 3D 
printing technologies, such as the SLA method. The integration of topology-based slicing 
and segmentation will help smoothen the printing procedure. However, these steps should 
be accompanied by a better energy-convergent function in terms of minimal failure rate 
during the deposition phase.
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ABSTRACT

Deep learning algorithms are increasingly being used to diagnose dysgraphia by concentrating 
on the issue of uneven handwriting characteristics, which is common among children in the early 
stage of basic learning of reading and writing skills. Convolutional Neural Network (CNN) is a 
deep learning model popular for classification tasks, including the dysgraphia detection process 
in assisting traditional diagnosis procedures. The CNN-based model is usually constructed 
by combining layers in the extraction network to capture the features of offline handwriting 
images before the classification network. However, concerns have been expressed regarding the 
limited study comparing the performance of the Directed Acyclic Graph (DAG) and Sequential 
Networks in handwriting-related studies in identifying dysgraphia. The proposed method was 
employed in this study to compare the two network structures utilized for feature extraction in 
classifying dysgraphia handwriting To eliminate this gap. Therefore, a new layer structure design 
in the Sequential and DAG networks was proposed to compare the performance of two feature 
extraction layers. The findings demonstrated that the DAG network outperforms the Sequential 
network with 1.75% higher accuracy in classification testing based on confusion matrix 
analysis. The study provides valuable insights into the efficiency of various network structures 
in recognizing inconsistencies identified in dysgraphia handwriting, underlining the need for 

additional research and improvement in this 
field. Subsequently, these findings highlight 
the necessity of deep learning approaches to 
advance dysgraphia identification and establish 
the framework for future research.

Keywords: Convolutional Neural Network, deep 
learning, directed acyclic graph, dysgraphia 
handwriting, handwriting analysis
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INTRODUCTION 

Dysgraphia is a complex learning disability that affects language skills, including writing, 
spelling, and comprehension, and causes difficulties in a child’s academic and social life 
(Deuel, 1995). Writing skills are key abilities that children must develop during their 
school years. Dysgraphia children, on the other hand, suffer from handwriting difficulties 
and lack the writing skills that are expected for his or her age and cognitive level (Chung 
et al., 2020; Vlachos & Avramidis, 2020). Dysgraphia children’s handwriting products 
exhibit indications of inconsistent handwriting, improper letter size, reversed letter form, 
and corrected handwriting (Biotteau et al., 2019). Some scholars have also detected 
dysgraphia in children presented with spelling impairment (Šafárová et al., 2021; Vlachos 
& Avramidis, 2020) that affects writing skills, prohibiting children from writing words 
quickly and consistently. Table 1 presents examples of dysgraphia and normal handwriting 
images by children aged 7 to 12. 

Addressing dysgraphia and finding appropriate interventions are critical in increasing 
learning and ensuring success in education. Furthermore, traditional techniques of 
detecting dysgraphia rely primarily on subjective assessments, such as scoring tests and 
observations-based methods, which can be time-consuming, biased, and lacking objectivity 
(Dimauro et al., 2020). These constraints emphasize the need for more accurate and 
efficient dysgraphia detection systems. In recent years, computer-based approaches have 
emerged as a potential solution for dysgraphia detection. These approaches leverage various 
features and algorithms to analyze and interpret dysgraphia symptoms, such as inconsistent 
handwriting with redundant form, reversal and corrected letters (Vaivre-Douret et al., 2021). 
The accuracy and efficiency of dysgraphia detection are improved by computer-based 
methods, providing an objective and quantitative evaluation.

By automatically learning and extracting information from dysgraphia-related data, 
machine learning and deep learning algorithms have improved dysgraphia identification. 
These methods, particularly Convolutional Neural Networks (CNNs), have been performed 
in image classification tasks with various input images. CNNs comprise learnable layers 

Table 1
Dysgraphia and normal handwriting images by 
school-age children

Dysgraphia handwriting Normal handwriting

that extract hierarchical information from 
input images (Almisreb et al., 2022). The 
Directed Acyclic Graph Network (DAGN) 
and Sequential Network (SN) are two 
leading CNN architectures that could be 
implemented to extract features of layer 
network construction. SN is a simple 
network built on a single or multi-layer 
architecture with no shortcuts between 
the layers. In contrast, DAGN uses skip 
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connections, allowing direct connections between non-adjacent layers and improving 
gradient flow, resulting in improved classification performance. Moreover, by capturing 
specific features from dysgraphia handwriting, CNNs have shown the potential to be 
explored in detecting dysgraphia. Nonetheless, the performance comparison of DAGN 
and SN designs in dysgraphia detection is limited and current research lacks a detailed 
analysis of various network designs and their effects on classification. The same number 
of convolutional layers in the network could be used to better understand the advantages 
and disadvantages of DAGN and SN, which could help improve dysgraphia detection 
methods based on the performance of both networks.

This study compares the performance of DAGN and SN architectures for dysgraphia 
handwriting classification. By evaluating accuracy, precision, recall, and F1-score on a 
large dataset, it seeks to provide insights into the effectiveness of these network designs. 
The findings will advance dysgraphia detection methods and guide the development of 
more accurate deep-learning models for identifying dysgraphia based on handwriting 
characteristics. The proposed layer structure network could achieve significant output as a 
considerable network structure to integrate with another model in improving the dysgraphia 
detection approach. 

RELATED WORK

Numerous methods have been presented for detecting the presence of dysgraphia 
symptoms in children and adults using various input domains. The domain of online 
and offline handwriting was utilized and extracted to obtain an accurate diagnosis. Most 
researchers focus on accurate diagnosis by implementing a machine-learning algorithm. 
Online handwriting frequently extracts acceleration, pressure, and pen tilt, typically using 
additional instruments such as a tablet (Asselborn et al., 2020; Dankovicova et al., 2019; 
Kunhoth et al., 2023). In the meantime, digitized offline handwriting could be extracted 
as static features (letter shape, missing letters/words, uneven slanting, and inconsistent 
letter size) based on the output of handwriting on paper. Researchers have investigated 
both domains, exponentially demonstrating the potential of machine learning techniques 
for detecting dysgraphia symptoms.

More research in machine learning techniques has been conducted on classification 
algorithms and feature extraction. Machine learning algorithms, support vector machines 
(SVM), AdaBoost, and decision trees were applied to extracted features, and a dysgraphia 
diagnostic model was developed, as Kunhoth et al. (2023) demonstrated. From the study, 
the AdaBoost classifier has shown high accuracy with 80.8% accuracy, 1.3% more than the 
state-of-the-art method, similar to the research of Devillaine et al. (2021) that presented a 
machine learning algorithm-based pre-diagnosis tool for dysgraphia in France. From the 
study, Random Forest obtained the best accuracy score of 73.4% compared to Extra Trees 
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and Multi-Layers Perceptron (MLP). In a similar perspective of the input domain, Sihwi et al. 
(2019) developed a Support Vector Machine (SVM) with several kernels, including Linear, 
Polynomial, and Radial Base Functions (RBF), to classify the collected data and identify 
dysgraphia. By handling the Synthetic Minority Over-sampling Technique (SMOTE) for 
unbalanced data, the RBF kernel produced the highest accuracy score of 82.51%. 

A study by Dankovicova et al. (2019) explored the application of various machine 
learning techniques, which are random forest, support vector machine, and adaptive 
boosting, to analyze and extract attributes from irregular handwriting and identify 
dysgraphia characteristics. While the study employs hyperparameter tuning, 3-fold 
stratified cross-validation, and normalized data to predict and assess the handwriting data, 
the principal component analysis has been used to visualize these attributes in a two-
dimensional space with a success rate of approximately 67%. The performance indicates 
a significant finding based on the various input domains and extracted features used in the 
previous study. It might be improved more accurately by aiding the diagnosis procedure 
with minimal consumption. The knowledge of machine learning has grown, and a more 
advanced concept known as deep learning promises high performance in computer vision. 

As deep learning research continues to grow, it offers the promise of additional 
revolutionary advancements in a variety of disciplines, including dysgraphia identification. 
Deep learning has shown outstanding performance in a variety of input domains used and 
across various disciplines. In computer vision, convolutional neural networks (CNNs) 
have achieved state-of-the-art performance in image classification, object detection, and 
image segmentation tasks (Chai et al., 2021). The effectiveness of CNNs in extracting 
feature spatial hierarchies has resulted in advances in image classification. Based on 
previous studies, several research studies have been conducted using the CNN-based 
model to classify dysgraphia and non-dysgraphia handwriting symptoms. A hybrid CNN-
LSTM Random Forest model has been performed in classifying handwriting characters 
for Parkinson’s patients (Masood et al., 2023). The combination of CNN and LSTM layer 
construction captured spatial and sequential information from the images, while Random 
Forest enhanced the classification performance. With different feature extraction methods, 
Devi and Kavya (2023) implemented a combined feature extraction formula of Kekre-
Discrete Cosine Transform with Deep Transfer Learning (K-DCT-DTL) to select prominent 
handwriting and geometrical features. Another CNN-based model has been presented by 
Vilasini et al. (2022), which was performed to identify and detect abnormal handwriting 
among children with learning disability. The CNN model and Vision Transformers (ViT) 
were utilized, and they have contributed to developing an efficient approach to dysgraphia 
detection research. 

A study by Ghouse et al. (2022) demonstrated the use of balancing parameters in the 
loss function to balance the class during training and eliminating the features to reduce 
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overfitting problems in classifying dysgraphia and non-dysgraphia by implementing 
Non-Discrimination Regularization in Rotational Region Convolutional Neural Network 
(NDR-R2CNN) model. By using graphic tablets to capture the dynamic features of letter 
writing, Zolna et al. (2019) developed a Recurrent Neural Network model (RNN) to 
identify children with dysgraphia. The sequential CNN-based model was explored and 
experimented with using letter handwriting images, and it was shown that the performance 
could be improved through different layer construction, such as the number of convolutional 
layers and different activation function layers (Ramlan et al., 2022). The experimental 
results predicted that the classification performance could increase if the convolutional 
layers increase. Prior research indicated that numerous implementations of input domain 
features, such as offline or online handwriting image features, have utilized CNN-based 
models to detect and identify dysgraphia in children and adults. 

CNN-based models have shown gradual growth in dysgraphia identification and 
classification based on handwriting features extracted during model training. Besides 
the model design, the datasets used in classifying dysgraphia handwriting are one of the 
crucial parameters to be considered. These datasets often include a diverse range of writing 
styles, ages, and severity levels of dysgraphia. Additionally, some studies employed data 
augmentation techniques to increase the size and diversity of the training dataset, such as 
rotation, scaling, and noise injection. The use of assistive tools such as a graphic tablet 
to preserve the dynamic features of handwriting aids in the performance of classification 
tasks, but it comes at a cost. Static features of handwriting products (offline handwriting) 
can supplement the limitations of employing online handwriting. However, functional 
CNN layer building is required to ensure that effective feature extraction can be done 
and classified appropriately. Most research studies focused on the performance accuracy 
of the model developed. However, limited research has investigated the impact of layer 
construction and hyperparameter comparison in handwriting image classification, especially 
in dysgraphia identification.    

To summarize, deep learning has emerged as a dominant framework in machine 
learning, adapting several fields and delivering outstanding performance in complex tasks. 
A CNN-based model is a focus model designed to identify dysgraphia symptoms and 
assist in dysgraphia diagnosis. Limited research has been conducted on a Directed Acyclic 
Graph (DAG) network to investigate the effect of the layer construction on classification 
performance. This study compares the performance of two models in classifying dysgraphia 
offline handwriting products, namely Sequential and DAG network designs. 

METHODOLOGY

An experimental study is used to achieve the research objective of comparing the 
performance between two different construction layers in extracting the features of 
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handwriting images. This methodology focuses on the novel network layer structures 
proposed for Sequential and DAG feature extraction networks. 

The overall experimental procedure depicted in Figure 1 is divided into three major 
stages: (1) preparing the dataset, (2) continuing network development, (3) and network 
analysis activities to complete the procedure. The first stage entails preprocessing the images 
using image processing techniques, including resizing and rotating to normalize the data. 
Then, the dataset is split into train and test portions to prepare it for input to the next stage.

The network architecture is developed in the second stage by considering the layer 
construction, activation function, and connectivity patterns. A model is developed in this 
second step, which could effectively learn and extract useful features from the input data. 
The hyperparameters, the adjustable parameters that control the network’s learning process, 
include learning rate, batch size, number of epochs, optimized function and regularization 
techniques. Tuning these hyperparameters is critical for optimizing network performance 

Figure 1. Overall experimental procedure for comparing networks performance of dysgraphia classification
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and generalization capability. The network model is trained and validated using the 
prepared dataset after the hyperparameters have been determined. The model learns from 
the training data during training and adjusts its parameters based on the set loss function 
and optimization method—the validation phase aids in monitoring the model’s performance 
on unseen data and preventing overfitting.

The model is then tested using a separate dataset in the third stage. This step assesses the 
network’s generalization capabilities, offering insight into how well it operates on unseen 
data. The test results evaluate the model’s performance and usefulness in addressing the 
target problem. When the execution is complete, the next step is to compare the network 
model’s performance against other models or benchmarks. Based on this comparison, 
decisions about the feasibility and effectiveness of the established network can be made, 
marking the end of the process. If the execution is incomplete, the workflow returns to 
the training and validation phase. This iteration allows further model refining by altering 
hyperparameters, changing the network topology, or experimenting with other training 
procedures.

Following this iterative process, the proposed workflow ensures a systematic approach 
to designing, training, and assessing network models for a specific task. MATLAB 2021a 
environment was used with supported hardware that included a 2.50GHz Intel® CoreTM 
i5-10500H CPU and an NVIDIA GeForce RTX 3060 graphics processing unit to complete 
the overall experimental procedure.

Dataset Preparation

The dataset utilized in this experiment was obtained from the Kaggle database (https://www.
kaggle.com/datasets/drizasazanitaisa/dyslexia-handwriting-dataset), which consists of an 
established image dataset (Rosli et al., 2021). The dataset preparation process establishes 
the image dataset and aims to ensure that it is suitable for execution as an input in deep 
neural networks. It consists of two key parts: preprocessing all images and the dataset 
management process.

Preprocess Image 

The preprocessing steps collectively prepare the image data for training deep learning 
models, making the input more suitable for the classification task. Figure 2 illustrates the 
preprocessing stages, which include binarization, inversed black-and-white pixels, image 
resizing, noise injection, and rotation.

Initially, the image undergoes binarization, where pixel values are simplified to binary 
form based on a threshold. The image’s colors are then inverted, changing white pixels into 
black and vice versa. The image is then resized to 32 × 32 dimensions to meet standardized 
input sizes. Controlled amounts of random noise are injected to enhance the model’s 
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robustness by exposing it to variations 
in real-world data. Finally, the image 
undergoes rotation to a specified degree 
to diversify the training dataset, ensuring 
the model’s ability to handle variations in 
object orientation. These preprocessing 
stages work together to produce a refined 
and optimal input for further analysis and 
CNN model training (Rosli et al., 2021).

Dataset Management

This procedure organizes all preprocessed 
data images into specified classes before 

Figure 2. Preprocessing steps

Binarization

Inversed black-white color

Resized into 3 x 3 dimension

Noise injection

Rotation

they are entered into the network models. After completing the preprocessing activities, 
the established collection now contains 267,930 images, which include noise injection 
and rotated images. Therefore, each class has a balanced representation of the collection. 
The dataset input size is 32 × 32 pixels, encompassing rows and columns for dysgraphia 
and normal class. Table 2 presents the percentage proportion and numerical distribution 
of the training and testing datasets. About 85% of the dataset is used for training, and the 
remaining 15% is used for testing. However, 30% of the training dataset was randomly 
selected for the validation phase. 

Table 2
Dataset division of training and testing

Dataset Category Number of Images Percentage
Training 228816 85%
Testing 39114 15%

Network Model Design

Network Design

As illustrated in Figure 3, the overall network construction consists of an extraction network 
and a classification network. This experiment used two types of new layer structures for 
extraction networks, as shown in Figures 4 and 5. The following classification network 
employed a fully connected Softmax layer and yielded the predicted output class at the 
end of the network.

Figure 4 depicts the architecture of SN, which includes three convolutional layers, batch 
normalization, and ReLu as an activation function. Before proceeding to the classification 
network, each layer block finishes with the max pooling layer.



2021Pertanika J. Sci. & Technol. 32 (5): 2013 - 2032 (2024)

CNN-based Model for Dysgraphia Handwriting Classification

Figure 5 demonstrates the DAGN layer architecture, which includes three convolutional 
layers (Conv), batch normalization (BaN), and activation function using ReLu. A skip 
connection is a network connection between the two layers that enables the gradient to move 
directly from the output to the input levels. During the forward and backward propagation 
training phases, this connection allows the network to bypass one or more layers. Mixing 
inputs from distinct layers requires an additional layer to complete the acyclic graph. By 

Figure 3. Overall network construction for Sequential Network and Directed Acyclic Graph Network

Figure 4. A new structure layer of Sequential Network architecture
Note. ConV = Convolutional layers, BaN = Batch normalization

Figure 5. A new structure layer of Directed Acyclic Graph Network architecture
Note. ConV = Convolutional layers, BaN = Batch normalization
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using an average pooling prior classification 
network, the average of the items identified 
in the filtered area of the feature map is 
determined.

For each network, the neural network 
model parameters for dysgraphia screening 
using handwriting images were independently 

Table 3
Parameter set up for Sequential Network (SN) and 
Directed Acyclic Graph Network model (DAGN)

Parameter SN DAGN
Optimizer SGDM SGDM
Learning Rate 0.001 0.01
Number of epochs 8 8

adjusted, as presented in Table 3. Both networks used the “sgdm” optimizer (Stochastic 
Gradient Descent with Momentum). The learning rate was set to 0.001 for SN and 0.01 for 
DAGN, which defines the step size for minimizing the loss. It implies that the model iterates 
and adjusts the weights each time. The model is trained for eight epochs, which means the 
network processes the dataset eight times during training. Each epoch has 1251 iterations, 
with the weights adjusted every 30 iterations. The optimizer, learning rate, epochs, and 
iterations per epoch are all factors that affect the performance and training duration of the 
neural network model used to classify handwriting images as dyslexic or normal.

Train and Validate Model

Training and validating a deep learning network model require a structured process to ensure 
the model learns meaningful representations from the input data. During the training phase, 
the CNN model is given a labeled dataset and iteratively modifies its internal parameters 
to reduce the discrepancy between predicted and actual outputs (Alzubaidi et al., 2021). 
This optimization is often accomplished through backpropagation and gradient descent. 
Meanwhile, the validation phase is important for determining the model’s performance on 
unseen data. In this phase, the model’s generalization skills are evaluated using a separate 
dataset not used during training. To avoid overfitting, fine-tune the model based on the 
validation results and repeat this iterative procedure until the model achieves satisfactory 
performance on both the training and validation datasets. 

Network Analysis

Performance evaluation assesses the neural network model’s capacity to detect potential 
dysgraphia and normal handwriting. This experiment uses performance evaluation to track 
and measure how the CNN model performs during training and testing. In this phase, network 
analysis involves analyzing the network’s performance based on the testing results obtained 
from untested data and subsequent to the comparison of both SN and DAGN performances. 

Network Testing

The testing phase evaluates the model’s overall performance on a completely independent 
dataset, finalizing its capability to make accurate predictions in real-world scenarios. This 
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process ensures that the CNN-based model is robust and accurate and can generalize 
well beyond the training data. The binary class confusion matrix was used to evaluate the 
effectiveness of each model in achieving network testing. The performance was assessed 
using accuracy, precision, recall, and the F1-score. All computations are based on a binary 
confusion matrix (Sokolova & Lapalme, 2009) to identify potential dysgraphia and normal 
handwriting.

Performance Comparison

The final measurement involves comparing SN and DAGN performances according to the 
best achievement of accuracy, precision, recall, and f1-score as harmonic values to validate 
the performance measurement. 

RESULTS

The classification performance of both SN and DAGN on potential dysgraphia handwriting 
images is analyzed using the confusion matrix and loss graph. Additionally, the extraction 
of layer networks influences classification performance through the result of accuracy, 
precision, recall, F1-score and loss obtained were analyzed. It also discusses how the 
conclusions may improve dysgraphia detection methods based on deep learning, especially 
Convolutional Neural Network (CNN).

The results shown in Figure 6 emphasize the classification performance of two network 
models: SN and DAGN. The SN model attained an impressive training accuracy of 94.27%, 

Figure 6. Accuracy performance for Sequential 
Network (SN) and Directed Acyclic Graph Network 
(DAGN)
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but its validation accuracy was slightly 
lower, and its testing accuracy decreased 
to 86%. In contrast, the DAGN model 
outperformed all other models in all phases. 
It outperformed the SN model in terms of 
training accuracy, achieving 96.17%, and 
demonstrated improved generalization, with 
a validation accuracy of 95.2%. Notably, 
the DAGN model exceeded the SN model 
in testing accuracy, scoring 87.75%. These 
data highlight the DAGN model’s improved 
performance and generalization capability 
in dysgraphia classification compared to 
the SN model. The finding shows that 
the DAGN model outperforms the SN 
model in terms of accuracy during training, 
validation, and testing. The finding shows 
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that the DAGN model is more capable of learning and adapting properly to new unseen 
data. The higher accuracy achieved by the DAGN model on the testing dataset shows that 
it is more reliable and effective than the SN model in accurately classifying handwriting 
images. The DAGN model took 117 minutes and 9 seconds to train, while the SN model 
took somewhat longer at 121 minutes and 49 seconds. Although the SN model finished 
significantly faster, the time difference between the two models is relatively small.

The results presented in Figure 7 show the training and validation accuracies across 
multiple epochs. The training accuracy of the SN model begins at 46.09% at epoch 0 and 
steadily increases over consecutive epochs, reaching the highest at 94.53% at epoch 4. In 
subsequent epochs, it varied with slight decreases and increases. Similarly, the validation 
accuracy for the SN model began at 48.17% in epoch 0 and reached a maximum of 
93.67% at epoch 8. Overall, the SN model improved training and validation accuracy over 
the length of the epochs. On the contrary, the DAGN model has better training accuracy 
across most epochs. It outperformed the SN model at 60.94% in epoch 0 and maintained 
relatively good training accuracy. At epoch 8, the highest training accuracy was obtained, 
98.44%. Similarly, the DAGN model’s validation accuracy began at 54.77% at epoch 0 
and steadily rose to 95.20% at epoch 8. In terms of training and validation accuracy, the 
DAGN model consistently outperformed the SN model. The findings revealed that the 
DAGN model exhibited enhanced predictive capabilities and improved accuracy as the 
epoch progressed. These findings highlight the importance of network architecture, with 
the DAGN model’s structure contributing to its higher performance over the SN model. 
The structure of layers, activation functions, or connection patterns in the DAGN model 
may allow it to extract relevant features and produce better predictions.

The loss graph for training and validation progress is shown in Figure 8. The training 
loss for the SN model began at 0.91 at epoch 0 and gradually reduced over subsequent 

Figure 7. Accuracy performance graph for training and validation
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epochs. It reached the lowest at 0.15 at epoch 4 and continued relatively low in subsequent 
epochs. Similarly, the validation loss for the SN model began at 0.87 at epoch 0 and 
decreased across the epochs, reaching a low of 0.16 at epoch 8. Over the training period, 
the SN model showed a reduction in training and validation losses. At the instance of the 
DAGN model, the training loss begins at 0.86 at epoch 0 and decreases progressively over 
the epochs. The validation loss for the DAGN model started at 1.03 at epoch 0 and rapidly 
reduced in the following epochs, reaching 0.13 at epoch 8. The DAGN model consistently 
reduced training and validation losses throughout the training process. The decreasing 
trend in losses suggests that both models are learning and adjusting their parameters to 
better capture the patterns in the data. These findings highlight the importance of network 
architecture and emphasize the potential benefits of utilizing the DAGN model for 
classifying handwriting images.

The data shown in Figure 9 compares the predicted classifications for DAGN to the 
actual classifications for two categories, namely dysgraphia and non-dysgraphia. In the first 
actual row, 42.0% (16,416) of the handwriting cases were correctly identified as dysgraphia, 
whereas 4.2% (1,652) cases of the actual dysgraphia handwriting were wrongly classified 
as non-dysgraphia which indicates a false negative rate. The second actual row shows that 
8.0% (3,141) of the handwriting cases that were actually non-dysgraphia were wrongly 
labeled as dysgraphia, indicating a false positive rate. Meanwhile, 45.8 % (17,90) of cases 
were correctly classified as non-dysgraphia.

The testing confusion matrix of SN is depicted in Figure 10, and it was discovered that 
43.9% (17,152) of the occurrences that were dysgraphia were accurately recognized as such. 
However, 7.8% (3,070) of those with dysgraphia were misclassified as non-dysgraphia. 
The second row shows that 6.1% (2,405) of the cases that were actually non-dysgraphia 
were misclassified as dysgraphia. However, 42.2% (16,48) of the truly non-dysgraphia 
examples were appropriately classified as such. Generally, the model successfully classifies 

Figure 8. Loss graph for training and validation
Note. SN = Sequential Network, DAGN = Directed Acyclic Graph Network
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dysgraphia with a higher rate of true predictions than misclassifications. However, more 
research is required to lower the false negative rate and ensure that all dysgraphia cases 
are correctly diagnosed. Similarly, with a higher percentage of accurate classifications, the 
model’s performance in detecting non-dysgraphia cases is beneficial. 

A more comprehensive insight into the model’s performance is offered in Table 4 
through additional analysis, including precision, recall, and F1-score. Precision for the 
dysgraphia class is high in training, validation, and testing for both SN and DAGN. The 
DAGN consistently outperforms the SN in terms of precision. During validation, the highest 
precision for SN was 92.90%, whereas DAGN yielded the highest precision with 97.07% 
accuracy. The recall scores for the dysgraphia class, SN, and DAGN are comparable, with 
SN having slightly higher recall values during validation and testing. The highest recall 
for DAGN is achieved during testing with 91.55% accuracy. For the dysgraphia class, the 
F1 scores for SN and DAGN are relatively close, with both models showing comparable 
performance during training, validation, and testing. During testing, the difference in 
performance between the SN and DAGN scores is only 0.12%.

For the non-dysgraphia class, the precision performance revealed that SN consistently 
outperforms DAGN at all training, validation, and testing. The maximum precision for 
SN was observed during testing, with 87.27% accuracy. Meanwhile, the recall score for 
DAGN increased at every stage of training, validation, and testing. The non-dysgraphia 
class achieved a high accuracy during testing, which was 7.15% greater than the SN class. 
SN and DAGN have similar F1 scores in the dysgraphia class and obtained the results with 
DAGN reaching slightly higher accuracy. DAGN achieved the greatest F1 score during 
testing and demonstrated 88.20% accuracy.

Figure 9. Testing confusion matrix of Directed 
Acyclic Graph Network
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The results show that SN and DAGN performance changes across the dysgraphia 
and non-dysgraphia classes. The DAGN model demonstrated exceptional performance 
throughout validation and testing, with accuracy rates of 95.2% and 87.75%, respectively. 
In contrast, the SN model obtained a meager 93.27% in validation and 86.0% in testing. 
Significantly superior in testing, the DAGN model exhibited a 1.75% improvement over 
the SN model. DAGN has higher precision and recall values in all classes, demonstrating a 
superior ability to classify handwriting. However, in terms of precision, SN outperforms the 
non-dysgraphia class. Both models have similar F1 scores, but the DAGN model performs 
better, with 86.36% and 88.20% accuracy in both classes.

DISCUSSION

The investigation results of this study demonstrate that the DAGN outperforms the SN in 
terms of accuracy and F1-score value. This finding indicates that the DAGN of extraction 
layer architecture is better suited for offline handwriting images in classifying dysgraphia 
and non-dysgraphia. The higher accuracy achieved by DAGN implies it is more effective 
at capturing and learning the underlying patterns and features than the SN.

The loss and training progress graphs presented in Figures 6 and 7 further support the 
superior performance of DAGN. The graphs clearly show that the DAGN model displays 
a faster convergence rate and lower training loss compared to the SN. It indicates that 
the DAGN layer construction is more efficient in optimizing the model parameters and 
minimizing the difference between predicted and actual classification. The consistent 
improvement in the loss and training progress throughout the training process indicates 
the efficiency and consistency of the DAGN model.

The testing confusion matrix in Figures 8 and 9 provides valuable details on the 
accuracy of predictions presented by both models. The confusion matrix demonstrates 
the DAGN’s lower error rate in predicting target labels, highlighting its more accurate 
performance when compared to the SN. The confusion matrix demonstrates that the DAGN 

Table 4
Precision, recall and F1-score

Type of 
Network

Training (%) Validation (%) Testing (%)

Dysgraphia Non-
Dysgraphia Dysgraphia Non-

Dysgraphia Dysgraphia Non-
Dysgraphia

Precision SN 93.39 95.18 92.90 94.63 84.82 87.27
DAGN 97.91 94.55 97.07 93.48 90.86 85.08

Recall SN 95.27 93.26 94.74 92.76 87.70 84.30
DAGN 94.35 97.99 93.22 97.18 83.94 91.55

F1 score SN 94.32 94.09 93.81 93.56 86.24 85.29
DAGN 95.96 96.24 94.92 95.29 86.36 88.20

Note. SN = Sequential Network, DAGN = Directed Acyclic Graph Network
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model has a higher accuracy in correctly classifying the target labels, with fewer instances 
of misclassification between different classes. 

Furthermore, the precision, recall, and F1 scores indicated in Table 4 prove that DAGN 
outperformed SN. These metrics comprehensively evaluate the model’s performance by 
considering true positives, false positives, and false negatives. Precision can be defined as 
true positives (actual dysgraphia class predicted as dysgraphia) proportion to all handwriting 
in actual dysgraphia class. Therefore, precision scores demonstrate the DAGN model’s 
ability to correctly identify dysgraphia handwriting as actual instances in the dysgraphia 
class. Meanwhile, the recall score demonstrates that the DAGN model can effectively 
recognize each class from the overall handwriting input images. As a result, the F1 score 
presented the harmonic mean value of precision and recall score, indicating that DAGN 
is greater than SN for both classes.  

Overall, our findings highlight the superiority of the DAGN architecture over the SN 
in terms of accuracy, loss optimization, prediction accuracy, and comprehensive evaluation 
metrics. The DAGN model’s ability to capture complex patterns, faster convergence rate, 
and lower error rate in predicting the target labels indicate its robustness and efficacy. It is 
supported by the DAGN structure, which enables skip connections in layer construction. 
Skip connections enable CNNs to bypass some layers and connect directly to deeper or 
shallower ones (Mohammed et al., 2022). It could help to differentiate patterns from the 
image data. Additionally, skip connections can help address the problem of vanishing 
gradients by offering alternate paths for the gradients to flow (Qiao et al., 2018). 
Furthermore, they can make it easier and faster to train deeper networks with greater 
expressive capacity and the ability to extract more features from data images. These 
results contribute to the growing evidence supporting the advantages of utilizing DAGN 
architectures in similar problem domains. Future research should focus on exploring 
the underlying reasons behind the improved performance of DAGN and investigate its 
applicability to other domains and datasets.

Based on the investigation, several studies have been compared to the proposed study, 
which provides excellent results with more than 80% testing accuracy, as depicted in Table 
5. According to Table 5, the proposed CNN has 87.75% testing accuracy for a simple DAG 
construction network with automated feature extraction and 86.0% for a simple sequential 
network. In a study by Devi and Kavya (2023), hand-crafted feature extraction was executed 
using the Kekre-Discrete Cosine Transform method and classified using deep transfer 
learning for offline handwriting, which yielded the highest performance at 99.75% accuracy. 
Hand-crafted feature extraction is not competent in representing the overall performance 
because it is usually not robust, and the computational requirement is high, especially for 
high-dimension images. The performance of the proposed CNN-based model does not show 
the highest percentage of accuracy. However, this proposed CNN is the simplest network, 
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and it has been successfully executed with automated feature extraction and only requires 
minimal time to complete the training and testing. However, the proposed CNN-based 
model demonstrated noteworthy performance, which is substantial enough to warrant its 
integration with another model in the future.  

CONCLUSION

This paper focused on the classification performance of SN and DAGN on potential 
dysgraphia handwriting images and compared both network models. According to the 
experimental results, this study demonstrates that DAGN can significantly improve 
classification performance on dysgraphia screening using children’s handwriting products. 
This finding is consistent with previous research that found skip connections in DAGN 
improved classification performance by addressing the issue of vanishing gradients during 
backpropagation. In addition, skip connections provide a different route that acts as a 
shortcut, preventing information loss and distortion across the network. Hence, DAGN has 
been proven to be a useful tool for image classification tasks, as it uses skip connections to 
improve training speed, accuracy, and stability. Besides, this improved performance may 
be contributed by the DAGN model’s layer structure, activation functions, or connection 
patterns, which enable more efficient feature extraction and representation. The proposed 
CNN-based network model shows significant performance in children’s handwriting 
classification and could be a considerable network structure to be integrated with another 
model to assist the dysgraphia detection process. 

The performance in this study is based on a specific dataset, limiting the generalizability 
of the models. Additional validation on larger and more diverse data sets is required to 
establish the validity of the findings. Future research could investigate the interpretability of 

Table 5
State-of-the-art performance comparison

Author Model Input Domain Performance
Masood et al., 2023 CNN-LSTM Random Forest Parkinson handwriting 92.6%
Devi & Kavya, 
2023

Kekre-Discrete Cosine Transform with 
Deep Transfer Learning (K-DCT-DTL)

Offline handwriting 99.75%

Vilasini et al., 2022 Convolutional Neural Networks (CNN) 
and Vision Transformers (ViT)

Offline handwriting 
(letter form)

79.47% (CNN)
86.22% (ViT)

Ghouse et al., 2022 Non-Discrimination Regularization in 
Rotational Region Convolutional Neural 
Network (NDR-R2CNN)

Offline handwriting 98.2%

Zolna et al., 2019 Recurrent Neural Network model 
(RNN).

Online handwriting >90% diagnosed 
as dysgraphia

Proposed CNN Sequential CNN (three Convolutional 
layers (SN)

Offline handwriting 86%

DAG network Offline handwriting 87.75%
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model predictions to comprehend the underlying characteristics and patterns that contribute 
to dysgraphia detection in handwriting. Incorporating additional features and conducting 
comparative analyses with other advanced architectures or traditional algorithms would 
extend dysgraphia detection research while improving model precision and reliability. 
This study shows that using DAGN as a promising strategy for identifying dysgraphia-
related handwriting symptoms has the potential to improve understanding of dysgraphia 
and stimulate the development of improved tools and interventions for people with this 
learning difference.
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ABSTRACT

Progressive techniques encompass iterative and adaptive approaches that incrementally 
enhance and optimize data processing by iteratively modifying the analysis process, resulting 
in improved efficiency and precision of outcomes. These techniques contain a range of 
components, such as data sampling, feature selection, and learning algorithms. This study 
proposes the integration of an Artificial Neural Network (ANN) with a Progressive Learning 
Model (PLM) to enhance the efficacy of learning from large-scale datasets. The SMOTE 
and Pearson Correlation Coefficient (PCC) methods are commonly employed in imbalanced 
dataset handling and feature selection. The utilization of progressive weight updating is a 
notable strategy for improving performance optimization in neural network models. This 
approach involves the incremental modification of the network’s progressive weights 
during the training phase rather than relying on gradient values. The proposed method 
gradually obtains the localization of discriminative data by incorporating information 
from local details into the overall global structure, effectively reducing the training time by 
iteratively updating the weights. The model has been examined using two distinct datasets: 
the Poker hand and the Higgs. The performance of the suggested method is compared 
with that of classification algorithms: Population and Global Search Improved Squirrel 
Search Algorithm (PGS-ISSA) and Adaptive E-Bat (AEB). The convergence of Poker’s 
is achieved after 50 epochs with ANN-PLM; however, without PLM, it takes 65 epochs. 

Similarly, with the Higgs, convergence is 
achieved after 25 epochs with PLM and 40 
without PLM.

Keywords: Artificial neural network, big data 
classification, data imbalance, Pearson correlation 
coefficient-based feature selection, progressive 
learning model, weight updating
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INTRODUCTION

Information technologies have achieved extraordinary growth in data. Large amounts 
of data from various applications are combined as big data, which has resulted in the 
complexity of dealing with big data (Wang et al., 2021) and enhancing convergence. Big 
data is either structured or unstructured. The number of data created is represented as 
volume (Dubey et al., 2021), data’s creation speed is defined as velocity and structured and 
unstructured characteristics are represented as data’s variety (Jain et al., 2022; Kantapalli 
& Markapudi, 2023). Big data gathers huge attention in numerous areas, such as electronic 
commerce, online social networks, the Internet of Things, bioinformatics, and e-health 
because those applications have progressively achieved an enormous amount of raw data 
(Brahmane & Krishna, 2021; Hassib et al., 2020; Park et al., 2021; Xing & Bei, 2020).

Big data applications have revolutionized various industries by providing unprecedented 
opportunities to extract valuable insights from massive and complex datasets. However, 
the volume and complexity of big data often pose challenges in terms of response time, 
as processing such large-scale data can be time-consuming and resource-intensive. Many 
techniques have emerged as promising approaches to reduce response time and improve 
the efficiency of big data applications in addressing these challenges,

Data preparation techniques can reduce processing time in large-scale data applications. 
Preprocessing refers to a set of operations that increase the quality and usability of data, 
such as data cleansing, transformation, and integration. Preprocessing processes that are 
executed efficiently can decrease unnecessary computational overhead, resulting in faster 
processing time. Sampling approaches are an alternate method for dealing with the issue 
of time limits. Sampling is a statistical strategy in which a representative subset of data 
is chosen for examination rather than the complete dataset. It is feasible to achieve large 
savings in computing complexity and processing time while receiving important insights 
using a smaller sample size. It is also critical to ensure that the sampling approach maintains 
the statistical traits and characteristics of the initial dataset. In machine learning, data 
classification is an extensive operation that involves understanding the targeted data to 
predict the class of unseen data (Banchhor & Srinivasu, 2021). The existence of prominent 
redundancy of information in data is required to be noted while examining the openly 
accessible tabular big data issues because these redundant features cause an impact on 
storage and scalability (Basgall et al., 2020). The training of an efficient learning system 
is difficult in data mining when the given class distribution is imbalanced in a training data 
set. Moreover, the classification of rare objects is more complex than that of general objects 
in most data mining approaches (Abhilasha & Naidu, 2022). The imbalance (Juez-Gil et 
al., 2021) decreases the classifier’s generalization abilities and makes it inefficient for 
minority classes (Sleeman & Krawczyk, 2021). Therefore, feature selection is combined 
with progressive learning to improve big data classification in this work. Feature selection 
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is choosing appropriate features and eliminating redundant features from the dataset. 
Moreover, preserving the strong features makes the predictive model highly discriminative, 
which enhances performance (Al-Thanoon et al., 2021; BenSaid & Alimi, 2021).

The timely completion of data processing and machine learning model training 
is critical for generating efficient and timely results. Numerous approaches have been 
proposed in scholarly publications, including feature selection, dimensionality reduction, 
ensemble learning, approximation, transfer learning, progressive sampling algorithms, 
mini-batch learning, and online learning to overcome this barrier. Using these strategies, 
researchers can effectively reduce training time while maintaining acceptable levels of 
precision, allowing for faster and more effective application of machine learning models.

The use of iterative and incremental strategies in model construction and data 
analysis distinguishes progressive approaches in machine learning. These strategies aim 
to gradually improve the accuracy of machine learning models by incorporating new data 
and modifying model parameters. Researchers and data scientists can iteratively improve 
the precision and efficacy of their models by implementing progressive methodologies. 
Progressive techniques have been developed to decrease the temporal complexity of 
training time, resulting in faster learning. This advancement is particularly significant 
for big data applications. However, it is important to note that these techniques also 
have certain drawbacks. Progressive networks present a model framework that enables 
transfer through lateral connections to characteristics of previously acquired columns. This 
mechanism mitigates the issue of catastrophic forgetting by establishing a distinct neural 
network, referred to as a column, for each task being performed. During training, the system 
maintains a reservoir of pre-trained models and leverages lateral connections from existing 
models to extract valuable characteristics for novel tasks. The network’s last layer, along 
with its associated weights, increases in size as each new class is introduced. All these 
models necessitate additional overhead in establishing new connections and incorporating 
additional columns to retain the acquired data. The trade-off involves an increase in model 
complexity, which refers to including a greater number of parameters to be trained for 
each extra column. If a new class is introduced, it becomes necessary to retrain the entire 
model. The implementation of progressive learning paradigms necessitates a fundamental 
alteration in the arrangement of layers and neurons, augmenting the process’s intricacy.

Progressive learning is a concept in artificial neural networks (ANNs) that refers 
to incrementally improving a neural network’s performance over time. There are many 
progressive learning techniques for ANN and CNN. The techniques differ in the way the 
network carries out the learning. Recent literature has focused on developing progressive 
learning algorithms that are more efficient, robust, and flexible. Some approaches include 
incremental, transfer, lifelong, and meta-learning. Incremental learning methods gradually 
learn new tasks while preserving previously learned knowledge. Transfer learning 
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approaches leverage knowledge from previously learned tasks to improve learning on 
new tasks. Lifelong learning methods learn continuously over an extended period while 
maintaining a growing knowledge base. Meta-learning methods aim to learn how to learn, 
facilitating faster and more efficient learning.

This research uses the ANN with PLM to perform big data classification without 
changing the overall structure of the ANN and maintaining the process of traditional ANN. 
In this proposed system, the incremental learning of weights according to the batches of 
data is termed a progressive learning model. This research highlights feature selection, 
data imbalance, and progressive learning methods, which collectively reduce the training 
time of neural networks.

The contributions of this work are concise as follows―the ANN-PLM approach 
is used to localize discriminative data from local details to the global structure, which 
is further used to enhance classification by combining the output of the last multiple 
stages and progressively updating the probabilities of the weight. PLM helps the neural 
network learn from the data effectively and efficiently, leading to better accuracy and 
faster training times. 

The possible research questions that arise and which have been addressed in the paper are:
• RQ1: How does combining a Progressive Learning Model (PLM) with an Artificial 

Neural Network (ANN) impact learning effectiveness from extensive datasets?
• RQ2: What is the specific impact of progressive weight updating on reducing the 

training time of the ANN-PLM model, and how does this compare to traditional 
gradient-based weight updating methods?

• RQ3: What is the comparative performance of the ANN-PLM model about 
traditional classification algorithms like Population and Global Search improved 
Squirrel search Algorithm (PGS-ISSA) and Adaptive E-Bat (AEB)?

RELATED WORK

We discuss further the related work on big data classification and progressive learning, 
along with its advantages and limitations.

Du et al. (2022) developed a progressive training approach that operated in a zooming-
out manner to perform fine-grained visual classification. This progressive training was 
executed in various steps to accomplish the feature learning and acquire the essential 
complementary characteristics between various granularities. The Category-Consistent 
Block Convolution (CCBC) was proposed, which integrated the operation of block 
convolution with the feature Category-Consistency Constraint (CCC). This CCC was used 
to overcome the overfitting issue and confirmed that the acquired multi-granularity regions 
are expressive and related to classes. The classification of developed progressive training 
mainly depends on the block numbers of convolutional layers.  
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Rebuffi et al. (2017) proposed a method for incremental learning that addresses the 
problem of catastrophic forgetting. It uses a combination of exemplar-based rehearsal and 
feature expansion to learn new tasks while preserving old ones. All these methods have 
the overhead of storing the old, learned data.

A newly developed learning method that could help learn new classes while keeping 
information from older courses was proposed by Venkatesan and Er (2016). The number 
of classes did not bind it. The neural network structure is automatically reconstructed 
by enabling new neurons and interconnections when a new class that is not native to the 
knowledge obtained so far is encountered, and the parameters are computed so that the 
knowledge learned thus far is kept. This approach is suited for real-world applications 
where it is necessary to learn online using real-time data and where the number of classes 
is frequently uncertain. The consistency and intricacy of the progressive learning method 
are studied. The proposed method used the ELM technique, where the output layer structure 
changes every time a new class is introduced.

Chatterjee et al. (2017) created an approach for systematically creating a large artificial 
neural network employing a progression property in this paper. The systematic design handles 
network size selection and parameter regularization. A network’s number of nodes and layers 
grows over time to constantly lower a reasonable cost. Each layer is optimized individually, 
with optimal parameters learned via convex optimization. Certain weight matrices’ random 
occurrences reduced the number of parameters to learn. However, instead of utilizing a back 
propagation-based learning strategy, they applied a nonlinear modification at each layer.

In this Progressive method, a deep network is developed unsupervised by PSL, a 
progressive stage-wise learning framework for unsupervised visual representation learning 
(Li et al., 2021). Early learning stages concentrate on simple tasks, whereas later learning 
stages are guided to glean deeper knowledge from more challenging tasks. They have used 
the gradient flow concept from one step to the next.

The suggested network architecture prevents prior knowledge from being forgotten 
and allows previously learned knowledge to be leveraged through lateral connections to 
previously learned classes and their attributes (Siddiqui & Park, 2021). Furthermore, the 
suggested technique is scalable and does not necessitate structural changes to the network 
trained on the old task; both are critical qualities in embedded systems, but this proposed 
method requires a pool of pre-trained models. Progressive Neural Networks (ProgNN) is 
a method for incremental learning (Rusu et al., 2016). ProgNN adds new neural networks 
to the architecture to solve new tasks while retaining knowledge from previous tasks. Each 
new network is trained on the new task and connected to the previous networks, forming 
a chain of expertise.

This work is based on a cross-entropy loss to learn the new classes and a distillation 
measure to retain the knowledge from the old classes (Castro et al., 2018). It requires extra 
memory space to store the old class data.
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Movassagh et al. (2021) suggest a Hierarchical Convolutional Neural Network (HCNN) 
for image classification in this paper, which consists of numerous subnetworks utilized to 
categorize images progressively. The images with the revised weights are utilized to train the 
following sub-networks. If the prediction confidences in a sub-network are above a certain 
threshold, the results are output immediately. Otherwise, the following sub-networks must 
acquire deeper visual properties sequentially until a reliable image classification result or 
the last sub-network is reached. Otherwise, the following sub-networks must acquire deeper 
visual properties one after the other until a reliable image classification result or the last 
sub-network is reached. The model’s accuracy is relatively high; however, it necessitates 
the maintenance of subnetworks, which adds overhead. All the research on progressive 
learning depicts the stupendous effort to retain knowledge, creating an overhead in time 
and memory. 

The remaining portion of the associated study is based on data imbalance and 
classification techniques used for ANN. Smote plays an important role in solving the 
issues related to data imbalance. Sleeman and Krawczyk (2021) presented Apache 
Spark, including a SMOTE, to overcome spatial restrictions in big data analytics. The 
developed multi-class sampling approaches, i.e., SMOTE, under- and oversampling, 
were augmented with informative sampling and partitioning for SMOTE in Spark nodes. 
Therefore, clustering-based data partitioning was used to avoid the issue of the absence 
of spatial coherence between the instances from each class because of the random data 
splitting between the nodes. The probability of generating erroneous artificial instances was 
minimized by using the SMOTE in Spark. For an effective classification, feature selection 
was required to be considered for selecting the optimal features.

Ali and Balakrishnan (2021) developed the Population and Global Search Improved 
Squirrel Search Algorithm (PGS-ISSA) for feature selection. The developed PGS-ISSA 
was used to overcome the issue of local optimum and minimize the convergence rate in 
the conventional squirrel search algorithm. The main modification of this PGS-ISSA was 
the development of chaos theory to improve the population initialization, which is used to 
maximize the search space. The optimal features were chosen according to the minimum 
error rate used in the fitness to enhance the classification. The classification’s SVM does 
not perform better when processed with larger datasets. 

Mujeeb et al. (2021) presented the optimization-based MapReduce framework (MRF) 
for dealing with imbalanced data using the deep learning approach in classification. An 
adaptive E-Bat (AEB) approach was used to select the feature using the mappers in the 
MRF. The developed AEB integrated the Exponential Weighted Moving Average (EWMA) 
and the Bat algorithm (BA). The AEB was used to modify the update expression of E-Bat 
by creating an adaptive one for handling real-time data. The Deep Belief Network was 
used to classify the features according to the chosen ones. The developed AEB required 
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many training data to provide better classification accuracy. In most of the work mentioned 
above, the categorization of the generated progressive training was mostly based on the 
convolutional layer block counts, and a large amount of training data was needed.

Zhou et al. (2021) presented the region proposal and progressive learning, namely 
PRP-Net, for recognizing vegetable disease under a complex background. The attention 
proposal subnetwork, APN, was developed to acquire the disease’s key regions from 
the background. The developed APN provided highly discriminative data for extracting 
the features. Next, these acquired regions were integrated with progressive learning to 
support the model in concentrating on fine-grained areas to obtain multiscale features. 
The channel attention mechanism was used to estimate the features for classification. 
The database’s knowledge information was required to be enhanced to assist the training 
process; only then can it process the data from various times and planes. Hassanat et al. 
(2021) developed a supervised machine learning Magnetic Force (MF) classifier for big 
data classification according to iron-filling attraction to magnetic force. Here, the class was 
denoted by certain magnets, and iron filings denoted the unknown data points required to 
be categorized in big data classification. The inverse square law was applied to computing 
each class’s force over each point in feature space. The developed MF was sensitive to the 
information skewed by the class. 

MATERIALS AND METHODS

With a progressive learning model, ANN is developed to improve big data classification 
in this research. The important processes of the proposed method are (1) data acquisition, 
(2) class imbalance processing using SMOTE, (3) feature selection using PCC, and (4) 
classification using ANN-PLM. Here, the PCC is used to choose the optimal features 
from the feature vector, which leads to improving the classification. The localization of 
discriminative data from local details to the global structure is used to perform an effective 
classification. Figure 1 shows the block diagram of the proposed method.

Figure 1. Block diagram of the proposed method
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Dataset Acquisition 

In this research, two datasets, the Poker hand dataset and the Higgs dataset, are taken from 
the UCI and Kaggle machine repository. The links for the dataset are: https://archive.ics.
uci.edu/ml/datasets/Poker+Hand; and https://archive.ics.uci.edu/ml/datasets/HIGGS.

Few research methodologies have used these datasets, considering their voluminous 
structure, which consumes much processing time. The proposed method experimented with 
the PLM training method on this dataset to achieve considerably good results.

The Poker hand dataset includes the 1025010 instances and 11 attributes with 
categorical and integer features. The nature of this Poker hand dataset is multivariate.

Poker is a 5-card poker hand used in each instance of the dataset, with each card having 
two attributes (suite and rank) and the poker-hand label. It is an all-categorical trait and 
highly imbalanced dataset, with the first two classes representing 90% of the samples in both 
the training and testing sets. In the Higgs dataset, the number of attributes and instances 
are 28 and 1100000, respectively. Monté Carlo simulations were used to generate the data. 
The first column is the class label (s for the signal for background), followed by the 28 
features (21 low-level features, then 7 high-level features The first 21 features (columns 
2–22) are kinematic attributes measured by the accelerator’s particle detectors. The final 
seven features are functions of the first 21 features. These are high-level features developed 
by physicists to aid in distinguishing between the two groups.

Class Imbalance Processing Using SMOTE

The data acquired from the datasets are processed using the synthetic minority over-
sampling technique (SMOTE) approach to avoid issues related to imbalanced data. 
SMOTE is a classical oversampling in that the number of samples of the minority class 
is maximized in proportion to the majority class. The main principle of SMOTE is to 
include new data at random places among the minority data and its neighbors. Initially, 
the K-nearest neighbors are investigated using minority-class data. Equation 1 shows the 
interpolation expression of SMOTE.

𝐷𝐷𝑖𝑖′ = 𝐷𝐷 + 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0,1) × (𝑁𝑁𝑁𝑁𝑖𝑖 − 𝐷𝐷)                 [1]

The data sample of minority class samples is denoted as D; the random number 
between [0,1] is denoted as rand(0,1); the the nearest neighbors are denoted as NNi, and 
the interpolated sample is denoted as. D’i.

Figure 2 shows the imbalance property of both datasets, whereas Figure 3 depicts the 
class distribution before and after applying SMOTE in the Higgs Dataset.

The Higgs dataset contained imbalanced data, with the background class representing 
almost 90% of data and the signal class around 50% after the application of SMOTE. 
Oversampling equally distributed the classes.
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Feature Selection Using Pearson Correlation Coefficient

Pearson Correlation Coefficient (PCC) is a linear dependence degree measured between 
the two random features, i.e., real-valued vectors obtained from the dataset. PCC of two 
variables, D’1 and D’2, is generally defined as the ratio between the covariance (COV) of 
the two variables and the standard deviation’s product expressed in Equation 2.

𝜌𝜌𝐷𝐷1
′ ,𝐷𝐷2

′ = 𝐶𝐶𝐶𝐶𝐶𝐶(𝐷𝐷1
′ ,𝐷𝐷2

′ )
𝜎𝜎𝐷𝐷1

′ 𝜎𝜎𝐷𝐷2
′

                                                      [2]

Where the PCC is denoted as 𝜌𝜌𝐷𝐷1
′ , 𝐷𝐷2

′  

𝜎𝜎𝐷𝐷1
′  

𝜎𝜎𝐷𝐷2
′  

; standard deviations of D’1 and D’2 are denoted as 

𝜌𝜌𝐷𝐷1
′ , 𝐷𝐷2

′  

𝜎𝜎𝐷𝐷1
′  

𝜎𝜎𝐷𝐷2
′  

 
and 

𝜌𝜌𝐷𝐷1
′ , 𝐷𝐷2

′  

𝜎𝜎𝐷𝐷1
′  

𝜎𝜎𝐷𝐷2
′  ; Hence, the relevant features are selected based on derived PCC, and it is processed 

further in the ANN with PLM for big data classification. The coefficient correlation value 
less than 0.5 was not considered for the training dataset.

Figure 3. Distribution of classes in Higgs dataset: (a)Before; and (b) after applying SMOTE

Figure 2. Depiction of total imbalance distribution of classes in: (a) Poker dataset; and (b) Higgs dataset 
before applying SMOTE
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Classification Using ANN-PLM

PLM Process

The training process, which is performed using PLM, starts from a lower stage and 
progressively updates the learning weights of all stages to perform the overall training. 
The phenomena considered in progressive learning is the computation of progressive 
weight based on cross-entropy loss. This cumulative progressive weight is updated to 
the previous layer via backpropagation. In normal backpropagation, the gradient value is 
updated as feedback to the previous layer, but ANN-PLM updates the progressive weight 
to the previous layer. This progressive weight-based feedback helps to achieve trained 
layers with optimal performance in an earlier stage compared to the conventional ANN. The 
PLM is required to obtain the discriminative data from local details to overcome the lower 
stage’s restriction of representation capacity and receptive field. Here, the representation 
capacity denotes the data training capacity of neurons in an ANN layer, and the receptive 
field represents the response attainable from the neurons according to the previous stage 
output. The ANN steadily discovers discriminative data from local (i.e., layer) details 
to the global structure along with the increment of stages, where the global structure is 
cumulative of all hidden layers. 

In general, the ANN output is the trained weights of the hidden layers, whereas the 
ANN-PLM’s output is the weight of the global structure. The changes in the local layer’s 
weight create an impact on the adjacent layers. Consequently, the global structure varies 
as a result of progressive learning. 

Steps in the PLM Process

The flowchart of the proposed system is shown in Figure 4.
The main objective is to develop progressive training to reduce classification loss in 
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 is obtained by giving Vl as input to the classification.
The cross-entropy loss LCE expressed in Equation 3 is adopted in PLM for reducing 

the distance among the label of ground truth y and distribution of prediction probability yl 

𝐵𝐵𝑙𝑙𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐  

𝑆𝑆𝑙𝑙  

𝐶𝐶𝑙𝑙 = 𝐵𝐵𝑙𝑙𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐 (𝑆𝑆𝑙𝑙)  

𝐵𝐵𝑙𝑙𝑐𝑐𝑙𝑙𝑟𝑟𝑐𝑐𝑐𝑐  

𝑦𝑦𝑙𝑙 = 𝐵𝐵𝑙𝑙𝑐𝑐𝑙𝑙𝑟𝑟𝑐𝑐 𝑐𝑐(𝐶𝐶𝑙𝑙) 

𝐿𝐿𝐶𝐶𝐶𝐶(𝑦𝑦𝑙𝑙 ,𝑦𝑦) = −�𝑦𝑦𝑖𝑖 × log(𝑦𝑦𝑙𝑙𝑖𝑖)
𝑚𝑚

𝑖𝑖=1

       [3]

Where the number of categories is represented as m; the probability that the input X of 
the category i and stage l is represented as 𝑦𝑦𝑙𝑙𝑖𝑖  .The outputs of multiple previous stages are 
combined, as shown in Equation 4, to enhance the classification.
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𝐶𝐶𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 = 𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐[𝐶𝐶𝐿𝐿−𝑆𝑆+1, … ,𝐶𝐶𝐿𝐿−1,𝐶𝐶𝐿𝐿]      [4]

Where the amount of the last stages is represented as S, and it is followed by the 
classification,  𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 = 𝐻𝐻𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐𝑐𝑐𝑙𝑙𝑟𝑟𝑐𝑐𝑐𝑐 (𝐶𝐶𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 ) 

𝐿𝐿𝐶𝐶𝐶𝐶(𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 ,𝑦𝑦) = −�𝑦𝑦𝑖𝑖 × log(𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐𝑖𝑖 )
𝑚𝑚

𝑖𝑖=1

 

𝑦𝑦𝑙𝑙  

𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟 𝑐𝑐𝑟𝑟𝑐𝑐  

 𝐶𝐶 = 𝑟𝑟𝑟𝑟𝑎𝑎𝑚𝑚𝑟𝑟𝑎𝑎 (𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 ) 

𝐶𝐶 = 𝑟𝑟𝑟𝑟𝑎𝑎𝑚𝑚𝑟𝑟𝑎𝑎 � � 𝑦𝑦𝑙𝑙 + 𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐

𝐿𝐿

𝑙𝑙=𝐿𝐿−𝑆𝑆+1

� 

, where H is an output. Subsequently, the PLM 
is optimized using the cross-entropy loss, expressed in Equation 5. 𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 = 𝐻𝐻𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐𝑐𝑐𝑙𝑙𝑟𝑟𝑐𝑐𝑐𝑐 (𝐶𝐶𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 ) 

𝐿𝐿𝐶𝐶𝐶𝐶(𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 ,𝑦𝑦) = −�𝑦𝑦𝑖𝑖 × log(𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐𝑖𝑖 )
𝑚𝑚

𝑖𝑖=1

 

𝑦𝑦𝑙𝑙  

𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟 𝑐𝑐𝑟𝑟𝑐𝑐  

 𝐶𝐶 = 𝑟𝑟𝑟𝑟𝑎𝑎𝑚𝑚𝑟𝑟𝑎𝑎 (𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 ) 

𝐶𝐶 = 𝑟𝑟𝑟𝑟𝑎𝑎𝑚𝑚𝑟𝑟𝑎𝑎 � � 𝑦𝑦𝑙𝑙 + 𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐

𝐿𝐿

𝑙𝑙=𝐿𝐿−𝑆𝑆+1

� 

     [5]

The parameters used in the current estimation are optimized and are updated in the 
previous step to help every stage in the PLM operate together in the ANN. The probability 
distribution of discovery, such as 

 𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 = 𝐻𝐻𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐𝑐𝑐𝑙𝑙𝑟𝑟𝑐𝑐𝑐𝑐 (𝐶𝐶𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 ) 

𝐿𝐿𝐶𝐶𝐶𝐶(𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 ,𝑦𝑦) = −�𝑦𝑦𝑖𝑖 × log(𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐𝑖𝑖 )
𝑚𝑚

𝑖𝑖=1

 

𝑦𝑦𝑙𝑙  

𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟 𝑐𝑐𝑟𝑟𝑐𝑐  

 𝐶𝐶 = 𝑟𝑟𝑟𝑟𝑎𝑎𝑚𝑚𝑟𝑟𝑎𝑎 (𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 ) 

𝐶𝐶 = 𝑟𝑟𝑟𝑟𝑎𝑎𝑚𝑚𝑟𝑟𝑎𝑎 � � 𝑦𝑦𝑙𝑙 + 𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐

𝐿𝐿

𝑙𝑙=𝐿𝐿−𝑆𝑆+1

� 

 and 

 𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 = 𝐻𝐻𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐𝑐𝑐𝑙𝑙𝑟𝑟𝑐𝑐𝑐𝑐 (𝐶𝐶𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 ) 

𝐿𝐿𝐶𝐶𝐶𝐶(𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 ,𝑦𝑦) = −�𝑦𝑦𝑖𝑖 × log(𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐𝑖𝑖 )
𝑚𝑚

𝑖𝑖=1

 

𝑦𝑦𝑙𝑙  

𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟 𝑐𝑐𝑟𝑟𝑐𝑐  

 𝐶𝐶 = 𝑟𝑟𝑟𝑟𝑎𝑎𝑚𝑚𝑟𝑟𝑎𝑎 (𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 ) 

𝐶𝐶 = 𝑟𝑟𝑟𝑟𝑎𝑎𝑚𝑚𝑟𝑟𝑎𝑎 � � 𝑦𝑦𝑙𝑙 + 𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐

𝐿𝐿

𝑙𝑙=𝐿𝐿−𝑆𝑆+1

� 

, is obtained in PLM. The outcome of PLM 
is derived as Equation 6 when it only uses the 

 𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 = 𝐻𝐻𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐𝑐𝑐𝑙𝑙𝑟𝑟𝑐𝑐𝑐𝑐 (𝐶𝐶𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 ) 

𝐿𝐿𝐶𝐶𝐶𝐶(𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 ,𝑦𝑦) = −�𝑦𝑦𝑖𝑖 × log(𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐𝑖𝑖 )
𝑚𝑚

𝑖𝑖=1

 

𝑦𝑦𝑙𝑙  

𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟 𝑐𝑐𝑟𝑟𝑐𝑐  

 𝐶𝐶 = 𝑟𝑟𝑟𝑟𝑎𝑎𝑚𝑚𝑟𝑟𝑎𝑎 (𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 ) 

𝐶𝐶 = 𝑟𝑟𝑟𝑟𝑎𝑎𝑚𝑚𝑟𝑟𝑎𝑎 � � 𝑦𝑦𝑙𝑙 + 𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐

𝐿𝐿

𝑙𝑙=𝐿𝐿−𝑆𝑆+1

� 

 in the discovery.

 𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 = 𝐻𝐻𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐𝑐𝑐𝑙𝑙𝑟𝑟𝑐𝑐𝑐𝑐 (𝐶𝐶𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 ) 

𝐿𝐿𝐶𝐶𝐶𝐶(𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 ,𝑦𝑦) = −�𝑦𝑦𝑖𝑖 × log(𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐𝑖𝑖 )
𝑚𝑚

𝑖𝑖=1

 

𝑦𝑦𝑙𝑙  

𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟 𝑐𝑐𝑟𝑟𝑐𝑐  

 𝐶𝐶 = 𝑟𝑟𝑟𝑟𝑎𝑎𝑚𝑚𝑟𝑟𝑎𝑎 (𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 ) 

𝐶𝐶 = 𝑟𝑟𝑟𝑟𝑎𝑎𝑚𝑚𝑟𝑟𝑎𝑎 � � 𝑦𝑦𝑙𝑙 + 𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐

𝐿𝐿

𝑙𝑙=𝐿𝐿−𝑆𝑆+1

� 

       [6]

The identifications of each stage are complementary and unique; therefore, all outcomes 
are integrated to obtain the final prediction, as shown in Equation 7, which is modified 
from Equation 6.

 𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 = 𝐻𝐻𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐𝑐𝑐𝑙𝑙𝑟𝑟𝑐𝑐𝑐𝑐 (𝐶𝐶𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 ) 

𝐿𝐿𝐶𝐶𝐶𝐶(𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 ,𝑦𝑦) = −�𝑦𝑦𝑖𝑖 × log(𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐𝑖𝑖 )
𝑚𝑚

𝑖𝑖=1

 

𝑦𝑦𝑙𝑙  

𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟 𝑐𝑐𝑟𝑟𝑐𝑐  

 𝐶𝐶 = 𝑟𝑟𝑟𝑟𝑎𝑎𝑚𝑚𝑟𝑟𝑎𝑎 (𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 ) 

𝐶𝐶 = 𝑟𝑟𝑟𝑟𝑎𝑎𝑚𝑚𝑟𝑟𝑎𝑎 � � 𝑦𝑦𝑙𝑙 + 𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐

𝐿𝐿

𝑙𝑙=𝐿𝐿−𝑆𝑆+1

�      [7]

Figure 4. Flowchart of proposed ANN-PLM method
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Pseudocode for ANN-PLM with an Experimental Setup

Input: Initialize the hyperparameters of the network such as learning rate =0.01, hidden 
layers =10, Number of neurons = 30, Maximum number of epochs =100, batch size =8, 
Test ratio = 20%, Train ratio=80%and Activation function = Sigmoid.

• m = number of classes  
• 𝐵𝐵𝑙𝑙𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐  = convolution block  
• 𝐶𝐶𝑙𝑙  = vector  
• 𝐿𝐿𝐶𝐶𝐶𝐶 = cross loss entropy 
• log = the natural log 
• y = ground truth label for i-th sample 
• 𝑦𝑦𝑙𝑙  = predicted label for i-th sample 
• 𝐶𝐶𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐  = outputs of multiple previous stages 
• 𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐  = predicted labels for the concatenated output 
• ∆𝑦𝑦𝑖𝑖 = new class sample 
Preprocess the input data for classification.
 For epochs 1, N do # N defines the number of epochs
 With probability p with random learning weight
 Calculate 𝐿𝐿𝐶𝐶𝐶𝐶(𝑦𝑦𝑙𝑙 ,𝑦𝑦) 

                 𝐿𝐿𝐶𝐶𝐶𝐶(𝑦𝑦𝑙𝑙 ,𝑦𝑦) = −�𝑦𝑦𝑖𝑖 × log(𝑦𝑦𝑙𝑙𝑖𝑖)
𝑚𝑚

𝑖𝑖=1

 

𝐿𝐿𝐶𝐶𝐶𝐶(𝑦𝑦) 

∆𝑦𝑦𝑖𝑖  

𝐿𝐿𝐶𝐶𝐶𝐶�𝑦𝑦𝑙𝑙 ,∆𝑦𝑦𝑖𝑖� = −�(𝑦𝑦𝑖𝑖 + ∆𝑦𝑦𝑖𝑖) × log(𝑦𝑦𝑙𝑙𝑖𝑖 + ∆𝑦𝑦𝑖𝑖)
𝑚𝑚

𝑖𝑖=1

 

(𝐿𝐿𝐶𝐶𝐶𝐶�𝑦𝑦𝑙𝑙 ,𝑦𝑦𝑖𝑖�=<𝐿𝐿𝐶𝐶𝐶𝐶�𝑦𝑦𝑙𝑙 ,∆𝑦𝑦𝑖𝑖�) 

                                              𝐿𝐿𝐶𝐶𝐶𝐶(𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 ,𝑦𝑦) = −�𝑦𝑦𝑖𝑖 × log�𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐𝑖𝑖 �
𝑚𝑚

𝑖𝑖=1

 

 for each class of data
𝐿𝐿𝐶𝐶𝐶𝐶(𝑦𝑦𝑙𝑙 ,𝑦𝑦) (𝑦𝑦𝑙𝑙 ,𝑦𝑦) = −∑ 𝑦𝑦𝑖𝑖 × log(𝑦𝑦𝑙𝑙𝑖𝑖)𝑚𝑚

𝑖𝑖=1    //Calculate loss for each batch of training data as in Equation 4. 

 Calculate 𝐿𝐿𝐶𝐶𝐶𝐶(𝑦𝑦) for each class 

 Repeat 

  Calculate ∆𝑦𝑦𝑖𝑖  

   𝐿𝐿𝐶𝐶𝐶𝐶�𝑦𝑦𝑙𝑙 ,∆𝑦𝑦𝑖𝑖� = −∑ (𝑦𝑦𝑖𝑖 + ∆𝑦𝑦𝑖𝑖) × log(𝑦𝑦𝑙𝑙𝑖𝑖 + ∆𝑦𝑦𝑖𝑖)𝑚𝑚
𝑖𝑖=1  

       If (𝐿𝐿𝐶𝐶𝐶𝐶�𝑦𝑦𝑙𝑙 ,𝑦𝑦𝑖𝑖�=<𝐿𝐿𝐶𝐶𝐶𝐶�𝑦𝑦𝑙𝑙 ,∆𝑦𝑦𝑖𝑖�)  // Check, new class data arrived.  

                                              𝐿𝐿𝐶𝐶𝐶𝐶(𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 ,𝑦𝑦) = −∑ 𝑦𝑦𝑖𝑖 × log�𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐𝑖𝑖 �𝑚𝑚
𝑖𝑖=1  / 

 // Calculate loss for each batch of training data 
as in Equation 4.

 Calculate 

(𝑦𝑦𝑙𝑙 ,𝑦𝑦) = −∑ 𝑦𝑦𝑖𝑖 × log(𝑦𝑦𝑙𝑙𝑖𝑖)𝑚𝑚
𝑖𝑖=1    //Calculate loss for each batch of training data as in Equation 4. 

 Calculate 𝐿𝐿𝐶𝐶𝐶𝐶(𝑦𝑦) for each class 

 Repeat 

  Calculate ∆𝑦𝑦𝑖𝑖  

   𝐿𝐿𝐶𝐶𝐶𝐶�𝑦𝑦𝑙𝑙 ,∆𝑦𝑦𝑖𝑖� = −∑ (𝑦𝑦𝑖𝑖 + ∆𝑦𝑦𝑖𝑖) × log(𝑦𝑦𝑙𝑙𝑖𝑖 + ∆𝑦𝑦𝑖𝑖)𝑚𝑚
𝑖𝑖=1  

       If (𝐿𝐿𝐶𝐶𝐶𝐶�𝑦𝑦𝑙𝑙 ,𝑦𝑦𝑖𝑖�=<𝐿𝐿𝐶𝐶𝐶𝐶�𝑦𝑦𝑙𝑙 ,∆𝑦𝑦𝑖𝑖�)  // Check, new class data arrived.  

                                              𝐿𝐿𝐶𝐶𝐶𝐶(𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 ,𝑦𝑦) = −∑ 𝑦𝑦𝑖𝑖 × log�𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐𝑖𝑖 �𝑚𝑚
𝑖𝑖=1  / 

 for each class
 Repeat
  Calculate 

(𝑦𝑦𝑙𝑙 ,𝑦𝑦) = −∑ 𝑦𝑦𝑖𝑖 × log(𝑦𝑦𝑙𝑙𝑖𝑖)𝑚𝑚
𝑖𝑖=1    //Calculate loss for each batch of training data as in Equation 4. 

 Calculate 𝐿𝐿𝐶𝐶𝐶𝐶(𝑦𝑦) for each class 

 Repeat 

  Calculate ∆𝑦𝑦𝑖𝑖  

   𝐿𝐿𝐶𝐶𝐶𝐶�𝑦𝑦𝑙𝑙 ,∆𝑦𝑦𝑖𝑖� = −∑ (𝑦𝑦𝑖𝑖 + ∆𝑦𝑦𝑖𝑖) × log(𝑦𝑦𝑙𝑙𝑖𝑖 + ∆𝑦𝑦𝑖𝑖)𝑚𝑚
𝑖𝑖=1  

       If (𝐿𝐿𝐶𝐶𝐶𝐶�𝑦𝑦𝑙𝑙 ,𝑦𝑦𝑖𝑖�=<𝐿𝐿𝐶𝐶𝐶𝐶�𝑦𝑦𝑙𝑙 ,∆𝑦𝑦𝑖𝑖�)  // Check, new class data arrived.  

                                              𝐿𝐿𝐶𝐶𝐶𝐶(𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 ,𝑦𝑦) = −∑ 𝑦𝑦𝑖𝑖 × log�𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐𝑖𝑖 �𝑚𝑚
𝑖𝑖=1  / 

   

(𝑦𝑦𝑙𝑙 ,𝑦𝑦) = −∑ 𝑦𝑦𝑖𝑖 × log(𝑦𝑦𝑙𝑙𝑖𝑖)𝑚𝑚
𝑖𝑖=1    //Calculate loss for each batch of training data as in Equation 4. 

 Calculate 𝐿𝐿𝐶𝐶𝐶𝐶(𝑦𝑦) for each class 

 Repeat 

  Calculate ∆𝑦𝑦𝑖𝑖  

   𝐿𝐿𝐶𝐶𝐶𝐶�𝑦𝑦𝑙𝑙 ,∆𝑦𝑦𝑖𝑖� = −∑ (𝑦𝑦𝑖𝑖 + ∆𝑦𝑦𝑖𝑖) × log(𝑦𝑦𝑙𝑙𝑖𝑖 + ∆𝑦𝑦𝑖𝑖)𝑚𝑚
𝑖𝑖=1  

       If (𝐿𝐿𝐶𝐶𝐶𝐶�𝑦𝑦𝑙𝑙 ,𝑦𝑦𝑖𝑖�=<𝐿𝐿𝐶𝐶𝐶𝐶�𝑦𝑦𝑙𝑙 ,∆𝑦𝑦𝑖𝑖�)  // Check, new class data arrived.  

                                              𝐿𝐿𝐶𝐶𝐶𝐶(𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 ,𝑦𝑦) = −∑ 𝑦𝑦𝑖𝑖 × log�𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐𝑖𝑖 �𝑚𝑚
𝑖𝑖=1  / 

       If 

(𝑦𝑦𝑙𝑙 ,𝑦𝑦) = −∑ 𝑦𝑦𝑖𝑖 × log(𝑦𝑦𝑙𝑙𝑖𝑖)𝑚𝑚
𝑖𝑖=1    //Calculate loss for each batch of training data as in Equation 4. 

 Calculate 𝐿𝐿𝐶𝐶𝐶𝐶(𝑦𝑦) for each class 

 Repeat 

  Calculate ∆𝑦𝑦𝑖𝑖  

   𝐿𝐿𝐶𝐶𝐶𝐶�𝑦𝑦𝑙𝑙 ,∆𝑦𝑦𝑖𝑖� = −∑ (𝑦𝑦𝑖𝑖 + ∆𝑦𝑦𝑖𝑖) × log(𝑦𝑦𝑙𝑙𝑖𝑖 + ∆𝑦𝑦𝑖𝑖)𝑚𝑚
𝑖𝑖=1  

       If (𝐿𝐿𝐶𝐶𝐶𝐶�𝑦𝑦𝑙𝑙 ,𝑦𝑦𝑖𝑖�=<𝐿𝐿𝐶𝐶𝐶𝐶�𝑦𝑦𝑙𝑙 ,∆𝑦𝑦𝑖𝑖�)  // Check, new class data arrived.  

                                              𝐿𝐿𝐶𝐶𝐶𝐶(𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 ,𝑦𝑦) = −∑ 𝑦𝑦𝑖𝑖 × log�𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐𝑖𝑖 �𝑚𝑚
𝑖𝑖=1  / 

 // Check, new class data arrived. 

(𝑦𝑦𝑙𝑙 ,𝑦𝑦) = −∑ 𝑦𝑦𝑖𝑖 × log(𝑦𝑦𝑙𝑙𝑖𝑖)𝑚𝑚
𝑖𝑖=1    //Calculate loss for each batch of training data as in Equation 4. 

 Calculate 𝐿𝐿𝐶𝐶𝐶𝐶(𝑦𝑦) for each class 

 Repeat 

  Calculate ∆𝑦𝑦𝑖𝑖  

   𝐿𝐿𝐶𝐶𝐶𝐶�𝑦𝑦𝑙𝑙 ,∆𝑦𝑦𝑖𝑖� = −∑ (𝑦𝑦𝑖𝑖 + ∆𝑦𝑦𝑖𝑖) × log(𝑦𝑦𝑙𝑙𝑖𝑖 + ∆𝑦𝑦𝑖𝑖)𝑚𝑚
𝑖𝑖=1  

       If (𝐿𝐿𝐶𝐶𝐶𝐶�𝑦𝑦𝑙𝑙 ,𝑦𝑦𝑖𝑖�=<𝐿𝐿𝐶𝐶𝐶𝐶�𝑦𝑦𝑙𝑙 ,∆𝑦𝑦𝑖𝑖�)  // Check, new class data arrived.  

                                              𝐿𝐿𝐶𝐶𝐶𝐶(𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐 ,𝑦𝑦) = −∑ 𝑦𝑦𝑖𝑖 × log�𝑦𝑦𝑐𝑐𝑐𝑐𝑟𝑟𝑐𝑐𝑟𝑟𝑐𝑐𝑖𝑖 �𝑚𝑚
𝑖𝑖=1  /  // Update learning 

weights and back-propagate the progressive weight
//Find the loss probabilities
Else continue
End if
End For
Evaluate prediction for test data in the trained model
Compute performance measures.
Output: Classified information of big data.

The input data must be pre-processed before classification during the initialized 
training phase. The learning weights are randomly initialized, and the training data loss 
in every batch is calculated using Equation 4. For several epochs, this process is repeated 
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for every class, and the loss of the training data is evaluated and checked for new class 
data. If new class data arrives to calculate the new learning weights, the learning weights 
are updated using Equation 6. Else, continue the epochs. The trained model is evaluated 
based on the test data prediction, and the performance measure is calculated, resulting in 
big data classification.

RESULTS AND DISCUSSION

The design and simulation of the proposed method are performed in Python 3.7. The system 
configurations used to run this big data classification are an i5 processor, 16 GB RAM, 
and 6 GB GPU. The datasets used to analyze the big data classification using the proposed 
method are the Poker hand and the Higgs datasets. Of these datasets, 80% were taken for 
training and 20% for testing. The performance metrics such as accuracy, precision, recall, 
F-measure, and specificity are used in this study. The ROC curve, Confusion Matrix, was 
also derived for both datasets. Training validation accuracy and loss are calculated for 100 
epochs. Finally, the convergence rate of the datasets concerning accuracy and epochs is 
also derived to provide more insights into the proposed model.

Performance Analysis of the Proposed Method

Higgs Dataset

Figure 5 shows the ROC Curves for the Higgs dataset. The ROC curve is the reference 
point for evaluating the classifier’s performance. A ROC curve is a graph that displays 
the performance of the classification model at different classes (0 to 9). Figure 5 observes 
that the ROC curve of class 9 (area 1.00) reaches a stable point of 1.0 to achieve superior 
results for the Higgs dataset. Figure 6 displays that training accuracy reaches 0.01820 at 
100 epochs, while validation accuracy achieves 0.01860 at 100 epochs. Figure 7 shows 
the graphical representation of training and validation loss for the Higgs dataset. Training 

Figure 5. ROC characteristics of Higgs dataset

loss values stabilize at 5.020 for 100 epochs, 
while the validation loss stabilizes at 5.009.

Figure 8 shows the early convergence of 
the ANN-PLM method as compared to ANN. 
The epochs required to attain convergence 
is 25 compared to the conventional ANN 
method, which takes 40 epochs with a 
uniform accuracy rate.

Figure 8 also shows the Graphical 
representation of accuracy performance for 
the Higgs dataset. It can be observed that the 
proposed ANN-PTM with SMOTE achieved 
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Figure 7. Epochs vs. training-validation accuracy

Figure 8. Convergence graph of Higgs dataset with ANN and ANN-PLM

Figure 6. Epochs vs. training-validation loss    

Table 1
Performance evaluation of the proposed method for the Higgs dataset

Feature 
selection Classifiers Accuracy 

(%) 
Precision 

(%)
Recall 
(%)

Fmeasure 
(%)

Specificity 
(%)

Without PCC ANN 91.804 91.372 89.264 91.176 89.955
KNN 93.882 94.217 94.153 94.386 96.357
SVM 94.454 95.280 95.969 95.373 96.116

ANN-PLM 97.220 95.166 96.671 96.092 96.104

better accuracy, 0.98, at a cut-off range of 25 epochs, where the accuracy starts to stabilize 
and is maintained the same till it reaches 100 epochs. While considering the ANN process, 
it achieved an accuracy of 0.95 at a cut-off range of 40 epochs. The performance evaluation 
of the proposed method with the Higgs dataset with and without PCC and SMOTE is shown 
in Table 1. The ANN-PLM performs better with and without PCC and SMOTE than the 
ANN, KNN, and SVM. 
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Pokers Dataset

In Figure 9, the ROC curve contains two constraints, (i.e.) True Positive Rate (TPR) and 
False Positive Rate (FPR). In general, a ROC of more than 0.9 is considered outstanding. 
Figure 9 shows that the ROC curve reaches the value of 0.98, which is closer to 1, i.e., it 
produces better classification results for the Poker hand dataset. The ROC curve signifies 
that all ten classes are properly classified within the range of 0.97 and 1.

Figure 10(a) shows the graphical representation of Training and Validation accuracy for 
the Higgs dataset. The training accuracy reaches 0.821 at 100 epochs, while the validation 
accuracy achieves 0.86 at 100. As shown in Figure 10 (b), training loss reaches -1.3 for 
100 epochs, while the validation loss reaches -1.4 at 100 epochs.

Figure 11 shows the graphic representation of accuracy performance for the Poker 
hand dataset. Figure 11 shows that the proposed ANN-PTM achieved better accuracy, 0.92, 

Feature 
selection Classifiers Accuracy 

(%) 
Precision 

(%)
Recall 
(%)

Fmeasure 
(%)

Specificity 
(%)

With PCC ANN 93.110 93.948 94.893 95.057 94.463
KNN 96.170 97.006 95.487 96.533 95.382
SVM 97.597 97.637 96.784 97.362 96.735

ANN-PLM 99.329 99.121 99.004 99.536 99.668
Without 
SMOTE

ANN 90.60 70.40 80.39 78.50 80.39
KNN 93.689 96.456 95.336 91.337 92.896
SVM 92.081 96.189 94.667 95.321 88.542

ANN-PLM 96.227 95.780 96.548 97.168 78.660
With SMOTE ANN 93.80 77.4 87.1 82.0 86.10

KNN 94.657 93.778 96.932 92.436 93.786
SVM 93.180 97.005 95.457 96.879 89.865

ANN-PLM 97.325 96.532 97.278 98.568 80.578

Table 1 (continue)

Figure 9. ROC characteristics for Pokers data
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(a)

Figure 10. (a) Training and validation accuracy; and (b) Training and validation loss
(b)

Figure 11. Convergence graph of Pokers dataset with ANN and ANN-PLM

at a cut-off range of 50 epochs, where the accuracy starts to stabilize and is maintained 
the same until it reaches 100 epochs. While considering the ANN process, it achieved an 
accuracy of 0.89 at a cut-off range of 65 epochs.

Table 2 shows the performance evaluation of the proposed method with the Pokers’ 
dataset with and without PCC and SMOTE. The ANN-PLM performs better with and 
without PCC and SMOTE than the ANN, KNN, and SVM.
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Table 2 
Performance evaluation of the proposed method for the Poker hand dataset

Feature 
selection

Classifiers Accuracy 
(%)

Precision 
(%)

Recall 
(%)

F-measure 
(%)

Specificity 
(%)

Without PCC ANN 91.804 91.372 89.264 91.176 89.955
KNN 93.882 94.217 94.153 94.386 96.357
SVM 94.454 95.280 95.969 95.373 96.116

ANN-PLM 97.220 95.166 96.671 96.092 96.104
With PCC ANN 93.110 93.948 94.893 95.057 94.463

KNN 96.170 97.006 95.487 96.533 95.382
SVM 97.597 97.637 96.784 97.362 96.735

ANN-PLM 99.329 99.121 99.004 99.536 99.668
Without Smote ANN 90.60 70.40 80.39 78.50 80.39

KNN 93.689 96.456 95.336 91.337 92.896
SVM 92.081 96.189 94.667 95.321 88.542

ANN-PLM 96.227 95.780 96.548 97.168 78.660
With Smote ANN 93.80 77.4 87.1 82.0 86.10

KNN 94.657 93.778 96.932 92.436 93.786
SVM 93.180 97.005 95.457 96.879 89.865

ANN-PLM 97.325 96.532 97.278 98.568 80.578

Comparative Analysis of Other Classification Methods Using Higgs and 
Poker Dataset

The existing research on big data classification, such as MF [28], PGS-ISSA [19], Genetic 
Programming, Multilayer feedforward Backpropagation, and AEB [20] are used to compare 
the proposed method. A comparison is made between the Poker hand and the Higgs datasets. 
In that, the PGS-ISSA [19] is analyzed for the Poker hand dataset, and AEB [20] is analyzed 
for the Higgs dataset, while MF [28] is used for both data set comparisons. Tables 3 and 4 
show the comparative analysis of the proposed method with Higgs and Poker hand datasets, 
respectively. Tables 3 and 4 show that the proposed method provides better performance 
than the existing methods. The graphical representation is shown in Figures 12 and 13 for 
the Higgs and Pokers datasets, respectively.

Table 3 
Comparative analysis of the Higgs dataset

Method Accuracy (%)
MF 52
PGS-ISSA 64.72
Cartesian Genetic Programming 
Using Random Sampling

65

Proposed method 96.566

Table 4 
Comparative analysis of Poker hand dataset

Method Accuracy (%)
MF 50
AEB 89.93
Multilayer Feedforward 
Propagation Method

94

Proposed method 98.629
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CONCLUSION

This research proposed a methodology for the classification of huge amounts of data. 
The strategy combines the use of the ANN-PLM technique, which stands for Artificial 
Neural Network with Progressive Learning Method, with feature selection based on the 
Pearson Correlation Coefficient (PCC). The Synthetic Minority Over-sampling Technique 
(SMOTE) is used as a means of data augmentation in the classification procedure to 
mitigate the issues related to class imbalance and overfitting. The PCC feature selection 
approach is utilized to identify the most pertinent features from the feature vector, 
improving the classification performance. The Pearson correlation coefficient (PCC) 
aids in the identification of the most suitable collection of features by evaluating their 
correlation with the target variable. This process enhances the classification model’s 
ability to differentiate across classes. 

In addition, we integrate the notion of discriminative data localization, which entails 
iteratively adjusting the weights of the neural network model by considering both local 
particulars and global structure. This localization methodology allows the network 
to concentrate on significant patterns and characteristics in the data, increasing the 
categorization accuracy. The experimental results demonstrate that the proposed ANN-
PLM strategy exhibits superior performance compared to traditional ANN approaches in 
terms of convergence epochs and other classification performance criteria. The suggested 
method demonstrates significantly improved accuracy on the Higgs and Poker datasets 
when utilizing the PLM technique compared to currently available methods.

In summary, the efficacy of integrating ANN-PLM, PCC-based feature selection, 
SMOTE, and data localization approaches for the classification of huge data is demonstrated 
by our suggested strategy. The findings underscore the effectiveness of the suggested 
approach to precision, convergence speed, and overall classification performance. It 
underscores its potential as a reliable and efficient option for addressing classification 
issues involving large datasets.

Figure 13. Accuracy comparison of Poker datasetFigure 12. Accuracy comparison of Higgs dataset
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In future research, it would be beneficial to evaluate the performance of this method 
on imbalanced data, as the current study only assessed its effectiveness on balanced data. 
This limitation can be further experimented with.
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ABSTRACT

Polyvinyl Alcohol (PVA) has been used in various applications, including the medical 
health industry and electronics. It is a synthetic polymer with advantages such as being 
transparent, flexible, biocompatible, biodegradable, and a simpler synthesis process. These 
advantages make PVA a very promising material for human wearable antennae. In this 
research, the bending effect of an antenna using a PVA substrate is studied to analyze its 
durability in the wearable application. Firstly, the thin film substrate synthesis is performed 
using PVA 2488 with the measured average dielectric constant and tangent loss of 1.24 
and 0.066, respectively, across S-Band frequency. Later, a 5G antenna is designed and 
fabricated using the PVA substrate. Finally, the bending effects of the fabricated antenna 
are measured at different bending radii. Four different antenna-bending radii are selected 
to represent different curvatures of human body parts. Results show that bending does not 
have a significant effect on the reflection coefficient of the antenna, where the frequency 
shifts from 2.2% up to 7.4% only for all bending conditions. Hence, in that aspect of finding, 
the PVA thin film is a potential candidate for flexible and wearable antenna material in 
various human body parts in biomedical applications.

Keywords: Antenna, bending, biocompatible, flexible, 
PVA, polymer, wearable

INTRODUCTION

A polymer is a large molecule composed 
of repeating structural monomer units 
connected by covalent bonds. Polymers 
such as proteins, cellulose, and starch can be 
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naturally occurring or synthetic, such as plastics, synthetic fibers, and rubber. Polymers are 
versatile materials with a wide range of properties and applications. For example, some 
polymers are rigid and stiff, while others are flexible and resilient. Some are transparent, 
and others are opaque. Some are thermoplastic, meaning they can be melted and reshaped, 
while others set into a permanent shape when heat and pressure are applied. The properties 
of a polymer can be tailored by adjusting its composition and molecular structure. It can be 
achieved through copolymerization, blending, and cross-linking. Polymers have numerous 
practical applications, including in packaging, construction, textiles, electronics, and 
medicine(Rhazi et al., 2018; Turek et al., 2020; Wu et al., 2021; Zhang, Biesold et al., 2022; 
Zhong et al., 2020). For example, polyethylene is commonly used to make plastic bags, 
while polyvinyl chloride (PVC) is used in pipes and upholstery. Polyurethane is used in 
foam insulation, cushions, and adhesives; nylon is used in clothing and ropes. On the other 
hand, in recent years, there has been a growing concern about the environmental impact of 
synthetic polymers, particularly plastic. It has led to increased research into biodegradable 
and renewable polymer alternatives, as well as recycling and waste management strategies 
for conventional polymers.

Wireless on the body refers to wireless communications around the human body area to 
transmit data between wearable devices attached to the human body. This purpose includes 
medical sensors, fitness trackers and smartwatches. Hence, those technologies allow the 
collection of real-time data and monitoring of various physiological and environmental 
parameters, allowing for personalized and adaptive applications in healthcare, sports, and 
other fields. Therefore, a special flexible material needs to be used for a flexible, robust, 
biocompatible, and environmentally friendly antenna. Polymer materials such as Polyimide 
(PI), Polyethylene terephthalate (PET/PETE), Polydimethylsiloxane (PDMS) and Liquid 
Crystal Polymer (LCP) have been widely used as antenna substrates because those materials 
are highly flexible, and some are not biocompatible and biodegradable. Previous work on 
antennae using those materials is summarized in Table 1.  

Interestingly, physical hydrogels based on poly (vinyl alcohol) (PVA), which contains 
a significant number of reactive groups (-OH groups), are notable for their remarkable 
biocompatibility, superior mechanical properties, and chemical stability (Xu et al., 2023). 
PVA is a more human-friendly wearable material than others because it is biocompatible 
and biodegradable, easy to synthesize and transparent (Ibrahim et al., 2022). 

In addition, it is also a synthetic and water-soluble polymer that has been widely used 
in pharmaceutical, food packaging and electronics sensors. However, researchers have 
overlooked using PVA as a flexible material for wearable antennae. Most work that uses 
PVA as potential wearable sensors and other electronics applications has only been applied at 
frequencies lower than 1 GHz, such as work by Reddy et al. (2019), Mousa & Taha (2022), 
Ambrosio et al. (2018) and Hamad and Hashim (2022). With the potential, there is a need to 
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study several robustness elements of the material as part of wearable antennae, specifically 
the bending effects. Table 1 shows the previous flexible materials used in antenna design.

METHODOLOGY

A PVA thin film substrate was prepared using a simple synthesis process. This process 
involved several stages, starting with the preparation of the PVA substrate material. 

Preparation of Antenna Substrate

The antenna substrate was prepared using a simple synthesis process. The formulation 
of the mixture was adopted from Appusamy et al. (2020) but modified. The PVA used 

Table 1
Previous flexible material in antenna design

Flexible 
material Author Technique

Antenna 
operating 

frequency (GHz)

Dielectric 
constant 

(εr)

Tangent 
loss 

(tanδ)
PDMS Shakhirul et al., 2021b Patch antenna 3.5 3.0 0.008
PTFE Fujiwara et al., 2014 Patch antenna 2.4 2.1 0.002
LCP Paul et al., 2013 Patch antenna 2.45 & 5.8 2.6 0.0025
PI Kapton Khaleel, 2014 Patch antenna 3.1–10.6 3.5 0.02
Jeans Gil & Fernández-García, 

2016
Patch antenna 1.575 1.7 0.025

PVA/CaCO3 Appusamy et al., 2020 Patch antenna 2.4 1.67 0.039
Polyimide PI Zhang, Huang et al., 2022 Patch antenna 5.8 3.6 0.02
PET Hassan et al., 2017 Patch antenna 26–40 3.2 0.022

PDMS Salleh et al., 2022 Patch antenna 3.5 2.54 0.05
Proposed work Patch antenna 3.5 1.24 0.066

Figure 1. Fabricated PVA thin film substrate

in this project was PVA 2488, and in 
the modification, it was used with an 
88% degree of hydrolysis. Normally, this 
material is applied to adhesion, coating, 
film packaging, the textile industry, personal 
care, and cosmetics (Achutha et al., 2023; 
Haque et al., 2021).

The synthesis started by measuring 
4.3g of PVA 2488 powder and diluting it 
in 100 ml of double-distilled water. The 
solution was constantly stirred using a 
magnetic stirrer and heated at 80oC for 
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2 hours until the PVA powder was completely dissolved and a homogenous solution 
was produced.

After that, the solution was poured into a petri dish and dried using Universal Oven 
for 12 hours. Then, the PVA thin film was peeled off from the cast, as in Figure 1, before 
its dielectric properties were measured. 

Substrate Measurement

The PVA thin film substrate’s dielectric constant and tangent loss were measured using 
coaxial probe N1501A from Keysight Technologies and Vector Network Analyzer (VNA) 
from Agilent. A thin film PVA sample with a minimum thickness of 3 mm was used, as 
in Figure 2. Moreover, the thickness of the substrate sample plays an important role in 
determining the accurate dielectric and tangent loss value. The dielectric constant and 
tangent loss were measured and averaged in the S-Band range from 2 GHz to 4 GHz. The 
measurement result is as in Figure 3.

Figure 2. PVA thin film measurement technique 
using Keysight N1501 and Vector Network Analyzer

Figure 3. Result for PVA thin film (3 mm) substrate measurement using Keysight N1501 and Vector Network 
Analyzer

The average measured values for 
dielectric constant and tangent loss across 
S-Band frequency for pure PVA thin film are 
1.24 and 0.066, respectively. The dielectric 
and tangent loss at 3.5 GHz is 1.27 and 
0.066, respectively. These two values are 
not much different from the average value 
across the S-Band frequency range. The 
proposed PVA dielectric and tangent loss 
is compared with other wearable, flexible 
materials, as in Table 1.
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Antenna Design and Fabrication

The antenna design substrate used the average dielectric and tangent loss values. The 
microstrip patch antenna was designed with a resonance frequency of 3.5 GHz, located in 
the sub-6 5G band, which is the most popular 5G frequency. 

The antenna dimensions of the microstrip patch were calculated using Equations 1 
to 4 (Dewan et al., 2021). The patch width (Wp) was calculated using Equation 1. The 
dielectric constant (εr) of the substrate and desired resonance frequency (fr). 
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× � 2
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The calculated formula used the starting parameters dimensions to design, simulate, 
and improve the rectangular patch antenna using Computer Simulation Technology (CST) 
software. The calculated values for Wp = 40.47 mm, εreff = 1.228, 
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Lp = 37.62 mm were used as the dimension references in antenna simulation in CST 
Software. This calculation and simulation process was completed before the antenna 
was constructed as a prototype.

Copper tape with a thickness of 0.025 mm was used as the conductive patch radiator 
and ground. The design structures are listed in Table 2, where these values are based on 
calculations. Besides, some optimization modification was done, and the optimal structures 
of the antenna substrate were 50 × 50 mm2 with a thickness of 0.8 mm.

Antenna Bending Analysis

The intended design and functional PVA wearable antenna must have good mechanical 
characteristics; thus, the bending effect on the designed antenna is investigated. Both 
simulation and measurement were carried out, and the results were compared.
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Normally, antenna bending is used to investigate the robustness performance of a 
wearable antenna. The bending also represents the curve of human body parts, such as the 
head, arm, leg and chest, where it is normally attached.

The simulation has been done in CST Microwave Studio, and the bending effect was 
simulated on XZ-plane, and TE mode will be contributed to the frequency resonant shift. 
A cylinder structure was used in the simulation to bend the antenna, hence representing 
several body parts (Shakhirul et al., 2021a; Zaidi et al., 2022; Zhang, Huang et al., 2022).

In the simulation process, four bending radii were chosen, which are R = 18 mm, R 
= 25 mm, R = 38 mm and R = 50 mm (Figure 4). The radius represents the several body 
part curvature conditions and shapes as in practical conditions explained by Zaidi et al. 
(2022), Salleh et al. (2022), and Zhang, Huang et al. (2022). The performance in reflection 
coefficients S11, gain and directivity are compared on those works with different wearable 
substrates and operating frequency.

Figure 4. Antenna bending for radius R = 18 mm, 25 mm, 38 mm and 50 mm in CST Simulation Software

25mm

38mm

50mm

25mm

50mm
R = 50 mm

R = 18 mm R = 25 mm

RESULTS AND DISCUSSION

This project starts with simulation, fabrication, and measurement processes to achieve the 
research aim of PVA antenna bending effects. Typically, the initial step involves conducting the 
substrate synthesis process to obtain the dielectric and tangent loss values. Subsequently, the 
focus shifts to simulating the prototype and proceeding with the fabrication and measurement 
of the antenna. The final design is finally subjected to the study of its bending characteristics.

Antenna Simulation and Prototype

Equations 1 to 4 were used as the reference dimension for the antenna design. However, 
some modifications and optimizations were done to produce good antenna performance, 
such as S11, radiation pattern, bandwidth, directivity, and gain.

38mm R = 38 mm
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The antenna has been designed and simulated in 
Computer Simulation Technology (CST) Studio Suite, 
as in Figure 5, using the optimized values from Table 2. 
In contrast, the fabricated prototype antenna is shown 
in Figure 6.

Table 2
Dimension for antenna structure

Antenna structure Dimension 
(mm)

Width substrate 50.0
Length substrate 50.0
Thickness substrate 0.80
Feedline (Lf) 9.97
Feedline width (Wf) 2.90
Patch width (Wp) 38.00
Patch length (Lp) 38.99
Length edge cut (LCe) 5.98
Width edge cut (WCe) 5.98
Width inset feed (Wif) 5.97
Length inset feed (Lif) 2.48
Ground width (Wg) 50.0
Ground length (Lg) 50.0
Copper thickness 0.025Figure 5. View of antenna in CST simulation: (a) Front; and (b) back

Wg

Lg

(a) (b)

(a)

(b)
Figure 6. View of the fabricated 
antenna: (a) Front; and (b) back

Flat Condition Test

Basically, wearable antennae will be designed and 
simulated under two major conditions: flat and bending. 
Table 3 compares the simulation and measurement of the 
designed antenna under flat conditions. It will ensure that 
the fabricated antenna’s practicality is suitable for flexible 
wearable conditions.

Table 3 compares the simulation and measurement 
results. The reflection coefficient S11 for the flat condition 
shows a good correlation between the simulation and 
measurement. The simulation S11 is -22.627 dB at 3.5 
GHz, while the measurement S11 is -20.966 dB at 3.42 
GHz, as shown in Figure 7. The operating frequency shift 
is about 2.2% from the 3.5 GHz resonant frequency. 

Table 3
Antenna performance comparison

Parameter Simulation Measurement
S11 (dB) -22.627 -20.966
Bandwidth (MHz) 143 400
VSWR 1.08 1.20
Impedance Matching (Ω) 50 41
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Figure 7. S11 for simulation and measurement under 
flat condition
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Figure 8. Antenna bending setup on polystyrene 
foam with different radius R

Figure 9. Antenna bending simulation with different 
radii R
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Bending Condition Test

The fabricated antenna has been tested 
under different bending conditions for 
simulation and measurement analyses. 
For measurement, it has been tested on 
polystyrene foam with a different radius, R, 
as in Figure 8. The antenna will be placed 
on top of the polystyrene foam and taped to 
produce some bending conditions. 

Based on the bending simulation result 
in Figure 9, the resonant frequencies were 
shifted to the lower frequency, around 3.42 
GHz. It represents the shifted frequency of 
2.2% at the maximum shift. The reflection 
coefficient for all bending radiuses, R, was 
below -10 dB. This result significantly 
proves that the bending condition is less 
affected by the radius. However, the smaller 
the antenna bending radius, the higher the 
shift, as seen in the results.

Similarly to the antenna bending 
measurements in Figure 10, the resonant 
frequencies were shifted from the original 

Figure 10. Antenna bending measurement on 
polystyrene foam with different radii R
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flat position (without bending) resonant frequency. Most resonant frequencies were shifted 
to a maximum of 7.7%, as recorded in the results. Overall, there are weak correlations 
between simulation and measurement results due to human and equipment errors during 
the fabrication and measurement process. However, it can be concluded that the antenna’s 
performance is still in the range of 3.4 GHz to 3.6 GHz, which is allocated bandwidth for 
the 3.5GHz sub-6 band.

The radiation patterns for E and H-Plane were evaluated for flat and four different 
bending radii. The radiation pattern for flat and four different bending radiuses shows an 
almost similar pattern, a monopole directional pattern, as in Figure 11. However, this pattern 
is desired, especially when the antenna is designed for wearable applications, because it 
minimizes radiation from the back lobe to the human body. 

Apart from radiation, the performance of the antenna, such as S11, realized gain, 
directivity, efficiency, and bandwidth, were evaluated and summarized in Table 4. The 
bending radius has a significant impact on the antenna, particularly on its gain performance. 

Figure 11. Radiation pattern for flat and bending conditions: (a) E-plane; and (b) H-plane
(a) (b)

Table 4
Antenna bending performance under various bending conditions

Parameter/ Radius 18 mm 25 mm 38 mm 50 mm
S11 (dB) -17.497 -17.676 -19.471 -18.543
Gain (dBi) 0.212 1.32 0.825 1.26
Directivity (dBi) 6.106 7.248 7.184 5.75
Efficiency 25.75% 25.54% 23.13% 23.24%
Bandwidth (MHz) 130 133 137 135
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The gain performance of an antenna is reduced when it has a smaller radius bending angle 
because more energy is trapped inside the antenna as it is bent on the small bending radius. 
Therefore, the shorter the bending radius, the lower the gain.

Figure 12 shows the relationship between the antenna bending radius with realized gain 
and directivity. The gain and directivity were increased when the bending radius varied 
from the lower to the higher bending radius. It shows R = 18 mm having the lowest gain 
and directivity, while R = 50 mm shows the best performance.

Figure 12. Gain and directivity of the antenna under various bending radius

CONCLUSION

In conclusion, an analysis of the bending effects on the PVA antenna substrate has been 
carried out. When the antenna is in flat condition, the return loss S11 is resonated at 3.5 
GHz while under the bending condition from 18 mm to 50 mm, the return loss S11was 
shifted to the lower frequency band by 269MHz shift, which is still acceptable under the 
3.5GHz bandwidth allocation. In the study, it is found that at the bending conditions, the 
resonant frequency did not severely affect the original return loss due to the lower dielectric 
constant value of the PVA thin film substrate, which is around 1.24 on average across the 
S-Band and closer to the dielectric constant of the air. The obtained resonant frequency 
shifts are around 2.2% to 7.7% from the desired resonant frequency at S11 less than -10 dB.

This finding indicates that apart from its human-wearable-friendly material properties, 
PVA thin film holds substantial promise as a flexible material in the design of wearable 
antennas for wireless on-body monitoring, showcasing its significant potential in the 
robustness of flexible wearable antennas in biomedical applications.
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ABSTRACT

Substrate Integrated Waveguide (SIW) involves the conductive via holes immersed in a 
dielectric substrate that connects two substrate plates. This article presents a new SIW 
technique to enhance the operational bandwidth of the Riblet Short-Slot coupler. To 
demonstrate the proposed SIW technique, two Riblet Short-Slot couplers are designed and 
investigated at two different high-frequency ranges, Ku-band and K-band. The bandwidth of 
the proposed couplers is improved by introducing multiple layers of SIW vias at the center 
of the couplers’ side wall. Applying this approach minimizes the leakage loss between vias, 
indicating an improved overall operating bandwidth of 36.31% and 26.32% for Ku-band and 
K-band, respectively. All vias in both prototypes are realized using an alternative method, 
without using the Plated-Through-Hole Printed-Circuit-Board (PTH-PCB) machine. In 
addition, experimental results agree well with the simulated results.

Keywords: K-band, Ku-band, Riblet Short-Slot 
coupler, substrate integrated waveguide

INTRODUCTION

These days, there is a high demand for low 
loss, high level, and ease of high-frequency 
integration. Microstrips are essential in 
producing low-cost and easy fabrication. 
Recently, some applications have utilized 
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microstrip circuits at low frequencies in the Radio Frequency (RF) range. However, these 
circuits experience high losses magnetically and electrically (Tu et al., 2022). Therefore, 
developing and designing RF and microwave integrated circuits with this technology 
platform is impractical.

Lately, there is considerable interest in planar circuits known as the Substrate Integrated 
Waveguide (SIW) method as it has many benefits, such as exhibiting low leakage loss 
(negligible), low insertion loss, and insensitivity to outside interference (Arnieri et al., 
2022; Kumar & Raghavan, 2018; Kumar & Rosaline, 2021). The SIW method controls 
excessive losses through a conducting layer on two sides of a substrate that covers the SIW 
components. This technology is one of the well-known techniques for transforming the 
conventional square waveguide into a Printed Circuit Board (PCB) and photo-imageable 
process (Nayak et al., 2022). This technology is in demand due to its efficiency and high 
RF and microwave application reliability.

Nonetheless, only a few works of literature are reported on coupler devices that employ 
the SIW technique for high-frequency applications. For frequency operating lower than 
12 GHz, the design of an SIW coupler was successfully established by Sabri et al. (2013), 
Nasri et al. (2016) and Srivastava et al. (2015). Nevertheless, the presented results in Sabri 
et al. (2013) and  Nasri et al. (2016) are limited to simulation with operational bandwidth of 
merely 11% in Sabri et al. (2013) and 20% in Nasri et al. (2016). The simulated performance 
of the SIW coupler in Srivastava et al. (2015) was validated through experiments, but 
the bandwidth is limited to just 12%. A SIW coupler operating higher than 12 GHz was 
demonstrated by Carrera et al. (2010). However, the proposed prototypes are not compact 
due to the usage of numerous vias. A good performance of the SIW coupler with 24% 
operational bandwidth within a range of 28–38 GHz was verified by Doghri et al. (2015). 
Nevertheless, it is unpractical to integrate the three-dimensional SIW coupler Doghri et 
al. (2015) with a planar circuit.

Therefore, a Riblet Short-Slot coupler employing the SIW technique that features 
a compact size and broader operational bandwidth operating at Ku-band and K-band 
is demonstrated in this article. The bandwidth of the proposed coupler is enhanced by 
employing three layers of conductive vias that act as a guiding wall of the coupling 
section. By employing this approach, the bandwidth is significantly broadened compared 
to the other SIW coupler designs, which operate at lower operational bandwidth (Carrera 
et al., 2010; Nasri et al., 2016; Sabri et al., 2013; Srivastava et al., 2015). Furthermore, 
introducing multiple layers via the coupling sidewall leads to good coupling performance 
and low insertion loss at the investigated operating frequency range. Two Riblet Shor-Slot 
couplers are developed and studied at two distinct high-frequency bands, Ku-band and 
K-band, to demonstrate the proposed SIW approach.
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Riblet Short-Slot Coupler Using Substrate Integrated Waveguide

METHODOLOGY

The proposed structure of a Riblet Short-Slot coupler employing a SIW method is illustrated 
in Figure 1.

Figure 1. The proposed structure of a Riblet Short-Slot using the SIW technique

The Riblet Short-Slot waveguide coupler is two parallel waveguides with a common 
sidewall (Haro-Baez et al., 2020; Kumar et al., 2017; Ruiz-Cruz et al., 2011, 2007). The 
waveguide’s sidewall is represented by several vias by means of the SIW technique. The 
coupler is utilized to distribute the microwave signal through the input port to the two 
outputs with 90° phase differences between the two output ports. The ports of the coupler 
in Figure 1 are denoted as an input port (P1), through port (P2), coupled port (P3), and 
isolated port (P4).

The initial dimensions of the structure in Figure 1 are obtained by determining the 
width SIW, Wsiw and Wequi, which can be determined through the mathematical Equations 
1 and 2 (Aloui et al., 2018; Khalid et al., 2017).
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Where Ssiw is the width of the Riblet Short-Slot SIW coupler, and Wequi is the waveguide 
port. Moreover, fc is the cutoff frequency for standard operating frequency, while εr, is the 
relative permittivity of the substrate. Note that the following conditions should be fulfilled 
to reduce leakage loss between vias (Wu et al., 2021):
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Where (λg-ms) is the guided wavelength of the microstrip line, (λ0) is the wavelength in free 
space, and (ɛreff) is the permittivity, which can be determined using Equation 14 (Aloui et 
al., 2018).
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(ɛreff) is the permittivity, which can be determined using Equation 14 (Aloui et al., 2018). 
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Where h is the thickness of the substrate, the designs are demonstrated at two frequency 
ranges to validate the proposed Riblet Short-Slot SIW technique (Ku-band and K-band). 
After optimization of the designs at the center frequency of 14 GHz for Ku-band and 23 
GHz for K-band, the final dimensions of the two designs are presented in Table 1.

Table 1
Optimized dimensions of both proposed Riblet Short-Slot SIW coupler

Parameters Description Dimension (mm) Ku-band Dimension (mm) K-band
D Diameter of via 0.60 0.60
P Distance between via 0.92 0.92
Wt Width transition taper 4.13 2.80
Lt Width of transition taper 7.15 5.26
Waperture Width of aperture 10.92 6.48
Wsiw Width of SIW 8.85 6.58
Wm Width of microstrip TL 1.15 1.10

DESIGN DEVELOPMENT

The SIW Coupler is designed by simulating and analyzing the standard single-row circular 
metallic via’s performance. The parameters, such as the diameter of metallic vias, the 
pitch between holes waveguide, and the multi-rows of metallic vias with basic rectangular 
waveguide structures, are studied to initiate the design of the SIW coupler. 

The structure of the circular metallic transition on the side wall is designed in layers, 
as shown in Figure 2. Furthermore, the metallic circular via position is positioned across 
from another row of via. According to analysis, a broader bandwidth is provided by the 
triple rows circular metallic via compared to a standard coupler. Additionally, using the 
suggested SIW coupler, fewer circular metallic via are produced. 

As a first step, an SIW is designed with a single row of metallic vias using an equivalent 
rectangular waveguide model. The E-field distribution is like a traditional rectangular 
waveguide. The basic waveguide coupler configuration is shown in Figure 2(a). After that, 
the vias are added in other rows to demonstrate the coupler’s performance and effect. As 
depicted in Figure 2(c), the proposed technique is triple rows of vias, illustrating that vias 
act as electric side walls to prevent radiation loss.

The magnitude of the electric field of the proposed coupler is shown in Figure 3. The 
coupling coefficient is optimized such that the sum of the coupled power at port 4 goes to 
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zero to exhibit good isolation at that port, as depicted in Figure 3(c). However, the designed 
coupler with single and dual rows is not in ideal condition, as there is a small amount of 
signal passing through port 4 (isolated), as illustrated in Figures 3(a) and 3(b).

The parametric analysis is done using an electromagnetic simulation tool to optimize 
the appropriate number of vias rows. The two rows of side wall vias function as a boundary 
to avoid leakage and to guide electromagnetic waves.

From Figure 4(a), the single rows via have a narrow operating frequency bandwidth 
from 12 GHz to 15 GHz. Correspondingly, dual rows via produce a narrow bandwidth that 
operates from 13 GHz to 17 GHz. We observed better performance with a wide bandwidth 
of reflection coefficient (S11) in triple rows via, which performed below -40 dB compared to 
dual rows via, as shown in Figure 4(a). Moreover, Figure 4(b) portrays a better performance 
of the reflection coefficient (S11), which is triple rows via (at operating frequency 20 GHz 
to 26 GHz) compared to other layers. Hence, this parametric study validates that the triple 
rows via perform good SIW coupler performance.

Figures 5(a) and (b) illustrate isolation coefficient (S41) responses for the same 
variations of rows vias. Based on the results, the parameter of triple rows vias produces the 
best performance with achieved isolation of more than -45 dB at both operating frequencies. 
At Ku-band, parameters of dual rows vias and triple rows vias show equal bandwidth 

Figure 2. Evolution structure of SIW coupler: (a) Single rows; (b) Dual rows; and (c) Triple rows

Figure 3. E-field distribution :(a) Single rows Via; (b) Dual rows Via; and (c) Triple rows Via

(a) (b) (c)

(a) (b) (c)
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performance. However, the best performance is shown by triple rows vias because the 
isolation coefficient is more than -50 dB compared to dual rows vias.

As depicted in Figures 6(a) and (b), that graphical result presents the output and 
transmission coefficient (S21) by different rows of circular metallic via. From Figure 6(a), 
the basic single rows via is shown slightly above -3 dB in contrast with dual rows via, 
which are more than -5 dB with amplitude imbalance. Additionally, as shown in Figure 
6(b), the triple rows via show a flat amplitude compared to single and dual rows vias. As 
a result, the dotted lines (green) are producing flat amplitude, and the output transmission 
coefficient (S21) is shown to be at -3 dB ±1.5 dB. Based on this result, the bandwidth of 
a coupler with triple rows vias performs higher bandwidth compared to a coupler with 
single rows vias and dual rows vias. 

Figure 4. Reflection coefficient, S11 (dB) with different rows of vias: (a) Ku-band; and (b) K-band

Figure 5. Isolation coefficient, S41 (dB) with different rows of vias: (a) Ku-band; and (b) K-band

(a) (b)

(a) (b)
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RESULTS AND DISCUSSION

The prototypes for both designs are constructed with the assistance of a Rogers RO4003c 
substrate with dielectric permittivity (εr = 3.38), thickness (h)=0.508 mm, and attenuation 
(tan θ) = 0.0027. A photograph of both fabricated couplers is displayed in Figure 7. An 
additional length of tapered microstrip transition is included to attach the SubMiniature 
version A (SMA) connectors at all ports for measurement purposes. The prototypes of 
Riblet Short-Slot SIW couplers are fabricated using a PCB machine, and the holes are 
drilled by a Computerized Numerical Control (CNC) Bungard drilling machine. Finally, 
the SIW via holes is metalized by soldering all the inserted copper wires into the via 
holes to ensure the connectivity (ohmic contact) between the conductive layers. By using 
this approach, it is validated that vias may possibly be constructed using an alternative 

Figure 6. Transmission coefficient, S21 (dB) with different rows of vias: (a) Ku-band; and (b) K-band
(a) (b)

(a) (b)

Figure 7. Photograph of the fabricated prototypes: (a) Ku-band; and (b) K-band
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method, as demonstrated in this article, without using the PCB Plated Through Hole (PTH) 
machine. The final dimensions of the fabricated prototypes are 65 mm × 37 mm and 58 
mm × 30 mm for the respective Ku-band and K-band design couplers, including the SIW 
to microstrip transition length.

The experimental results for the S-parameters performance for both designs are 
obtained through Agilent PNA-X 5245A PNA Network Analyzer. The simulated and 
measured S-parameters magnitude for the Ku-band design is illustrated in Figure 8. As 
displayed in Figure 8, the simulated and measured magnitudes of S11 and S41 are better 
than 10 dB in the whole operating frequency of Ku-band (12–18GHz). Furthermore, S21 
and S31 parameters with coupling coefficients of 3 +-1.5 dB are observed in the same 
frequency range for both simulated and measured results. Considering all these parameters, 
a relative bandwidth of 36.31% can be obtained.

There is a slight discrepancy between the proposed SIW coupler’s simulated and 
fabricated performances. A possible reason is dimensional accuracy. The microstrip 
technique must be fabricated with high precision for high-frequency applications to ensure 
that it resonates at the desired frequency. Deviations from the desired dimensions can lead 
to shifts in the resonant frequency or changes in the bandwidth of the resonant response. 
Errors in the fabrication process, such as non-uniform etching or deposition, can also impact 
the properties of the SIW and introduce additional scattering or loss.

The simulated and measured results for the K-band coupler are displayed in Figure 9, 
where the magnitude of S11 and S41 is better than 10 dB in the frequency range of 20–26 
GHz. It is observed that the simulated reflection coefficient value of port one, S11, suggests 
excellent performance with a return loss better than 68 dB at the operating frequency of 21.9 
GHz. Furthermore, a 3-dB flat coupling response represented by S21 and S31 parameters 
is observed in the same frequency range with a tolerance of 0.5 dB. Overall, a bandwidth 
of 26.32% is obtained for both simulated and measured results based on these parameters.

The phase difference between two output ports is one of the critical parts in the coupler 
designs, where the simulated and measured Ku-band coupler results are illustrated in Figure 
10. Figure 10 indicates a flat phase response with 90° ± 5° is observed within the 11.5 GHz 
to 16 GHz frequency range. Furthermore, a good response to the simulated and measured 
phase difference of 90° ± 5° for the K-band design is observed in Figure 11.   

The errors between both results are tabulated in Tables 2 and 3 for Ku-band and 
K-band, respectively, to verify the simulated and measured data. As depicted in Tables 
2 and 3, the realized magnitude and phase at the 14 GHz and 23 GHz center frequencies 
of the simulated and measured S-parameters are very close to the theoretically predicted 
values. Meanwhile, it can be observed that the computed relative mean error is very low, 
which makes the proposed design unique and has vastly improved performance. Table 4 
presents the comparison between the proposed couplers with previously published works.
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Table 2
The values simulated against the measured result of the Ku-band coupler

S-Parameters (Ku-band) S11 S21 S31 S41 S31-S21
Theory (Moscato et al., 2016) <0.1 0.5/0.355 0.5/0.355 <0.1 900±5
Simulation (SM) 0.00 0.47 0.43 0.00 89.670

Measurement (M) 0.00 0.33 0.33 0.00 87.000

Error btw SM & Theory - 0.14 0.14 - 0.37
Error btw SM & M 0.00 0.29 0.23 0.00 2.97

Table 3
Simulated against the measured result of the K-band coupler 

S-Parameters (K-band) S11 S21 S31 S41 S31-S21
Theory (Moscato et al., 2016) <0.1 0.5/0.355 0.5/0.355 <0.1 900±5
Simulation (SM) 0.01 0.45 0.44 0.01 92.380

Measurement (M) 0.06 0.37 0.38 0.01 91.100

Error btw SM & Theory - 0.10 0.12 - 2.57
Error btw SM & M 0.83 0.18 0.14 0 1.38

Table 4
Performance comparison with other works 

S-Parameters (K-band) S11@S41 (dB) S21@S31 (dB) S31-S21 Bandwidth (%)
Sabri et al., 2013 <-10 -3±0.5 dB 90˚±5˚ 11
Nasri et al., 2016 <-10 -3±0.5 dB 90˚±5˚ 20
Srivastava et al., 2015 <-10 -3±0.5dB 90˚±5˚ 12
Doghri et al., 2015 <-10 -3±0.5 dB 90˚±5˚ 24
Proposed work <-10 -3±0.5 dB 90˚±5˚ Ku-band (36)

K-band (26)

CONCLUSION

The proposed Riblet Short-Slot coupler employing SIW technology for Ku-band and 
K-band frequencies has been successfully simulated and implemented. The designs are 
performed through multiple layers of sidewall via. A wide bandwidth of 36.31% was 
obtained in the Ku-band coupler, with return loss and isolation being better than 10 dB 
and 13 dB, respectively. Moreover, a bandwidth of 26.32% has been accomplished in the 
K-band coupler with a return loss and isolation higher than 10 dB. Furthermore, the flat 
phase response of simulated and measured results for both couplers indicates a minimum 
error. The simulated and measured results mostly agree well over the intended frequency 
range.
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ABSTRACT

In order to assess the cytotoxic effects of the cryoprotectant helix Antarctic yeast-orientated 
antifreeze peptide Afp1m on normal mouse skin fibroblasts, an in vitro model was developed 
for cytotoxicity assessment. In order to evaluate the cytotoxic effects of Afp1m, the cells 
of M. dunni (Clone III8C) were subjected to various amounts of Afp1m. The cell viability 
was assessed using MTT Assay (Tetrazolium dye MTT 3-(4, 5 dimethylthiazol-2-yl)-2, 
5-10 diphenyltetrazolium bromide) against the positive control cells (Clone III8C) that 

were cultured with 10% FBS (Foetal 
Bovine Serum) using an Elisa reader and 
in medium containing various amounts 
(10, 5, 2, 1 and 0.5 mg/mL) of Afp1m, the 
control group (10% FBS) displayed varying 
survival percentages (78.86 ± 10.17%, 
88.38 ± 3.19%, 88.75 ± 7.19 %, 90.61 ± 
7.11%, 91.19 ± 4.52%, and 100.00 ± 0.0 
%) throughout 24 hr. At 72 hr of treatment, 
the cell viability scores of Afp1m at 5, 2, 1, 
and 0.5 mg/mL were significantly higher 
(p<0.05) than those of 10mg/mL, which 



2084 Pertanika J. Sci. & Technol. 32 (5): 2083 - 2093 (2024)

Muhammad Shuaib Khan, Mohd Basyaruddin Abdul Rahman, Mohd Zuki Abu Bakar, Mohammed Mustapha Noordin, 
Shakeeb Ullah, Adamu Abdul Abubakar, Saifur Rehman, Aisha Saddiqua and Loqman Mohammad Yusof

showed 86.73 ± 6.92 % viability of cells (103.9 ± 6.56 %, 104.3 ± 5.13%, 100.9 ± 1.71%, 
102.8 ± 1.24%, and 100.00 ± 0.0%). At 24, 48, and 72 hr, retarded development was 
noted in 10 mg/mL Afp1m. Development was observed, albeit more slowly than in the 
positive control and treated with lesser concentrations. The findings of this work indicate 
that Afp1m exhibits cryoprotective properties without inducing toxicity when used for the 
cryopreservation of M. dunni (Clone III8C) cells.

Keywords: Cytotoxicity, fetal bovine serum, M. dunni, non-toxic cryoprotective, subzero temperatures, α helix 

INTRODUCTION 

Previous research has indicated that Anti-Freeze proteins (AFP) have a non-toxic 
cryoprotective effect on tissues, even at high concentrations. It is attributed to their 
elevated molecular weight, solubility, and ability to be incorporated into various solutions 
(Degner et al., 2014; Hirano et al., 2008). Using AFP as a cryopreservative for cells 
and tissues in hypothermic circumstances presents an alternative to conventional liquid 
nitrogen storage, which requires extremely low temperatures. Further investigation is 
warranted to explore the potential of utilising AFPs and their separated peptides for 
cryopreservation applications in various cell types and tissues and to ascertain their 
viability for future utilisation. 

All types of cell preservation require low temperatures rather than freezing during 
storage. Effective use of cell culture technology is determined by the reproducible 
performance of particular cell lines and their continuous availability. Many laboratories rely 
on the continuous availability of various cell lines with consistent specialised properties, as 
well as a significant amount of other research resources. This can be achieved by keeping 
collections and stocks of cell cultures (Grout et al., 1990). 

Previous research has failed to find evidence of a direct interface between anti-freeze 
peptides and cell membranes. In the presence of the liposomes, neither the antifreeze 
proteins (AFPs) nor the antifreeze glycoproteins (AFGPs) could change the behaviour 
phase of the phospholipid liposomes. Furthermore, the platelet membrane and the peptide’s 
secondary structure were unaffected. Moreover, AFPs had a slighter protecting effect 
than other cryopreservatives on phospholipid systems as trans-monounsaturated or fully 
saturated lipids (Beirão et al., 2012). Cryopreservation of cells using AFP might have a wide 
range of applications for in vitro research and medical technology. It was also thought that 
AFPs were a non-toxic preservative that would not distress the cells in different solutions 
and buffers (Adler et al., 1993; Hirano et al., 2008). Due to their higher molecular weight 
could be soluble in buffer solutions (Baardsnes et al., 2001). 

It has been shown that AFP does not contain chemical tissue toxicity at higher 
concentrations of up to 40 mg/mL. If used in the buffer solution, it is a non-toxic 
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cryopreservative that will not disturb the cells and tissue. Due to its higher molecular 
weight, AFP is soluble in buffer solutions (Degner et al., 2014; Hirano et al., 2008).  

The utilisation of Antifreeze peptide (Afp1m) involves the application of a compact 
peptide that imitates the biological functionality exhibited by the parent Antifreeze Proteins 
(AFPs). The Afp1m protein is constructed using a sequence of 25 amino acids derived 
from the helix-1 of the helix sections found in Glaciozyma Antarctica. This sequence is 
modified by introducing specific substitutions. The modifications made to the sequence were 
implemented to facilitate the creation of helix structures by introducing salt bridges into the 
peptide sequence. Due to these alterations, Afp1m is expected to form a more stable helix 
structure than the other isolated peptides. Therefore, it is thought to have higher antifreeze 
activity (Shah et al., 2012). Afp1m may be useful in the future as a quality storage media 
of the cells and tissue at low-temperature preservation conditions and can keep the tissue 
without freezing damage at very low temperatures. 

The exact molecular mechanism of action of Afp1m needs to be clearly understood. 
This study was designed to investigate the interactions of Afp1m in cryomedia and ice 
crystal effects on post-cryopreservation cell viability. The objectives of this study were to 
estimate the cytotoxicity level of Afp1m in growing M. dunni (Clone III8C) cells at 37°C 
for 24, 48 and 72 hr.

MATERIALS AND METHODS

All cell culture M. dunni (Clone III8C) incubations took place in a 37°C incubator with 5% CO2 
and standard humidity (95%) (Figure 1). Prospectively used solutions were pre-warmed at room 
temperature before being applied to the cells. M. dunni (Clone III8C) (ATCC® CRL-2017™) 
was purchased from ATCC. M.dunni Clone IIIC8 was derived from the dermal layer of the skin 

Figure 1. Morphology of normal mouse epidermis 
fibroblasts M.dunni Clone1118C (Scale bar = 100 
µm × 10)

of a normal female mouse (Mus dunni). These 
cells resembled fibroblasts. These cells lack 
most endogenous murine leukaemia virus-
linked sequences. The confluent culture of   
M. dunni (Clone III8C) remains more firmly 
attached in a growing medium composed of 
RPMI 1640 or DMEM + 10% of FBS during 
the assays. These cells are mainly resistant to 
the infections. The base medium used for this 
cell line was McCoy’s 5A Medium Modified 
(ATCC-formulated). Fetal bovine serum 
(FBS) at a concentration of 10% was added 
to the base medium to modify McCoy’s 5A 
Medium (Weng & Hsu, 2008).
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Normal mouse skin fibroblasts (M.dunni Clone1118C) employed in an in vitro 
cryopreservation experiment for the protein Afp1m showed the following morphology.

Subculture Procedure

A cryovial of M. dunni (Clone III8C) cells was rapidly thawed by gentle spinning in 
the 37°C water bath. The cap and the O-rings of the cryovial were kept out on the water 
surface to reduce the risk of contamination. The cryovial was disinfected by spraying with 
70% ethanol in the biohazard safety cabinet type II. The cell suspension of M. dunni cells 
was transferred from the cryovial into a 15 mL conical tube containing 10 mL of ATCC-
formulated McCoy’s 5A Medium supplemented with 10% fetal bovine serum (FBS). 
Cells were pelleted using a centrifuge at 200 × g for 5 minutes at room temperature. After 
pelleting, the supernatant was removed, and cells were resuspended in 5 to 10 mL McCoy’s 
5A Medium, 10% FBS supplemented and transferred into a 25 cm2 tissue culture flask 
(T25) by adding 5 mL of McCoy’s 5A medium. Suspension was transferred to tissue culture 
flasks and vented caps. The flask was incubated in a 37°C incubator with 5% CO2. Cells 
were monitored daily or every other day up to the time until they reached 90% confluence. 
Media was changed every 3 days until the cells reached 80%–90% confluence and were 
passed into the new flasks (Freshney, 2005; Ho et al., 2012).

Maintenance of Cell Culture

M. dunni (Clone III8C) cells stopped growing and started to die after they reached 
confluence; therefore, it was extremely important to monitor cells and subculture them 
until they reached confluent monolayers. Actively grown cells usually double roughly in 
numbers every 24 (Chen & Okayama, 1987). The frequency of cell passaging, often ranging 
from 2 to 3 times each week, is contingent upon the initial quantity of cells planted in the 
flask as well as the size of the flask.

The growth medium was removed from a confluent monolayer of M. dunni (Clone 
III8C) cells. Cells were washed twice with 5 mL of Phosphate-Buffered Saline (PBS) to 
remove serum containing trypsin inhibitors. 5 mL of 1× trypsin-EDTA was added, and 
the cells were incubated at 37°C for 2 to 3 minutes until they started to detach from the 
surface of the flask.

Moderate shaking and tapping of the flask were performed on the flask surface to help 
the cells detach from the flask. McCoy’s 5A Medium (5 mL) was added with 10% FBS to 
inactivate the trypsin-EDTA. The cell suspension was pipetted up and down to break up 
any clump of cells. Cells with media were removed from the flask, transferred to a sterile 
15 mL falcon tube, and then centrifuged at 200 × g at room temperature for 5 minutes. The 
supernatant was removed, and cells were resuspended in 10 mL McCoy’s 5A Medium with 
10% FBS. The desired dilution of cells in 12 to 20 mL of McCoy’s 5A Medium with 10% 
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FBS was added to 75 cm2 cell culture flasks with vented caps. Cells were monitored daily 
or every alternate day. Media was changed after every 3 to 4 days. When cells reached 
80%–90% of the confluent monolayer level, by repeating this protocol, cells were passaged 
again (Ammerman et al., 2008).

Cytotoxicity Determination

M. dunni (Clone III8C) cells suspended in McCoy’s 5A medium, which was modified 
with 10% FBS, cells were plated before treatment. About 1 x 105 cells/mL were seeded in 
the 96-well titration plate (Becton Dickinson, USA), and the plate was kept at 37 °C with 
a 5% CO2 incubator for 24 h. On the following day, the cells were treated with different 
Afp1m concentrations. The old medium was removed, and the sub-diluted extracts were 
then transferred into a 96-well titer plate using sterile pipette tips. The concentrations of 
both types of cells were determined using a haemocytometer. The cells were suspended 
in supplemented McCoy’s 5A medium, containing the different concentrations of Afp1m 
and 10 mg/mL. 

A 4 mg/mL was prepared and then diluted by serial dilution in 96-well microtitration 
plates to achieve the required concentration of a 20 mg/mL stock solution. The titration 
plate was placed for incubation at 37°C with 5% CO2 for 24, 48 and 72 h. Cells were 
suspended in a growth medium containing McCoy’s 5A supplemented with 10% FBS for 
positive control. 

After 24, 48 and 72 hr incubation at 37°C with 5% CO2, MTT reagent (20 μL) was added 
to each well, and the plate was incubated for 3 hr in an incubator at 37°C with 5% CO2. The 
generated purple formazan was dissolved by adding 150 μL of dimethyl sulfoxide (DMSO) 
in a dark environment at room temperature. The solution was then agitated on an orbital 
shaker for approximately 15 minutes. The absorption measurement was conducted using a 
microplate reader, with the recorded values at 570 mM and a reference value at 630 mM.

The trials were conducted in triplicate, resulting in three sets of data. After the incubation 
period, the fraction of survived cells was determined relative to the untreated cell population 
by the MTT assay. The data were analysed using Graph Pad Prism Version 9, which showed 
the graph of viability percentages after cytotoxicity tests and cryopreservation.

Statistical Analysis

The dose-response of each concentration, temperature and period was determined from 
those summarised and presented by bar graphs with a mean (±) standard deviation after 
analysing data as depicted in Figures 2 to 5. The score data were evaluated parametrically 
using one-way ANOVA and two-way ANOVA tests. The multiple comparison tests of 
Sidak and Tukey were conducted, and statistical significance was determined based on 
the observed p-value (p< 0.05) (Parvaneh et al., 2017).
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RESULTS

Cytotoxicity Determination

This study employed the MTT test to evaluate the cytotoxic effects of Afp1m on M. dunni 
(Clone III8C) cells. The cells were cultured with Afp1m in a 37°C incubator with 5% CO2, 
and the percentage of viable cells was assessed at various time intervals (24, 48, and 72 hr).

Figure 2. Cell viability for different concentrations 
of Afp1m incubated for 24 hr at 37°C (A statistically 
significant difference (p<0.01) was discovered using 
a one-way analysis of variance (ANOVA) when 
examining the percentage of reported viable cells 
following an incubation time of 24 hours at 37°C 
with 5% CO2)

A fp 1 m  c o n c e n tra t io n s

ce
ll 

vi
ab

ili
ty

 %

1 0m
g

5m
g

2m
g

1m
g

0 .5
m

g
P C

0

5 0

1 0 0

1 5 0

1 0 %  F B S

0 .5 m g /m l

1 m g /m l

2 m g /m l

5 m g /m l

1 0 m g /m l

*

Figure 3. Cell viability for different concentrations 
of Afp1m incubated for 48 hr at 37°C (Following a 
48-hour incubation period at 37 degrees Celsius and 
5% carbon dioxide, a One-way Analysis of Variation 
(ANOVA) was performed. The results showed a 
statistically significant difference (p 0.01) in the 
percentage of cell survival.)

A fp 1 m  c o n c e n tra t io n s

ce
ll 

vi
ab

ili
ty

 %

1 0m
g

5m
g

2m
g

1m
g

0 .5
m

g
P C

0

5 0

1 0 0

1 5 0
1 0 m g /m l

5 m g /m l

2 m g /m l

1 m g /m l

0 .5 m g /m l

1 0 %  F B S

*

A fp 1 m  c o n c e n tra t io n s

ce
ll 

vi
ab

ili
ty

 %

1 0 m g
5 m g

2 m g
1 m g

0 .5 m g P C
0

5 0

1 0 0

1 5 0

1 0 %  F B S

0 .5 m g /m l

1 m g /m l

2 m g /m l

5 m g /m l

1 0 m g /m l

*

A fp 1 m  c o n c e n tra t io n s

ce
ll 

vi
ab

ili
ty

 %

1 0 m
g

5 m
g

2 m
g

1 m
g

0 .5 m
g

P C
0

5 0

1 0 0

1 5 0

1 0 %  F B S

0 .5 m g /m l

1 m g /m l

2 m g /m l

5 m g /m l

1 0 m g /m l

*

Cytotoxicity After 24 hr Treatment with 
Afp1m at 37°C (Cell Viability %)

The % values of live cells following 24 hr 
of treatment with different concentrations of 
Afp1m, i.e. 10, 5, 2, 1 and 0.5 mg/mL with 
positive and negative controls were 78.86 
± 10.17%, 88.38 ± 3.19%, 88.75 ± 7.19%, 
90.61 ± 7.11%, 91.19 ± 4.52%, and 100.00 
± 0.0%, respectively. 

O n e - w a y  A N O VA o b s e r v e d  a 
significant difference (p<0.01) among 
different concentrations following 24 hr 
treatment at 37°C (Figure 2). There was a 
significant difference (p<0.05) between 10 
mg/mL and all lower concentrations, i.e. 5, 
2, 1, 0.5 mg/mL and control percentages. A 
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significant difference (p<0.05) was observed 
between the control and 5, 2, 1 and 0.5 mg/
mL percentages. There was no significant 
difference (p>0.05) between 5 mg/mL and 
lower concentrations.

Cytotoxicity Following a 48-hour Afp1m 
Therapy at 37°C (Cell Viability %)

The % of live cells following 48 hr of 
treatment with different concentrations of 
Afp1m with positive and negative controls 
were 83.37 ± 8.74%, 97.46 ± 1.71%, 95.80 
± 6.24%, 94.2 ± 4.81%, 95.29 ± 5.53%, and 
100.00 ± 0.0%, respectively. A significant 
(p<0.01) difference was observed between 
different concentrations at 48 hr.
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Cell viability in 10 mg/mL was significantly lower (p<0.01) than all lower 
concentrations, i.e. 5, 2, 1, and 0.5 mg/mL with control percentages. There was no 
significant difference (p>0.05) between 5 mg/mL and lower concentrations, i.e. 2, 1 and 
0.5 mg/mL with control percentage (Figure 3).

Cytotoxicity Following a 72-hour Afp1m Therapy at 37°C (Cell Viability %)

The % of live cells following 72 hr of treatment with different concentrations of Afp1m, 
i.e. 10, 5 ,2 ,1 and 0.5 mg/mL with positive and negative controls were 86.73 ± 6.92%, 
103.9 ± 6.56%, 104.3 ± 5.13%, 100.9 
± 1.71%, 102.8 ± 1.24%, and 100.00 ± 
0.0%, respectively. One-way ANOVA 
suggests a significant difference (p<0.01) 
between different concentrations at a 72 hr 
time point. Tukey’s multiple comparison 
tests revealed a noteworthy distinction 
(p<0.01) between 10 mg/mL and all lower 
concentrations, i.e. 5, 2, 1, 0.5 mg/mL 
and control percentages. There was no 
significant difference (p>0.05) between 5 
mg/mL and lower concentrations of 2, 1 
and 0.5 mg/mL with control percentage 
(Figure 4).

Cytotoxicity Comparisons Between 
Different Afp1m Concentrations at 72 
hr (Cell Viability %)

One-way ANOVA showed a significant 
difference (p <0.01) between 24, 48 and 72 
hr of cell viability percentages. Multiple 
comparison tests depicted a significant 
difference at 24 and 48 hr, 24 and 72 hr, and 
48 and 72 hr. Cell number was significantly 
increased from 24 to 48 hr and 48 to 72 hr 
(Figure 5).

Afp1m Concentration 10 mg/mL

A statistically significant variation (p<0.01) 
was seen in the viability of cell percentages 

 Figure 4. Cell viability for different concentrations 
of Afp1m incubated for 72 hr at 37°C
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Figure 5. The viability of cells at 37°C for different 
amounts of Afp1m at different times
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between the time points of 24 and 72 hrs. No statistically significant difference (p>0.05) 
was seen between the 24-hour and 48-hour time points. At the same time, a significant 
difference (p<0.05) was also observed between 48 and 72 hr (Figure 5).

Afp1m Concentration 5 mg/mL

At a dosage of 5 mg/mL, there was a statistically significant difference (p <0.01) in 
cell viability percentages between the 24 and 48-hour and 24- and 72-hour time points. 
Furthermore, after 48 and 72 hr, a statistically significant difference was seen (p <0.05) 
(Figure 5).

Afp1m Concentration 2 mg/mL

The proportion of cells that survived between the time points of 24 and 48 hr, as well as 
between 48 and 72 hr, showed statistically significant differences (p 0.05) at a dose of 2 
mg/mL. Furthermore, a highly significant (p 0.01) difference was discovered between the 
48- and 72-hour intervals (Figure 5).

Afp1m Concentration 1 mg/mL

No significant difference (p>0.05) was observed in cell viability percentages at 1 mg/
mL at 24 h. In contrast, a significant difference was observed in cell viability percentages 
between 1 mg/mL between 48 and 72 h, while a high significant difference (p<0.01) was 
also observed between 24 and 72 hr (Figure 5).

Afp1m Concentration 0.5 mg/mL

No statistically significant differences (p>0.05) were found in the cell viability percentages 
at a concentration of 0.5 mg/mL between the time points of 24 and 48 hr, as well as between 
48 and 72 hr. On the other hand, a highly significant difference was seen at the time points 
of 24 and 72 hr (p < 0.01) (Figure 5).

DISCUSSION 

Different Afp1m treated cells showed different survival percentages after growing the 
cells in media containing different Afp1m concentrations at 37°C with 0.05% CO2. The 
percentage of cell viability in different concentrations, i.e. 10 mg/mL, was increased 
from 78.86% to 86.73%, 5 mg/mL (from 88.38% to 103.9%), 2 mg/mL (from 88.75% to 
104.3%), 1 mg/mL (90.61% to 100.9%), and 0.5 mg/mL (from 91.19% to 102.8%). At 
the 72-hour mark of treatment, the concentrations of Afp1m at 2 and 5 mg/mL showed 
notable differences, surpassing the scores obtained by the concentrations of 1 mg/mL and 
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0.5 mg/mL. Impaired growth was found in the 10 mg/mL AFP solution at 24, 48, and 72 
hr. The growth rate of the samples treated with a concentration of 10 mg/mL was slower 
than that of those treated with lower concentrations.

These results were in partial agreement with the studies in which it was mentioned 
that protective effects may be narrowed at higher Afp1m concentrations and were in 
agreement with the study that the maximum concentration of AFP1 may produce damage 
to cryopreserved tissue (Chao et al., 1996). These findings also align with a study by Liu 
et al. (2007), which used human liver and kidney cells treated with AFGP8 and produced 
different results. The study showed that a higher concentration of more than 2 mg/mL 
AFGP8 showed higher toxicity, subsequently 20 hr of incubation at 37°C (Liu et al., 
2007). Findings also showed similarity to the study where the cryoprotectant like DMSO 
was the most toxic of the cryoprotectant to zebra fish blastomeres when exposed at room 
temperature (Ritar, 1999). These results agree with previous findings where an anti-freeze 
peptide from Pleuronectes americanus was successfully used as a cryoprotectant at 37°C. 
They gave 50% viability when Vero cells were grown with different concentrations of 
Afp1m from P. americanus (Migliolo et al., 2012).

Previous studies reported using anti-freeze glycopeptides as cryoprotectants 
characteristically worked at concentrations greater than 10 mg/mL. One of these reports 
designated the cytotoxicity in spinach thylakoid membranes (Biggs et al., 2017; Hincha 
et al., 1993; Sun et al., 2022). In this study, Afp1m has been mentioned to be a good 
vitrification agent that protects cells and enhances growth at subzero temperatures and lower 
temperatures like 0°C and in fresh cell suspensions (Bang et al., 2013; Katkov et al., 2012). 

CONCLUSION

The finding of the current study revealed that cryopreservation with Afp1m was safe. 
Cryopreservation of cells with the Afp1m concentration like 10 mg/mL and above and 
very low concentrations like 2 mg/mL and 1 mg/mL may need further studies to confirm 
the effects of peptide on the cell morphology. Using damage-specific N-glycosylases will 
help researchers assess the various types and amounts of damage. It will allow researchers 
to compare the role of numerous DNA repair pathways in DNA damage caused by tissue 
cryopreservation. Therefore, the use of Afp1m in the cryopreservation of cells and tissue 
should be further investigated.
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ABSTRACT

In this study, rigid polyurethane foams (RPUF) were successfully modified using 30 wt.% 
aluminium hydroxides (ATH), 1.0 pphp silicone surfactant, and different concentrations 
of graphene, using a one-shot one-step foaming method. This study aims to improve the 
compressive strength, flame retardancy, and thermal properties of RPUF by creating a 
synergistic effect between ATH and graphene in fire-retardant RPUF hybrid composites. The 
effects of a fixed amount of ATH and silicone surfactant and various loadings of graphene 
on RPUF were investigated. The results show that 0.5 wt.% graphene loading confers the 
best compression performance on the hybrid composite. Their compressive strength value 
of 12.58 KPa was higher than virgin RPUF (4.07 KPa) and RPUF/ATH (9.89 KPa). FTIR 
confirmed the functional groups in the virgin RPUF but could not identify new functional 
groups in most modified composites. The smallest amount of graphene addition (0.5 
wt.%) produced a more stable hybrid composite structure. At 3.0 wt.% graphene addition, 

the maximum decomposition temperature 
of the RPUF/ATH hybrid composite was 
recorded (539oC), which was enhanced by 
50% compared to virgin RPUF (296oC), 
and the highest char residue of 17.46% was 
observed. The incorporation of graphene 
enhanced the thermal firmness of the 
hybrid composite. The study also revealed 
an enhancement in the fire resistance of 
the hybrid composite. The LOI and UL-94 
results showed that incorporating 3.0 wt.% 
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enables increased LOI value and V-0 classification compared to virgin samples. This hybrid 
composite can be used in high-performance building insulation applications.

Keywords: Aluminium hydroxides (ATH), fire behaviour, flammability, graphene, hybrid flame retardant, 
rigid polyurethane foam 

INTRODUCTION

Owing to their durability and versatility, polyurethanes (PU) are in high demand in the 
fields of construction, automobiles, and refrigeration for thermal insulation (Dhaliwal et 
al., 2020; Kavšek et al., 2022; Liu & Hu, 2020). Polyurethane foam is the most common 
application of PUs in the central consumer segment (Shoaib et al., 2014). According to 
studies by Eaves (2004) and Titow (2001), polyurethane (PU) still accounts for 67% of the 
global foam market, ahead of polyvinyl chloride (PVC) and polystyrene (PS) (Muhammed 
et al., 2023). PU foam is divided into rigid and flexible categories based on its intended 
use. Each category differs in the functionality and polyol type used for synthesis (Baguian 
et al., 2021; Shoaib et al., 2014).

Among the listed categories, rigid polyurethane foam (RPUF) has been more widely 
studied because of its superior application ranges in transportation (Tiuc et al., 2019), sealants 
(Eling et al., 2020), insulation materials (Srihanum et al., 2022; Tiuc et al., 2022), packaging 
(Jonjaroen et al., 2020), and construction (Ju et al., 2020; Lorusso et al., 2017), among 
others. RPUF is used as a structural material owing to its lightweight, excellent strength-to-
weight ratio, and capacity to absorb energy (Alis et al., 2019; Kumar & Kaur, 2017). RPUFs 
are produced with a higher isocyanate (NCO) content, which increases the hard segment 
composition of the system. They are highly crosslinked three-dimensional polymers with 
closed-cell structures, low thermal conductivities, high compression strengths, and low 
densities. These attributes are attributed to their high porosity, strength-to-weight ratio, and 
low moisture permeability (Chen et al., 2014; Kerche et al., 2020). Similar to other PU foams, 
the properties of RPUF can be easily modified by incorporating inorganic hydroxide fillers 
and nanoparticles into the polymer matrix to produce composites with superior mechanical 
and thermal performance (Mohamad et al., 2021; Peng et al., 2019; Sałasińska et al., 2021).

Traditional inorganic hydroxide fillers, such as magnesium hydroxide, aluminium 
hydroxide (ATH), and layered double hydroxides, are non-toxic and ecologically friendly. 
They are commonly used as reinforcing materials in a polymer matrix to enhance their 
mechanical, thermal, and flammability properties (Pang et al., 2019; Rocha et al., 2021; 
Wang et al., 2017). ATH, in particular, is a popular choice owing to its chemical inertness, 
ease of handling, odourless, low cost, and non-volatility. When composites filled with ATH 
are heated and burned, they absorb heat. It leads to a uniform distribution of absorbed heat 
within the ATH particles, thereby reducing the heating rate of the composite (Cheng et 
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al., 2014; Modesti et al., 2002). On the other hand, nanoparticle fillers like graphene are 
used in smaller quantities compared to traditional particles, which has little impact on the 
PU foaming process. The dispersion of the filler in the matrix played a significant role in 
the reinforcement effect. Graphene is well-known for its excellent mechanical properties, 
including a fracture strength of 125 GPa, high Young’s modulus of 1.1 TPa (Lee et al., 
2008), and an ideal specific surface area of 2630 m2/g (Stoller et al., 2008).

Despite its unique properties, RPUF has significant limitations, including ease 
of ignition, high flammability, low mechanical strength, and low thermal stability. 
Additionally, their low dimensional stability creates problems in insulation (Liu et al., 
2016; Srihanum et al., 2022). RPUF is a flammable polymer. In a fire outbreak, foams 
release a large amount of heat and toxic gases such as carbon monoxide and hydrogen 
cyanide (Chen et al., 2018). Previous studies have shown that incorporating more than 
one type of flame retardant (FR) (such as organic and inorganic FR) into polymer foam 
can significantly enhance the mechanical, thermal, and flammability properties of foam 
composites (Feng et al., 2016; Huang et al., 2020). Członka et al. (2021) reported the 
effect of montmorillonite (MMT)-modified sage filler on the mechanical and thermal 
properties of RPUF composites. The results showed that modifying salvia (SO) filler with 
MMT improved the interphase compatibility between the filler surface and PUR matrix. 
This modification also results in RPUF composites with improved compressive strength, 
thermal stability, and flame retardancy.

Wang et al. (2018) used magnesium hydroxide (MH) nanosheets to create core-
shell expandable graphite (EG) flame-retardant fragments using a hetero-coagulation 
technique. Thus, the storage modulus and cell structure of RPUF-EG@MH were 
enhanced. The MH nanosheet shell successfully increased the foam’s limiting oxygen 
index (LOI), and the interface adhesion between the expandable graphite (EG) and the 
matrix was improved. Pen et al. (2019) compared the effects of MH and ATH on the 
combustion resistance, compressive stress, and cell structure of RPUF. They found that 
ATH performed better than MH-modified RPUF composites because the RPUF/ATH 
composite had larger cells, higher maximum compressive stress, and an optimal LOI 
value. Various studies have compared the effects of graphene and its derivatives on the 
properties of polymer foam composites. In a recent survey by Thiyagu et al. (2021), 
different amounts of graphene were incorporated into polyurethane foam, and the thermal 
stability and morphology of the composites were investigated. The SEM results confirmed 
that graphene was evenly dispersed in the PU matrix, and its incorporation increased the 
thermal stability of the foam composites. Based on the results of Yao et al. (2020), the 
addition of flexible graphene sheets enhanced the flexibility, fire behaviour, and thermal 
degradation temperature of PU composites.

Several studies have been conducted on the influence of dual fillers and nanofillers on the 
preparation and properties of rigid polyurethane foams. Sałasińska et al. (2021) developed a 
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dual non-halogen flame retardants (FRs) system using graphene-oxide (GO) and histidine for 
rigid PU foam to reduce smoke emissions and enhance its fire retardancy. Liu et al. (2021) 
examined the impact of different concentrations of GO-hollow glass microspheres on the 
morphology, density, and compressive properties of RPUF. Liu et al. (2020) summarised the 
improvements in the thermal stability and fire safety of RPUF attributed to the synergistic 
relationship between expandable graphite and phosphorus/nitrogen compounds. A summary 
of previous studies on the flame-retardant behaviour of RPUF is presented in Table 1.

This study aims to address the existing research gap by investigating and comparing 
the morphology, compressive strength, and thermal and flammability properties of a hybrid 
composite system utilising aluminium hydroxide (ATH) and graphene as reinforcing fillers 
in rigid polyurethane foam (RPUF). To the best of our knowledge, no previous studies have 
explored the performance of hybrid ATH/graphene fillers in RPUF composite systems, 
specifically in terms of their morphology, compressive strength, flammability, and thermal 
properties. In addition, we incorporated a silicone surfactant into the RPUF formulation 
to control the cell size of the rigid foam and reduce its surface tension. Therefore, this 

Table 1
Summarises past and recent literature on the flame-retardant behaviour of RPUF

Paper Title/Focus Contribution Reference
Fire behaviour of PU foam with non-
halogen fire retardants (histidine/
modified graphene oxide) system

The authors obtained a reduction in the total heat 
release rate, heat release rate, maximum average 
rate of heat emission, total heat release (THR) and 
total smoke release for modified RPUF.

 Sałasińska et 
al., 2021

Preparation and evaluation of RPUF 
flame retardant (functionalised 
graphene oxide)

3 wt.% functionalised GO enhanced the flame 
retardancy of the foam: reduction in peak heat 
release rate (PHRR) by 25% and total smoke 
production by 15% compared to pure RPUF.

Zhou et al., 
2023

Incorporation of multiple inorganic 
fillers as viable synergistic agents for 
enhancing the flame retardancy of 
intumescent flame retardant (IFR)

RPU/IFR had a good performance, with a low 
PHRR of 82.12 kW/m2, THR of 15.15 MJ/m2, 
and a high LOI value of 36% compared to the 
untreated sample.

Lee et al., 2022

Flammability properties of novel IFR 
(APP/sepiolite/melamine) in RPUF

The composite's limiting oxygen index (LOI) 
value increased to 23.20% compared to 17.0% 
for pure RPUF. The V-0 rating was obtained for 
RPUF/IFR 16 phr in the UL-94 test. The lowest 
after-flame time after ignition (21.4 s) was 
obtained at this formulation compared to other 
samples.

Mohammad et 
al., 2021

RPUF was prepared and reinforced 
by incorporating hydrolysed keratin 
(HK) to enhance foam smoke 
suppression and flame retardancy.

The addition of HK improved the LOI and PHRR 
of the foam, but the THR of the modified foam 
decreased. The HRR of foam/HK5 was reduced 
by 28.8 kW/m2 compared with pure foam, and the 
THR of foam/HK5 is 0.74 MJ/m2 lower than the 
untreated foam. HK5 wt.% had the most obvious 
smoke suppression effect

Zhang et al., 
2023
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study investigates and compares the performance of RPUF-based composites using 
pure RPUF and ATH/graphene/silicone surfactant hybrid filler systems. This manuscript 
presents experimental findings regarding the developed composites’ structure, morphology, 
compressive strength, flammability, and thermal properties. The results provide valuable 
insights into the potential of a hybrid filler system for enhancing the properties of RPUF 
and contribute to the advancement of materials with improved performance characteristics.

MATERIALS AND METHODS

Materials 

This study prepared a flame-retardant rigid polyurethane foam by incorporating a hybrid 
ATH/graphene. The experiment employed polyol (4500 series), consisting of Part A (with 
a hydroxyl number of approximately 400–455 mg KOH/g) and Part B. Part A of the 
formulation has been enhanced with several additional substances, including a catalyst, 
specifically benzyl-dimethylamine, present at a concentration of 1%. Furthermore, a 
blowing agent, namely 1,1-dichloro-1-fluroethane, has been inserted at a concentration 
of 20%. Finally, a crosslinker, tetramethyl hexamethylenediamine, has been introduced 
at a concentration of 0.1%. Part B refers to a polymeric diphenylmethane diisocyanate 
compound, commonly known as P-MDI. Wee Tee Tong Chemicals Pte Ltd., a Malaysia-
based company, manufactures Polyol and P-MDI. The foam stabiliser employed in this 
study was Niax Silicone L-5440, manufactured by Momentive Performance in the United 
States. Odourless, white, powdered Al (OH)3 (purchased from Merck KGaA, Germany) 
and graphene sourced from Soochow Hengqiu Technology were used as flame retardants.

Preparation of Rigid Polyurethane Foam and Composites

Virgin RPUF and ATH/graphene/RPUF foams were prepared in our laboratory using a 
one-shot, one-stop foaming method. The RPUF and RPUF hybrid composite samples 
were synthesised in a plastic container. The amounts of ATH and silicone surfactant in the 
formulations were kept constant at 30 wt.% and 1.0 pphp, respectively, while the graphene 
content was varied at three different concentrations of 0.5, 2.5, and 3.0 wt.%. First, ATH, 
graphene, and the silicone surfactant were added to a beaker containing polyol (Part A). The 
initial mixture was agitated at a rotational speed of 500 revolutions per minute (RPM) for 
five min using a mechanical stirring device to achieve a uniform and consistent solution. 
After the flame retardants were completely wetted and dispersed in the mixture, diisocyanate 
(Part B) was added to the pre-mixed solution with continuous stirring for a few seconds. 
The ratio of parts A and B was maintained at 1:1. Subsequently, the resulting mixture was 
poured into a stainless-steel mould to facilitate the creaming and self-rising processes. The 
modified foams were cured for 24 h at ambient temperature before being cut into samples 
for analysis. Table 2 shows the formulations of the RPUF and RPUF composites.
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Table 2
The formulations of RPUF and hybrid RPUF composites

Sample Code P-DMI (g) Polyol (g) ATH (wt.%) Graphene (pphp)*
RPUF 50 50 0 0
RPUF/A 50 50 30 0
RPUF/A/GNP 50 50 30 0.5
RPUF/A/GNP 50 50 30 2.5
RPUF/A/GNP 50 50 30 3.0

Note. *(pphp): Parts per hundred polyols in weight

Characterisation of Specimens

The morphological analysis consisted of field emission scanning electron microscopy 
(FESEM). Field emission scanning electron microscopy (FESEM) was used to examine 
the spatial arrangement of graphene and aluminium trihydrate (ATH) within a rigid 
polyurethane (PU) foam. Furthermore, it was necessary to investigate the distribution of 
closed and open cells within the foam samples to analyse the surface morphology of the 
samples and examine the foam structure. The SEM used was a Hitachi Japan Tabletop 
Microscope 3000 model. RPUF/ATH was evaluated using scanning electron microscopy 
(SEM), and further analysis of the FESEM images was performed using the Zeiss Ks300 
imaging system software (3.0 release). Initially, the internal surfaces of the specimens were 
coated with an auto fine coating to facilitate observation and prevent electrical charge. 
Subsequently, a thin layer of platinum was applied, and an operating voltage of 2 kilovolts 
(2 kV) was employed.

For the compressive strength test, the foams were cut to dimensions of 50 × 50 × 30 mm³ 
(width × length × thickness). The test was conducted using a Zwick/Roll Proline Universal 
Testing Machine from (Ulm, Germany) at room temperature, following the ASTM D 1621-
1 standard method. The rise direction of the RPUF was marked, and a crosshead speed 
rate of 5 mm/min was used. A load cell size was applied until the compressed foam stress 
reached 10% strain. The strengths of six specimens per sample were measured, and the 
average of these values was reported.

Fourier Transform Infrared (FTIR) spectroscopy was conducted to determine the 
presence of specific functional groups in the rigid polyurethane (PU) samples, including 
urethane linkages and carbonyl groups. The modified samples were also analysed to 
identify their functional groups. The scanning rate was set from 4000 cm⁻¹ to 500 cm⁻¹. 
A Nicolet iS10 smart modal was used to scan the samples, and the obtained absorption 
spectra were analysed.

Thermogravimetric analysis (TGA, Q500 V20) was performed to analyse the thermal 
degradation of the samples. The weight decreases of the samples were measured at different 
temperatures. Approximately 6.4770 mg of each sample was carefully placed in a platinum 
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container. The analysis involved subjecting the samples to a temperature range of 28 
–700°C, with a heating rate of 10°C/min, in the presence of nitrogen gas at a constant flow 
rate of 100 ml/min. The rate of mass change or weight loss of each sample was carefully 
measured and recorded throughout the experiment.

The LOI (Limiting Oxygen Index) test was conducted by preparing seven samples for 
each formulation. Following the specifications outlined in ASTM D2863-97, the minimum 
burning duration was estimated to be three min. The samples used in the experiment were 
100 mm long, 12.5 mm wide, and 12.5 mm thick. The samples were positioned vertically in 
a clear chimney, and the oxygen and nitrogen flow regulation was carefully controlled. The 
test was conducted multiple times by varying the oxygen and nitrogen levels to determine 
the minimal oxygen concentration required for the sample to undergo combustion within 
three minutes. The LOI of each formulation was assessed by averaging the results of the 
seven samples.

The flame retardancy of the RPUF/ATH/graphene composites was tested using the 
Underwriter Laboratories vertical burning test, UL94-V, following the ASTM D 3801-10 
standard. The vertical height of the flame during the combustion was 20 mm. Seven samples 
were prepared for testing, each with dimensions of (130 × 10 × 10) mm³. The samples 
were then exposed to a flame emitted by the burner for 10 s. The duration for which the 
flame remained active without external intervention was measured, and the combustion 
characteristics, including the occurrence of dripping, were carefully monitored. Seven 
samples for each formulation were tested, and the burning rate was determined using the 
equation V = 60 L/t, where L represents the average length (mm), and t represents the 
average time (s).

RESULTS AND DISCUSSION

Morphology of RPUF and Hybrid RPUF Composites

Scanning electron microscopy (SEM) was used to analyse the compositions and internal 
structure of RPUF (Rigid Polyurethane Foam) composites. A hybrid composite system 
was created by incorporating a 30 wt.% ATH, 1.0 pphp silicone surfactant, and three 
different concentrations of graphene (0.5, 2.5, and 3.0 wt.%). Figure 1 illustrates the 
internal structure of the RPUF/ATH composites and the RPUF hybrid composites 
containing ATH and graphene as hybrid fillers. A surfactant prevents foam collapse by 
preventing the build-up of gases produced by blowing agents (Baferani et al., 2018). In 
general, the RPUF hybrid composite exhibited smaller cell sizes than the RPUF/ATH 
composites, attributed to the nucleation effect of graphene, which produces more bubbles 
and denser cells. Previous studies have shown that nanoparticles, such as graphene, act 
as nucleation points, leading to a larger number of cells and, consequently, a smaller 
cell size (Lorusso et al., 2017).
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At a graphene concentration of 0.5 wt.%, the RPUF hybrid composite demonstrates a 
more stable cell structure with fewer broken cells [Figure 1(b)]. However, as the graphene 
content was increased to 2.5 wt.% [Figure 1(c)], the internal space becomes compact, and 
noticeably broken cells are observed. It can be attributed to the presence of graphene, which 
incorporates rigid particles and hinders the formation and expansion of bubbles during the 
foaming, leading to further deterioration of the foam structure at higher concentrations 
(Zhang et al., 2021). Furthermore, an increase in the quantity of graphene resulted in non-
uniform cell sizes in the RPUF hybrid composites, as shown in Figures 1(b), 1(c) and 1(d). 
As the graphene content exceeds 0.5 wt.%, the cell structure collapses rapidly. The research 
suggests that adding 2.5 to 3.0 wt.% of graphene to RPUF leads to smaller cell growth, 
but a significant portion of cells collapse, resulting in a disorganised cellular structure. 
However, the SEM images did not show significant clustering of graphene fillers. This 
finding is consistent with the observations of other researchers that graphene is beneficial 
for PU foam. However, excessive concentrations can decrease cell size and create intricate 
pathways within the foam. Previous studies have attributed the reduction in foam cell size 
to graphene acting as nucleation points, generating more cells and resulting in a smaller 

Figure 1. SEM micrographs of RPUF/ATH containing different graphene content: (a) 0 wt.%, (b) 0.5 wt.%, 
(c) 2.5 wt.%, (d) 3.0 wt.% (Magnification 100×).

(a) (b)

(c) (d)
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size. Increasing the graphene content induced rapid changes in the rigid foam structure. 
While higher concentrations of solid particles, such as graphene, typically reduce cell 
size and increase cell density, excessive concentrations can decrease and create complex 
pathways (Chen et al., 2019; Kim et al., 2017; Lorusso et al., 2017). 

As observed in other studies, hybrid composites take advantage of the synergies 
between two fillers in polyurethane systems, enhancing the mechanical and thermal 
properties (Liu et al., 2021; Pinto et al., 2020). For instance, the SEM result of a multiple 
FR system (ATH, APP, and others) in RPUF revealed closed-cell structures with adjoining 
spherical cells, attributed to the strong bond between the flame-retardant system and the 
PU matrix (Lee et al., 2022). The SEM image of a biobased RPU foam in the presence 
of ATH shows an elliptical cell shape in two different directions but with the same cross-
sectional area (Silva et al., 2022). However, SEM analysis of the RPUF hybrid composites 
incorporating graphene revealed a smaller cell size, attributed to graphene acting as a 
nucleation point. However, excessive concentrations of graphene lead to cell collapse 
and a disorganised cellular structure. Recent studies support these findings and highlight 
the importance of optimising the graphene concentration to achieve the desired foam and 
composite properties while avoiding structural deterioration (Jesiak et al., 2023; Yuan et al., 
2018). The use of hybrid composites has the potential to further enhance foam properties, 
and future research can continue to explore the synergistic effects of different fillers on 
polyurethane systems.

In Figures 2(b), 2(c) and 2(d), the higher magnification images (300×) display the cell 
morphology of the hybrid composites with varying graphene content. The hexagonal cell 
shapes in the RPUF hybrid composites are highlighted by red circles in Figure 2. It was 
observed that when a small amount of graphene filler was added, as depicted in Figure 2(b), 
the structure of the PU foam cells was improved. This enhancement is characterised by 
a reduction in the cell diameter, a smoother surface, and a decrease in voids, as shown in 
Figure 2(b). These improvements can be attributed to the effective dispersion and enhanced 
bonding between the graphene and RPUF within the hybrid composites. However, as the 
graphene content increased, as shown in Figures 2(b), 2(c) and 2(d), the uniformity of the 
cells deteriorated, resulting in rougher surfaces and larger voids. Graphene triggers changes 
in cell morphology, subsequently affecting the process of cell nucleation (Liu et al., 2021; 
Shivakumar et al., 2020). Overall, these findings indicate that adding a small amount of 
graphene filler to the hybrid composites improves the cell structure of the PU foam, leading 
to enhanced properties, such as reduced cell diameter, smoother surface, and diminished 
voids. However, an excessive graphene content can have a detrimental effect on cell 
uniformity, causing rough surfaces and larger voids. Understanding these morphological 
changes is crucial for optimising the fabrication process and achieving desired material 
properties in RPUF hybrid composites (Liu et al., 2021; Shivakumar et al., 2020).
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Compressive Strength 

In industrial applications, dimensional stability is crucial for foams, necessitating high 
compressive strength. Figure 3 illustrates the mechanical strength of RPUF hybrid 
composites with varying graphene contents. Among these composites, those containing 0.5 
wt.% graphene exhibit the highest compression performance, with an optimal compressive 
strength of 12.58 KPa. This value surpasses pure RPUF (4.07 KPa) by 67.6% and RPUF/
ATH (9.89 KPa) by 21.4%. The addition of graphene-enhanced compressive strength 
bolsters the durability and hardness of the pore walls, facilitating the formation of dense 
bubbles within the foam. Similar improvements in mechanical strength were reported by 
Pinto et al. (2020) and Liu et al. (2021), who introduced graphene and its derivatives as 
single and hybrid fillers in polyurethane foam and other matrices. Nevertheless, increasing 
the graphene component to 2.5 wt.% and subsequently to 3 wt.% reduces the compressive 
strength of the hybrid composite compared to the pure RPUF material. This reduction 
might be attributed to the stiffness of the hybrid fillers and the increase in the brittleness 
of the final composites. The SEM images in Figures 1(c) and 1(d) show evident foam cell 
rupture at higher graphene loadings.

Figure 2. SEM micrographs of RPUF/ATH hybrid composites containing different graphene content: (a) 0 
wt.%, (b) 0.5 wt.%, (c) 2.5 wt.%, (d) 3 wt.% (Magnification 300×)

(a) (b)

(c) (d)
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Fourier Transform Infrared (FTIR) Characterisation 

FTIR spectroscopy is a versatile characterisation technique and a simple method for 
studying the formation of new bonds between polymers and nanoparticles or fillers in 
composites. This technique was employed to analyse virgin RPUF and RPUF/ATH-
modified with and without graphene to observe any chemical reactions or the existence 
of new bonds in the materials. The FTIR spectra were acquired from 4000 to 500 cm-1, 
as shown in Figure 4. The FTIR spectra revealed major IR vibration bands representing 
various oxygen-containing functional groups in the single and hybrid fillers. PU is a 
type of high polymer with a fundamental repeating unit of a urethane bond (-NHCOO-) 
manufactured by polymerising isocyanates and polyols (Mishra & Patel, 2020). Figure 4(a) 
shows the FTIR spectrum of the rigid PU foam in air at room temperature. The hydroxyl 
(OH) groups were observed at a wavenumber of 3,315 cm-1, exhibiting wider peaks. The 
visible signals at 2,929 cm-1 and 2,358 cm-1 originate from symmetrical and asymmetrical 
stretch vibrations inside the CH2 groups in the soft parts arising from polyols. 

A prominent but relatively weak peak at 917 cm-1, attributed to the symmetric stretching 
vibration of the N-CO-O bond and adsorption bands observed at approximately 765 cm-

1, indicates the presence of a C-H bond derived from an aromatic ring. The presence of 
carbonyl groups (C=O) at 1,709 cm-1, N-H groups at 1,511 cm-1 (exhibiting a medium-strong 
peak), and hydrogen cyanide (C-N) at 1,221 cm-1 provided evidence for the establishment 
of urethane linkages (-RNHCOO-). Several researchers have reported these absorption 
bands (Alis et al., 2019; Wrześniewska-Tosik et al., 2020; Thiyagu et al., 2021). As shown 
in Figure 4(b), ATH was prepared using RPUF, and the composite was characterised by 
FTIR spectroscopy. The observed spectral bands of ATH were identified at 3,527 cm-1, 
indicating the presence of hydroxyl (OH) group stretching. The hydroxyl groups on ATH 
react with the isocyanate group of the PU foam (Wang et al., 2017). In addition, the RPUF/

Figure 3. Compressive strength of pure RPUF and RPUF/ATH containing different graphene content
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ATH peaks appear in the same position as the virgin RPUF. The Al-O and Al-O stretching 
and bending vibrations of ATH overlap those of RPUF with an increase in the strength of 
the peaks in the RPUF/ATH spectrum. 

Hence, it can be asserted that the addition of ATH to RPUF did not produce significant 
changes in the strength of the bands observed in the foams. The pattern is similar to that 
in Figure 4(c), but the highest increase in the intensity of the C=O peaks (3,734 cm-1) was 
recorded for the RPUF/0.5 wt.% graphene composite, matching the stretch vibrations of 
the amine (N-H) bond. Figure 4(c) also shows the slight effects of graphene on the spectra 
of the RPUF, demonstrating that it is difficult to detect the formation of urethane bonds 
between the RPUF and graphene because the PU backbones have the same chemical bonds. 
However, after the addition of graphene, there was a clear change in the intensity of the 
peaks of the composites. The strength of the peaks increases at 3,471 cm-1, 2,976 cm-1, 2,360 
cm-1 (the second and third are ascribed to the alkene-CH stretch vibrations), 1,224 cm-1, 
and 1,067 cm-1 (attributed to C-O-C stretching vibrations). The increase in the intensity of 
the amide group (N-H) peak (1,509 cm-1) indicates bending vibration (Hodlur & Rabinal, 

Figure 4. Infrared spectra: (a) Virgin RPUF; (b) RPUF/ATH; (c) RPUF/0.5 wt.% GNP; and (d) RPUF/ 
ATH/0.5 wt.% GNP
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2014). It suggests that the reaction between the -O-H and the NCO groups is catalysed 
by a combination of graphene and surfactant. The interface between the N and H bond of 
PU and the residual oxygenated groups of graphene was responsible for the disparity in 
the FT-IR spectra (Liu et al., 2017). Similar observations were reported in other studies 
on certain composites of RPUF and graphene (Gedam et al., 2019; Thiyagu et al., 2021). 
Figure 4(d) shows the FTIR spectra of the hybrid RPUF composites containing ATH and 
graphene fillers. Peaks related to virgin RPUF at 3,315 cm-1, 2,929 cm-1, 1,221 cm-1, and 
1,016 cm-1 shifted to 3,517 cm-1, 2,972 cm-1, 1,223 cm-1, and 1,071 cm-1, respectively, owing 
to the interactions between ATH, graphene nanofiller, and polyurethane foam. 

Many bands observed for virgin PU were also found in composites containing ATH, 
graphene, and surfactants. The band at 2,270 cm-1 was significant because it was missing 
in virgin PU and all its composites owing to the isocyanate (NCO) group. It proves that the 
entire supply of isocyanate was utilised to produce polyurethane (Pokharel et al., 2015). Due 
to the smaller quantity of graphene in the composite, obtaining solid evidence of physical 
or chemical interactions from the FTIR investigation was not easy. When the FTIR spectra 
of virgin RPUF were compared to those of its composites, no appreciable variation in the 
peak patterns was observed. Similar studies have reported comparable outcomes (Bera & 
Maji, 2017; Osman et al., 2021), demonstrating no filler matrix chemical interactions in 
the composites. All the chemical functional groups were unaltered because the filler was 
physically incorporated into the matrix.

Thermal Properties of RPUF and RPUF Hybrid Composites 

Thorough comprehension of the flame retardancy mechanism requires analysis of the thermal 
characteristics during the combustion of RPUF-reinforced polyurethane foam (RPUF) and 
hybrid RPUF composites, which are commonly performed using thermogravimetric (TG) 
analysis. The thermal degradation of hybrid-reinforced polyurethane foam composites was 
examined using thermogravimetric analysis (TGA) and compared with the findings obtained 
for the virgin RPU foam. Table 3 lists the 5% mass loss temperature (T5%), the 50% mass 
loss temperature (T50%), the maximum degradation temperature (Tmax), and the char residue 
at 800°C. The TGA and DTG thermograms of the virgin RPUF and hybrid RPUF foam 
composites are shown in Figures 5 and 6, respectively. The initial degradation temperature 
(T5%) of virgin RPUF was 23°C (Figure 5), and the release of volatile molecules, namely 
water molecules, was detected because of the high moisture uptake of the porous RPUF 
below 250°C. 

In comparison, RPUF/ATH composites containing 0.5%, 2.5%, and 3.0 wt.% graphene, 
the T5% values were 227°C, 253°C, and 256°C, respectively. It shows that increasing the 
amount of graphene in the RPUF improved the thermal firmness of the hybrid RPUF. It 
has been suggested that graphene slows the chain transfer reaction during the thermal 
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decomposition processes (Thiyagu et al., 2021). Generally, T5%, T50%, and Tmax are higher 
for RPUF/graphene hybrid composites than for virgin RPUF, indicating the influence of 
graphene on enhancing the thermal stability of PU foam composites. For instance, while 
T50% and Tmax for RPUF/ATH were 334°C and 306°C, respectively, those of RPUF/ATH/
graphene 0.5 wt.% were 539°C and 538°C, respectively. At the graphene loading of 3 
wt.%, the hybrid composite reaches a maximum decomposition temperature of 592°C, 
representing a 50% and 48.3% increase in thermal stability compared to virgin RPUF 
(296°C) and RPUF/ATH (300°C). It is attributed to the high aspect ratio of graphene, 
which enables the formation of barricading layers and limits gaseous emissions during 
thermal degradation. The thermal stability of the RPUF hybrids was higher at a loading 
of 3.0 wt.% graphene, credited to the homogeneous and uniform dispersion of graphene. 

Previous research has found that graphene sheets have a good barrier effect in preventing 
the transport of combustible decomposed products during the thermal degradation of 
composites and in slowing down the thermal decomposition process (Yuan et al., 2018). The 
initial breakdown of RPUF occurs within the temperature range of 231–424°C, attributed to 
the rupture of the urethane linkages. The second stage occurs at approximately 512–712°C and 
is ascribed to the cleavage of strong bonds such as aromatic groups, aliphatic carbon-carbon, 
and flame retardants (Kairytė et al., 2020). While the maximum degradation temperature 
(Tmax) for virgin RPUF was observed to be 296°C, with a char residue of 15.18%, there was 
a significant increase in Tmax for RPUF composites. For the case of RPUF/ATH composites, 
the Tmax was 306°C, and the residual char reached 21.20%. The increases can be interpreted 
as an enhancement in thermal stability after the addition of ATH. These improvements can 
be attributed to the water molecules released from ATH. The presence of water molecules 
tends to cool the hot polymer, requiring a higher thermal energy to break down (Thirumal 
et al., 2010). In addition, water dilution reduces the concentration of combustible gases, and 
the development of a protective layer of aluminium oxide acts as a barrier, preventing the 
passage of oxygen and fuel into the polymers.

Figure 6 shows the DTG curves of the hybrid RPUF composites with different graphene 
concentrations. As observed, the RPUF/ATH/graphene hybrid composites displayed a 
shoulder peak, attributed to the removal of oxygen-containing complexes used in graphene 

Table 3
Thermogravimetric data for pure RPUF and hybrid RPUF composites

Sample T5 (oC) T50 (oC) Tmax (oC) Char residue (%) at 800oC
Virgin RPUF 231 318 296 15.18
RPUF/A 278 334 306 21.20
RPUF/A/GNP 0.5% 227 539 538 15.50
RPUF/A/GNP 2.5% 253 579 547 16.66
RPUF/A/GNP 3.0% 256 591 592 17.46
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and ATH to enhance their dispersal in the polymer matrix. These changes were observed 
in the DTG thermograms, suggesting a notable reduction in the rate of mass loss during 
the second phase of thermal degradation in the system comprising all three graphene 
concentrations. At 2.5% and 3% graphene contents, the final stage of thermal degradation 
gradually diminished, indicating a significant quantity of solid residue (> 20%). However, 
the decomposition temperatures for the last stage at 0.5%, 2.5%, and 3.0 wt.% graphene 
loading are 588°C, 613°C, and 672°C, respectively. The data in Table 3 reveal that the 
residual ash for the hybrid composites increases gradually with increasing graphene content. 
The emergence of chars impedes the transfer of heat, mass, and combustible gases at high 
temperatures, delaying the spontaneous scission of the polymer chain and increasing Tmax 
(Huang et al., 2014). 

Figure 6. DTG curve for hybrid RPUF composites at different graphene concentrations

Figure 5. TGA curves of RPUF and hybrid RPUF with 0.5, 2.5, and 3.0 wt.% graphene
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The thermal stability of the RPUF/ATH composite increased to a higher decomposition 
temperature upon the addition of graphene, attributed to the better dispersion between 
graphene and ATH in the PU polymer system, as confirmed by the SEM results shown in 
Figure 1. During thermal degradation, adding graphene to the polymer system impedes the 
mass transfer of the generated volatile products (Zhu et al., 2021). This factor significantly 
improved the thermal stability of graphene-based materials. In other words, the thermal 
stability of the RPUF matrix increased after incorporating graphene loadings and ATH. This 
addition also improves the attraction and interface influence in the RPUF composites. These 
results align with previous studies that have shown the enhancement of thermal properties 
in polymer composites and their hybrids when graphene was used as a standalone filler or 
combined with other fillers (Sinh et al., 2019). Ultimately, these findings can be utilised 
to optimise the manufacturing process and produce high-quality hybrid rigid polyurethane 
composites with improved thermal stability. This cost-effective solution is promising for 
various industrial applications.

Fire Behaviour of ATH/Graphene Hybrid RPUF Composites 

The LOI value was dependent on the surrounding temperature of the sample. The percentage 
of oxygen required for combustion decreased as the surrounding temperature increased. 
The LOI values of polymers and composites increase because of their ability to yield 
char in a fire, as char formation occurs at the expense of flammable volatiles (Chen et 
al., 2019). The fire-retardant behaviour of RPU foams was evaluated using the limiting 
oxygen index (LOI) and Underwriters Laboratories (UL-94) vertical burning test. The LOI 
assessment device was used to determine the percentage of oxygen volume required for 
polymer combustion, whereas the flammability of the specimens was assessed using a UL-
94 vertical combustion analyser. The LOI value, burning time, ignition of the underlying 
cotton, and the UL-94 V classification during combustion are presented in Table 4. The 
Virgin RPUF exhibited an LOI value of 18% owing to its high flammability and low LOI 
value; the foam is highly flammable. 

These substances readily evaporate at normal temperatures and release their components 
into the atmosphere. When heated, the chemicals ignite, causing the PU to burn. Virgin 
RPUF have poor fire response characteristics owing to their combustible hydrocarbon 
chains and high specific surface areas (Wang et al., 2019), which can be attributed to the 
significant amount of nitrogen in their structures. Typical PU foams emit highly poisonous 
smoke during combustion, particularly hydrogen cyanide (HCN) and carbon monoxide 
(CO) (Chattopadhyay & Webster, 2009). However, to impart non-flammable properties to 
virgin RPUF, the foam structure was modified by incorporating an organic flame retardant, 
such as aluminium hydroxide (ATH). As shown in Table 4, adding the 30 wt.% ATH to the 
virgin rigid PU foam increased the composite LOI value from 18% to 23% and achieved 
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a V-0 UL-94 test grade. This result indicates that the ATH-modified composite exhibits 
resistance to combustion with slow-burning characteristics. Composite materials with LOI 
values in the range of 21–27 tend to burn slowly, limiting their damage before the arrival 
of the fire rescue team (Fenimore, 1975)

The increase in the LOI value of RPUF/ATH can be attributed to ATH’s fire-retardancy 
mechanism. ATH is an inorganic filler containing crystalline water in its chemical structure. 
During the endothermic reaction at (220–450°C), it releases approximately 34 wt.% steam. 
It reduces the composite temperature during combustion, and the released steam dilutes 
the combustible gases, resulting in an increased LOI. Additionally, ATH underwent a 
dehydration reaction, producing Al2O3 and carbonising the composites, as shown in Figure 
7. It generates flammable volatiles and prevents the spread of flame (Wang et al., 2010; Zhu 
et al., 2014). As shown in Table 4, the incorporation of graphene into RPUF/ATH slightly 
decreased the LOI values for the hybrid RPUF composite compared with RPUF/ATH alone. 
The LOI values marginally decreased to 20% LOI for 0.5 wt.% graphene incorporation and 
21% LOI for 2.5 wt.% graphene incorporation. Interestingly, at the graphene loading of 2.5 
wt.%, the UL-94 test reveals a V-0 rating, and the burn time decreases to 10 s. It indicates 
a slight improvement in the flame resistance of the RPUF hybrid composite compared with 
that of the RPUF/ATH composite, which had a longer burn period of 16 s. However, for the 
0.5% and 2.5 wt.% graphene-modified hybrid composites, the increase in their LOI values 
can be attributed to the dispersion state of the nanofiller, which has a noticeable effect on 
their reaction to small flames and fire behaviour under forced flaming conditions (Yuan 
et al., 2018). At a maximum graphene loading of 3.0 wt.%, the hybrid RPUF composite 
achieved an increased LOI value of 23%, indicating that a higher concentration of graphene, 
combined with other additives such as ATH, significantly enhances the fire resistance of 
the composites, confirming their synergistic flame-retardant effect. 

Both graphene and ATH demonstrated better performance as hybrid flame retardants, 
as they can swell and block the spread of fire from the upper portion of the specimen to 
the bottom. All ATH and graphene-based flame-retardant blends exhibited higher LOI 
values than the virgin RPUF. This result demonstrates that the combination of ATH and 
graphene has a favourable impact, enhancing the fire characteristics of pristine RPUF. It 
was attributed to the synergistic effect of ATH/graphene at high filler contents. Graphene 
disperses heat within the samples (Dittrich et al., 2013), while ATH reduces the release of 
combustible gases by releasing water (Hull et al., 2011) and, in significant amounts, delays 
the combustion of the materials by reducing the availability of combustible fuel from the 
virgin RPUF. This finding is consistent with previous studies indicating that graphene, 
with its two-dimensional layered structure, can enhance polymer char formation during 
combustion by accumulating and re-irradiating heat (Han et al., 2013; Han et al., 2014). 
The combination of ATH with graphene and another flame retardant as a hybrid filler has 
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improved the fire behaviour of various hybrid polymer composites, making them suitable 
for use in high-performance engineering applications (Battig et al., 2021; Wang et al., 
2017; Zielonka et al., 2022).

Table 4
Results of UL-94 and LOI test of hybrid RPUF composites incorporated with ATH and various quantities of 
graphene

Samples Graphene Loading 
(wt.%)

Burn time 
(s)

Ignition of 
cotton

UL-94 
Classification LOI (%)

Virgin RPUF 0 25 YES Failed 18
RPUF/A 0 16 NO V-1 19
RPUF/A/GNP 0.5 16 NO V-1 20
RPUF/A/GNP 2.5 10 NO V-0 21
RPUF/A/GNP 3.0 8 NO V-0 23

Figure 7. Schematic illustration of the flame retardant mechanism of ATH/graphene system in RPUF

CONCLUSION

This study successfully modified rigid polyurethane foams (RPUF) with aluminium 
hydroxide (ATH) and graphene to enhance their compressive strength, flame retardancy, 
and thermal properties. The addition of ATH and graphene to RPUF resulted in the 
development of synergistic effects, leading to improved performance of the hybrid 
composites. The results indicate that the incorporation of 0.5 wt.% graphene loading in 
the hybrid composite exhibited the best compression performance, with a compressive 
strength value of 12.58 KPa, surpassing both virgin RPUF (4.07 KPa) and RPUF/ATH 
(9.89 KPa). This enhancement in compressive strength can be attributed to the reinforcing 

Smoke
Char residue
Non-flammable gases
Al2O3
H2O

Polymer matrix
ATH Aluminium hydroxide
Graphene
The diffusion path of flammable volatiles

Ignition

Combustion

Dilute Oxygen Heat flow

Volatile gas
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effects of ATH and graphene, which effectively distribute stress and improve the overall 
structural integrity of the hybrid composite. The characterisation of the hybrid composites 
using SEM micrographs revealed a more stable and uniform structure with the addition of 
0.5 wt.% graphene. Infrared spectral analysis confirmed the presence of functional groups 
in the virgin RPUF and some modified composites, indicating the successful incorporation 
of ATH and graphene into the RPUF matrix. Thermal analysis demonstrated that the 
hybrid composites exhibited improved thermal stability compared to the virgin RPUF. 
The addition of 3.0 wt.% graphene resulted in a significant increase in the maximum 
decomposition temperature (539°C) and char residue (17.46%). These findings suggest 
that graphene is crucial in enhancing the hybrid composites’ thermal stability and flame 
retardancy. Furthermore, LOI and UL-94 analyses revealed that the hybrid composites 
incorporated with 3.0 wt.% graphene exhibited increased LOI value and achieved V-0 
classification, indicating enhanced fire resistance compared to the virgin samples. The 
hybrid composite is a promising material for high-performance applications, particularly 
building insulation. In summary, incorporating aluminium hydroxide and graphene into 
RPUF led to developing hybrid composites with improved compressive strength, thermal 
stability, and flame retardancy. The synergistic effects of ATH and graphene contributed 
to the enhanced properties of the hybrid composites. These findings contribute to the 
advancement of materials science and provide insight into developing novel flame-retardant 
RPUF composites for various industrial applications.
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ABSTRACT

Biodiversity and the number of bacteria present in the soil are two of the main parameters 
of soil quality, especially for agricultural purposes. Analysis of the low-fertilized soils 
suggested that the number and diversity of the bacterial communities in this soil are 
low. Hence, various methods have been used to stimulate bacterial activity and improve 
agricultural soil conditions. One of the popular methods is the inoculation of bacteria such 
as B. subtilis and R. erythropolis. These bacteria are potential species as bio-inoculants 
in soil management. However, the effectiveness of these bacteria in stimulating the 
activity of bacterial communities and improving soil properties of the low-fertilized 
soil is still sparsely explored. Therefore, this study aimed to analyze the impact of the 
inoculation of B. subtilis and R. erythropolis on the bacterial community structure and 

soil properties of low-fertilized soil. The soil 
used is agricultural soil for tobacco farming 
activities using agrochemicals. Bacterial 
community structures were analyzed using 
the environmental DNA (eDNA) method. 
The soil properties analyzed were total 
nitrogen, carbon, phosphorous, potassium, 
and pH. This study suggests that B. subtilis 
and R. erythropolis may affect the bacterial 
community structure and increase the 
number of bacteria to reach the ideal limit 
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for fertile soil. Adding bacterial inoculants could stimulate the growth of bacteria and the 
nutrient cycle in the soil environment, resulting in improved soil fertility. 

Keywords: B. subtilis, microbial ecology, R. erythropolis, soil fertility, soil inoculation 

INTRODUCTION

World food demand shows an increasing tendency toward food supply. According to 
Alexandratos and Bruinsma (2012), the food demand for developing countries will increase 
by 60% in 2030 and double in 2050. Various efforts have been made to improve food 
production, including agriculture (Bargaz et al., 2018). One of the main factors in increasing 
agricultural yields is tillage, which makes it more productive (Amini & Asoodar, 2015). 
Hence, chemical fertilizers and pesticides are often used on various agricultural lands. 
Conventional agriculture increases along with the intensification of agricultural production. 
High harvest targets primarily triggered this increase. Currently, the use of agrochemicals 
in agricultural land has become inevitable and continues to increase yearly (Aktar et al., 
2009). However, conventional agricultural practices have been implicated in diminishing 
soil fertility by reducing the overall bacterial abundance. Such farming systems can alter the 
composition of beneficial microorganisms within the soil community, thereby influencing 
critical nutrient-cycling processes, such as nitrogen fixation and phosphorus solubilization 
(Yadav et al., 2023). Prolonged and unregulated utilization of conventional agricultural 
systems has been demonstrated to detrimentally impact soil fertility and ecosystem integrity, 
leading to alterations in soil microflora composition (Dhanker et al., 2021).

These materials can be a way to provide nutrients for plant growth quickly. With the 
availability of nutrients, plant growth can be accelerated more easily. However, the use of 
agrochemicals raises various problems. The increasing price of agrochemicals and their 
decreasing availability make it difficult for farmers to carry out their agricultural business 
(Jacquet et al., 2022). The use of agrochemicals at high prices also causes the profits of 
agricultural businesses to decrease even though the number of harvests can be maintained 
(Popp et al., 2013). The use of agrochemicals that interrupt a series of processes in the 
natural cycle of nutrients in the soil causes changes in soil conditions over time. The 
long-term application of agrochemicals can change soil properties and microbial activity 
(Maximillian et al., 2019; Meena et al., 2020). Agrochemicals can reduce microbial activity 
(Prashar & Shah, 2016), which plays an essential role in the decomposition of organic 
matter and provides nutrients in the soil (Bollag, 2008).  

The high biodiversity of microbes is one of the leading indicators that can be used 
to analyze soil conditions (Kim et al., 2022). Various studies to assess soil conditions 
and increase its fertility are based on microbial biodiversity in the soil. The decrease in 
activity and the number of microbes causes a decrease in nutrient cycles in the soil, so soil 
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fertility decreases (Campbell, 2008). Hence, the low number of bacteria and the diversity 
of bacteria became one of the main characteristics of low-fertilized soils (Adhikari et al., 
2014; Babalola & Glick, 2012; Xin-ling et al., 2021). Low-fertilized soils can be improved 
by stimulating the microbes in this soil (Jacoby et al., 2017). One alternative technique is 
providing bacterial inoculants to reduce agrochemicals and stimulate bacteria in nutrient 
cycles (Kumar et al., 2022). Soil inoculation with microbes operates through several 
mechanisms. One such mechanism involves reinstating natural microbial communities, 
which conventional agricultural practices may disrupt (Hermans et al., 2023). Another 
mechanism entails the recruitment and accumulation of beneficial microorganisms triggered 
by plant-pathogen interactions, leading to disease suppression (Wen et al., 2023). Moreover, 
soil inoculation can instigate directional shifts in soil and plant communities, fostering 
ecosystem restoration in degraded environments (Han et al., 2022). Various techniques, 
including soil biofertilization, trap crop utilization, and seed coating, are employed for soil 
inoculation (Han et al., 2022). These techniques offer valuable insights into root-microbe 
interactions, aiding in the comprehension of soil inoculation mechanisms. Understanding 
the intricacies of soil inoculation with microbes is imperative for devising strategies 
to enhance agricultural practices and ecosystem rehabilitation efforts. Inoculation with 
beneficial microbes, such as B. subtilis and R. erythropolis, has been proposed as an 
effective practice for enhancing plant growth and soil health (Angelina et al., 2020). B. 
subtilis is widely used as a Growth Promoting Rhizobacteria (Kamou et al., 2015), while 
R. erythropolis is a hydrocarbonoclastic bacteria (Liu et al., 2015). 

The provision of bacterial inoculants affects not only soil properties but also the 
indigenous bacteria in the soil. However, the effect of R. erythropolis and B. subtilis 
inoculants on the bacterial community structure and properties of the low-fertilized soils has 
yet to be widely explored. Changes in the bacterial community structure and its relationship 
with soil properties after adding bacterial inoculants are critically important aspects of 
microbial ecology for developing microbial resources, such as efforts to improve food 
safety and security. Therefore, this study aims to analyze the bacterial community structure 
and soil properties after inoculating B. subtilis and R. erythropolis on low-fertilized soil. 

MATERIALS AND METHODS

Soil and Material Preparation

This study used soil samples from a tobacco field in Miyazaki Prefecture, Japan. Rice 
straw from the same prefecture is used as organic matter to be added to the soil. Chemical 
properties and total bacterial numbers of soil samples and rice straw were analyzed (Table 
1). The soil samples were categorized according to the Soil Fertile Index Database criteria 
established by Adhikari et al. (2014). Standardized soil fertility parameters include a total 
bacterial count of ≥ 6.0 cells/g soil, total nitrogen content of ≥ 2500 mg-1 kg, total carbon 
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content of ≥ 25000 mg-1 kg, total phosphorus content of ≥ 3000 mg-1 kg, and total potassium 
content of ≥ 3000 mg-1 kg (Adhikari et al., 2014). Based on these categorizations in the 
Soil Fertile Index Database, the soil samples did not meet the criteria for being classified 
as fertile.

Table 1
Chemical properties of soil and rice straw as organic material used in this study

Sample TB 
(cells/g-soil)

TC (mg/
kg)

TN (mg/
kg)

TP 
(mg/kg)

TK 
(mg/kg)

C/N 
ratio pH

Rice Straw n.d 470,000 25,000 60,000 18,000 19 6,8
Soil Sample n.d 9000 530 1000 1200 16 6,9

Note. TB: Total Bacteria; TC: Total Carbon; TN: Total Nitrogen; TP: Total Phosphorous; TK: Total Potassium; 
n.d: not detected (<1 × 106 cells/g-soil)

Before analyzing fresh soil samples, the soil was sieved through a 2 mm mesh sieve. 
Subsequently, 500 g of soil was placed into a 1 L pot with a moisture content of 30% and 
mixed with 1% (w/w) rice straw powder that had been pulverized using a chopper machine 
to eliminate any water content. R. erythropolis and B. subtilis were cultured in Luria Bertani 
broth medium (containing 1% peptone, 0.5% yeast extract, and 0.5% NaCl) at 35°C for 
48 hours to prepare the bacterial inoculum.

 The experimental design consisted of three pots with two replications of each treatment. 
Then, each bacterial inoculant R. erythropolis and B. subtilis (ca., 1 × 106 cells/g-soil) was 
added to each soil treatment. In comparison, Soil without bacterial inoculants was used as a 
control in this study. All soils (i.e., inoculated with bacteria and control) were incubated for 
28 days (22°C/14 hr and 18°C/10 hr) in a plant factory incubator at Ritsumeikan University, 
Japan. The sampling parameter consisted of the total number of bacteria every week, soil 
chemical properties in week 4, and bacterial community structure in week 4. 

Analysis of Chemical Properties

The chemical properties of soils (total carbon, total nitrogen, total phosphorous, and total 
potassium) were analyzed in the last final incubation on the 28th day or week 4. The soil 
carbon was determined using a total organic carbon analyzer machine (TOC-VCPH; 
Shimadzu, Kyoto, Japan) and the solid sample combustion unit (SSM-5000A; Shimadzu, 
Kyoto, Japan). To analyze the total nitrogen, total phosphorous, and total potassium, the 
soil was digested in a Kjeldahl digestion unit (Gerhardt, Königswinter, Germany) and then 
filtered (ADVANTEC No. 6; Toyo Roshi Co. Ltd., Tokyo, Japan). Total nitrogen, total 
phosphorous, and total potassium in the filtrate were determined using the indophenol 
blue method for nitrogen, the molybdenum blue method for phosphorous, and the atomic 
absorption spectrophotometry for potassium (Hitachi, Tokyo, Japan). The pH of soils was 
measured using the LAQUA pH/ion meter F-72 (Horiba, Ltd., Kyoto, Japan).
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Analysis of Total Bacterial Number 

The total number of bacteria in the soil every week was estimated by analyzing the 
environmental DNA (eDNA) with the low stirring method (Aoshima et al., 2006). A 
1.0 g of soil was mixed with 8.0 mL of eDNA buffer and 1 mL of 20% sodium dodecyl 
sulfate (SDS) solution. The suspension was stirred at 1,500 rpm for 20 min, followed by 
centrifugation at 6,000 × g for 10 min. The supernatant was mixed with chloroform-isoamyl 
alcohol (24:1 (v/v), and centrifuged at 18,000 × g for 10 min. Then, 500 µl supernatant 
was taken as the crude nucleic acid in a new tube. 300 µl of isopropanol was added, stirred 
gently, and centrifuged at 14,000 rpm for 20 min. The liquid was discarded gently, 1 ml 
of pre-cooled 70% ethanol was added, and centrifuged at 14,000 rpm for 5 minutes. The 
liquid was gently discarded and dried for about 30 min under a vacuum. The remaining 
was dissolved in 50 µl of 1× TE buffer (10 mM Tris-HCl and 1 mM EDTA, pH 8.0). The 
eDNA was quantified based on the band’s intensity after 1% agarose gel electrophoresis 
using KODAK 1 D 3.6 Image Analysis Software (Eastman Kodak Company, CT, USA).

PCR Amplification

The environmental DNA (eDNA) was extracted by following the eDNA extraction method 
described by Aoshima et al. (2006). The 16S rRNA bacterial gene was amplified using 
DGGE primers forward (5’-CGCCC GCCGC GCCCC GCGCC CGTCC CGCCG CCCCC 
GCCCG CCTAC GGGAG GCAGC AG-3’) and reverse (5’-CCGTC AATTC CTTTG 
AGTTT-3’). The amplification PCR was taken in a 25 μL PCR mixture containing 0.1 ng/
μL of DNA template, 0.1 U rTaq DNA polymerase, 2.5 μL of 10× buffer, 2.5 μL of 2 mM 
dNTPs, and 0.5 μL of 10 mM of each primer. DNA polymerase, dNTPs, and PCR buffer 
were purchased from Toyobo (Toyobo Co. LTD, Osaka, Japan), while all primers were 
synthesized by Sigma-Aldrich (Sigma-Aldrich Co. LLC, Tokyo, Japan). The condition of 
PCR is initial denaturation at 95°C for 1 min, followed by 40 cycles of denaturation at 
95°C for 1 min, primer annealing at 55°C for 30 seconds, and extension at 72°C for 1 min, 
and then final extension at 72°C for 5 min.

DGGE Analysis 

The amplified 16S rRNA bacterial genes were used for the Denaturing Gradient Gel 
Electrophoresis (DGGE) analysis. DGGE was performed using a D Code System (BioRad 
Laboratories Inc., California, USA). The 20 μL of PCR product was loaded into 40% (w/v) 
polyacrylamide gel with a denaturant gradient of 27.5% - 67.5%. The gel was run in 1× TAE 
buffer (40 mM Tris (pH 7.6), 20 mM acetic acid, and 1 mM EDTA) at a constant voltage 
of 70 V at 60°C for 15 h. Thus, the gel was stained using SYBR Gold for 30 min and then 
rinsed with distilled water. Cluster analysis of the DGGE band pattern was conducted 
using the FPquest Bioinformatics Software (BioRad Laboratories Inc., California, USA).
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Statistical Analysis

Statistical analysis was conducted to compare the bacterial density between treatment (soil 
inoculated with bacteria) and control (soil without bacterial inoculation) using Analysis of 
Variance (ANOVA). ANOVA was chosen for its suitability in determining whether there 
are any statistically significant differences in bacterial density between the treatment and 
control groups. Additionally, Multivariate Analysis of Variance (MANOVA) was employed 
to assess the variations in soil properties. MANOVA was deemed appropriate as it allows 
for the simultaneous analysis of multiple dependent variables, enabling the investigation of 
potential differences in various nutrient components between treatment and control groups. 
These statistical analyses were performed using SPSS version 29 (IBM Corp., Armonk, 
NY, USA) with a significance level set at α = 0.05 to determine the statistical significance 
of the observed differences. Before analysis, assumptions of normality and homogeneity 
of variances were assessed, and, if necessary, appropriate transformations were applied to 
meet these assumptions.

RESULTS AND DISCUSSION 

Effect of Microbial Inoculant on Bacterial Activity

Environmental DNA (eDNA) of bacteria in the low-fertilized agricultural soil was collected 
and then observed on gel electrophoresis gel (Figure 1). Soils subjected to the analysis in this 
study were the low-fertilized soil inoculated with B. subtilis, the low-fertilized soil inoculated 
with R. erythropolis, and the low-fertilized soil that was not inoculated with bacteria (used 
as controls). Hence, the greater the number of bacteria in the soil, the more eDNA will be 

Figure 1. Analysis of the eDNA extracted 
after 28 days of incubation from soil 
inoculated with R. erythropolis. (Lane 
1), B. subtilis (Lane 2), without bacterial 
inoculation (Lane 3). M is the lane of the 
marker.

obtained. In addition, the more eDNA collected, 
the brighter the light intensity of the band on the 
electrophoresis gel. The results of the analysis of 
bacterial populations during soil incubation using 
the eDNA method are shown in Figure 2. The 
eDNA method calculates the number of bacteria 
to evaluate the number of soil microorganisms by 
calculating the amount of DNA in the soil sample 
(Aoshima et al., 2006). Observations for 28 days of 
incubation showed that the total bacterial number 
in soil treatment with R. erythropolis increased 
to 5.2 × 108 cells/g-soil, while treatment with B. 
subtilis increased to 3.4 × 108 cells/g-soil. On the 
other hand, the total bacterial number in control 
gradually decreased to an undetectable level (≤ 1 
× 106 cells/g-soil) on day 28.
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The bacterial densities of soils treated with bacterial inoculation (R. erythropolis and 
B. subtilis) were compared to that of the control (without bacterial inoculation) using 
Analysis of Variance (ANOVA) (Table 2). The results indicate significant differences in 
bacterial density between each treatment and the control (α < 0.05). The most pronounced 
difference was observed on day 28. These findings suggest that bacterial inoculation 
significantly influences bacterial density in the soil. This bacterial density forms the 
foundation for supporting the nutrient cycling driven by microbial activities, thus facilitating 
the development of microbiota-based ecological agricultural systems.

This analysis underscores the efficacy of bacterial inoculation in influencing soil 
microbial communities, potentially enhancing soil fertility and ecosystem functioning. The 
observed increase in bacterial density corroborates previous studies indicating the role of 
bacterial inoculation in augmenting soil microbial populations. Additionally, the temporal 
dynamics of bacterial density, as evidenced by the significant difference on day 28, suggest 

Table 2 
The results of ANOVA analysis for the bacterial densities of soil dependent variable: Response 

Source Type III Sum of Squares df Mean Square F Sig.
Corrected Model 567665866666666750.000a 14 40547561904761912.000 66.096 .000
Intercept 668416133333331970.000 1 668416133333331970.000 1089.572 .000
Treatment 68788266666666648.000 2 34394133333333324.000 56.065 .000
Day 269791200000000416.000 4 67447800000000104.000 109.945 .000
Treatment * Day 229086400000000256.000 8 28635800000000032.000 46.679 .000
Error 9202000000000000.000 15 613466666666666.600
Total 1245284000000000000.000 30
Corrected Total 576867866666666750.000 29

Figure 2. Effect of bacterial inoculant on the bacterial number in the soil during incubation 
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a progressive establishment and proliferation of the inoculated bacterial strains within the 
soil environment. These findings contribute to our understanding of microbiota-mediated 
nutrient cycling mechanisms, highlighting the potential of microbial-based approaches 
in sustainable agriculture practices. Further investigations into the long-term effects of 
bacterial inoculation on soil microbial communities and ecosystem functioning are warranted 
to elucidate the full scope of its implications for agricultural sustainability and productivity.

Low bacterial numbers are among the main characteristics of low soil fertility (Adhikari 
et al., 2014). Various efforts have been made to increase the fertility of this type of soil 
for the benefit of agriculture. In the development of organic agriculture, efforts are often 
made to add organic materials such as rice straw and inoculate bacteria (Ramadass & 
Thiagarajan, 2017). Adding bacterial inoculants can help create conditions that can trigger 
the growth of indigenous bacteria (Hawrot et al., 2016; Santos et al., 2019) and increase 
the circulation of nutrients in the soil (Figure 6). Increasing agricultural soil fertility due 
to adding organic matter will accompany increased bacteria (Li et al., 2021). This study 
shows that adding inoculations of R. erythropolis and B. subtilis can increase the number 
of bacteria in low-fertilized soil until it meets the standard of the number of bacteria in 
fertile soil. The bacterial biomass values were divided into the following six groups: 1) 
shallow (<1.0 × 108  cells/g); 2) very low (1.0 × 108 to 2.9 × 108  cells/g); 3) low (3.0 × 108  
to 4.4 × 108  cells/g); 4) medium (4.5 × 108 to 5.9 × 108  cells/g); 5) high (6.0 × 108  to 9.9 
× 108 cells/g); and 6) very high (≥10.0 × 108 cells/g) (Adhikari et al., 2014).

In the case of control soil, the addition of bacteria continued until day 21 (increased to 
ca. 2.0 × 107 cells/g-soil), then continued to decrease. The increase in bacteria may occur 
because rice straw becomes a source of nutrients for the bacteria. However, the available 
nutrients can only support the bacteria until the 21st day. After that, the bacterial community 
in the soil cannot utilize the remaining nutrients, resulting in a decrease in the bacteria 
population. The bacterial community in the soil can be affected by changes in nutrient 
availability, which can result in a decrease in the bacterial population. Nutrient limitations, 
such as decreased phosphorus availability, can limit microbial growth and community 
structure (François et al., 2021). It is related to the fact that the total phosphorous decreased 
during control treatment compared to soil treatment with inoculant bacteria (Figure 6). 
Moreover, the remaining chemical substances in the soil can negatively affect microbes 
that cannot utilize these remaining nutrients (Nayak et al., 2018). The highest total number 
of bacteria in this study was shown by the soil treatment using R. erythropolis. Treatment 
using B. subtilis inoculation also showed higher total bacteria values than the control but 
lower than R. erythropolis. 

The soil used in this study is the former soil of a tobacco field in Miyazaki prefecture, 
Japan. In this tobacco farming activity, chemicals and pesticides containing chloropicrin 
are used (Ota, 2013). These agrochemicals can interfere with the growth of indigenous 
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bacteria and make this soil low in fertility. Adding inoculated bacteria such as R. erythropilis 
and B. subtilis can positively impact the degradation of these agrochemicals (Choi et al., 
2021; Prashar & Shah, 2016). Once the number of agrochemicals can be reduced, more 
indigenous bacteria can grow in the soil. R. erythropilis is a type of bacteria that can live 
in contaminated soil and is often used in bioremediation activities (Wolińska et al., 2016). 
This species is also very likely to degrade agrochemicals better than B. subtilis, resulting 
in a higher total number of bacteria than soil inoculated with B. subtilis.

The results of the total bacteria number analysis indicate that adding bacterial inoculants 
can stimulate the growth of bacteria, impacting soil fertility levels. Hence, applying 
bacterial inoculants enhances the activity of indigenous soil bacteria (Babalola & Glick, 
2012). Moreover, the PCR-DGGE method was used in this study to compare the bacterial 
community structure in the soils.

Figure 3. 16S rRNA amplified by PCR separated 
on 1.5% agarose gel (1, 4 = Control; 2, 5 = R. 
erythropolis; 3, 6 = B. subtilis)

Figure 4. DGGE analysis of 16S rRNA fragments 
obtained from soils before (A) and after incubation 
(B) (Lane 1: DGGE marker, Lane 2: R. erythropolis, 
Lane 3: B. subtilis, Lane 4: Control)

Bacterial Community Structure

PCR-DGGE analysis was performed 
for eDNA samples collected from soils 
(i.e., inoculated with R. erythropolis, 
inoculated with B. subtilis, and control) 
of the beginning (day 0) and the end of 
incubation (day 28). The PCR amplification 
of the eDNA shows that the fragment bands 
were 600 bp (Figure 3). Then, the results 
of the DGGE observations indicated that 
the structures of the bacterial diversity 
were shown in Figure 4. The bands in 
the DGGE gel may indicate the main 
species of bacteria in the soils (Vendan et 
al., 2012). The structural communities of 
bacteria in the three soils sampled in this 
study were compared through the Cluster 
Analysis of the DGGE results (Figure 5). 
The dendrogram analysis results showed 
that the bacterial communities in the soil 
inoculated with bacteria at the beginning of 
the incubation period differed from that of 
the non-inoculated (control) (Figure 5A). In 
the case of inoculated soils, the difference 
in bacterial community is most likely due to 
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Figure 5. Cluster analysis of 16S rRNA obtained from soils before (A) and after incubation (B) (Lane 1: DGGE 
marker, Lane 2: R. erythropolis, Lane 3: B. subtilis, Lane 4: Control)

the different types of bacteria added (i.e., R. erythropolis dan B. subtilis). The dendrogram 
of the bacterial community structure analysis after 28 days of incubation is shown in Figure 
5B. This analysis showed that the bacterial community in the bacterial-inoculated soil 
differed from the uninoculated soil. 

However, the community structure became more similar to the control compared to 
the initial incubation. This result indicates that the provision of bacterial inoculation can 
stimulate the growth of indigenous bacteria. The addition of bacterial inoculation makes 
soil conditions more suitable for the life of indigenous bacteria, increasing the number of 
bacteria in the soil (Figure 2). This more favorable soil condition may occur because bacteria 
such as R. erythropolis and B. subtilis reduce the concentration of agrochemicals in the 
soil (Choi et al., 2021; Prashar & Shah, 2016). Bacterial inoculants change the structure 
of the bacterial diversity, which has an essential role in soil fertility. Applying microbial 
inoculants may improve the condition of the low-fertilized soils (Trabelsi & Mhamdi, 2013).

Effect of Microbial Inoculant on Soil Properties

This study analyzed soil properties after 28 days of incubation to explore the impact 
of adding bacterial inoculants to the soil (Figure 6). This analysis showed that adding 
bacterial inoculants made the total carbon, total phosphorus, and CN ratio values of the 
soils given bacterial inoculation higher than those of the control. In contrast, pH and 
Total Nitrogen were lower than the control. The difference in impact occurs in the Total 
Potassium parameter. When compared with the control, the value of this parameter was 
higher in the soil that was inoculated with R. erythropolis while lower in the addition of 
B. subtilis inoculation. 

The soil properties in this study were compared using Multivariate Analysis of Variance 
(MANOVA). The results, depicted in Figure 6, illustrate variations in the soil samples, 
denoted by different letters (a, b, c). Similar letters indicate no significant differences 
between samples, while different letters denote significant differences. The analysis revealed 
significant differences in soil properties between soil samples with and without bacterial 
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Figure 6. Total carbon (A), total nitrogen (B), total phosphorus (C), total potassium (D), CN ratio (E), and 
soil pH (F) of the soils on the 28th day
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nitrogen dynamics by different bacterial species in soil ecosystems. Additionally, examining 
the long-term effects of bacterial inoculation on nitrogen cycling processes and soil fertility 
could provide valuable insights into optimizing microbial-based approaches for sustainable 
soil management practices. 

The decrease in pH in the soil given inoculants is possible because the bacterial 
community can stabilize soil pH in the ideal range for agriculture (ca. pH 5–7) (Carvalho, 
2019). Moreover, the decrease in pH during decomposition is probably due to the production 
of organic acids, such as lactic acid, due to microbial activity (Qi et al., 2016). Stabilizing 
the pH indicates that the decomposition process reaches a state of equilibrium where the 
production and consumption of organic acids are balanced. The difference in the trend in 
the value of Total Potassium indicates that the activities of R. erythropolis and B. subtilis 
are different in recycling potassium from organic matter. Hence, R. erythropolis shows a 
more remarkable ability to recycle potassium from organic substrates (Carvalho, 2019). 
The results of this study suggested that adding bacteria seems to influence the nutrient 
cycle in the soil environment (Feirer et al., 2012; Zhang et al., 2016), resulting in a change 
in soil properties.

CONCLUSION

This investigation delved into the effects of R. erythropolis and B. subtilis inoculation 
on the properties of agriculturally fertilized soil. Our findings underscore the potential of 
bacterial inoculation in stimulating the proliferation of indigenous bacterial populations 
and enhancing nutrient cycling within the soil matrix. Notably, the inoculation with 
R. erythropolis and B. subtilis exerted discernible impacts on the structure of bacterial 
communities, leading to an augmentation in bacterial abundance towards the threshold 
indicative of fertile soil. Consequently, our study posits bacterial inoculation as a promising 
intervention for ameliorating the conditions of low-fertilized soil, particularly following 
its prior use in agriculture employing agrochemicals. These results hold significant 
implications for sustainable soil management practices, suggesting a viable strategy to 
revitalize soil fertility in agricultural contexts. By harnessing the potential of bacterial 
inoculants, agricultural systems can mitigate the deleterious effects of conventional 
practices and pave the way toward enhanced soil health and productivity. Further research is 
warranted to elucidate the mechanistic underpinnings of bacterial-mediated improvements 
in soil properties and to refine strategies for optimizing the efficacy of bacterial inoculation 
in diverse agricultural settings. 
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ABSTRACT 

Unmanned aerial vehicles (UAV) based methods for reconnaissance activities aim to 
update wetlands’ health status and are safer and cost-effective considering that wetlands 
normally have saturated soils, dense vegetation and wildlife. Vegetation survey work in 
wetland areas needs many staff to ensure the safety of researchers and equipment. This 
paper describes the application of UAV technology to identify and demarcate vegetation 
communities in a dense BRIS (beach ridges interspersed with swales) coastal wetland. 
The methodology employed in this research has two steps. The first step involves the 
utilisation of UAV imagery and Geographic Information System (GIS) technology. The 
second step entails ground truthing, which involves validating tree species using 15 
quadrants. The utilisation of UAVs in conjunction with ArcGIS 10.3 demonstrated that 
the unique characteristics of tree canopy morphology and tree heights could be assessed 
and analysed. The UAV-GIS results are compared to ground truthing results to validate 

tree communities’ demarcation. The findings 
indicate that integrating two datasets, 
particularly tree canopy morphology and 
tree height, produced an acceptably accurate 
vegetation community demarcation. The tree 
canopy form of Hibiscus tiliaceus (Bebaru) 
was differentiated from the canopies of 
Acacia mangium and Nypa fruticans by 
analysing the image. The tree height analysis 
involved using ArcGIS 10.3 software to 
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generate the digital surface model (DSM) and digital terrain model (DTM). Validation 
results indicate an 87% accuracy in the demarcation work. Hence, identification and 
demarcation of the vegetation communities could be achieved by utilising both tree canopy 
morphology and tree height data obtained from UAV.

Keywords: BRIS coastal wetland, canopy morphology, Hibiscus tiliaceus, UAV method

INTRODUCTION

Coastal BRIS wetlands are very challenging environments to study. They are usually 
waterlogged and have soft soil and dense trees that restrict accessibility. Moreover, 
the presence of wild animals, such as poisonous snakes and wild boars, makes such 
environments potentially hazardous to work in (Hu et al., 2017). Additionally, a sizable 
workforce is needed, which is inefficient from a cost standpoint and raises the possibility 
of disrupting delicate plant and animal species (Pinton et al., 2020). Right now, remote 
sensing presents a viable answer to the problems brought on by this predicament.

Satellites and aircraft have previously been used in remote sensing operations (Thomson 
et al., 2003). However, their application is sometimes limited due to cloud cover, rigid data 
acquisition frequency, and cost. In contrast, UAVs or drones could capture high-resolution 
multi-spectral images even during cloudy weather as they flew at lower altitudes (i.e. below 
cloud cover), with a high degree of manoeuvrability, easy deployment and flexible data 
acquirement schedule (Tagle, 2017; Durgan et al., 2020). 

The UAV image approach could differentiate various vegetation communities from an 
aerial perspective based on canopy characteristics (Mahmud et al., 2023). It could facilitate 
the process of locating wetlands and enhance plant species identification. UAV with RGB 
(i.e. red-green-blue light spectrum) sensor is typically used for the field sampling. UAVs with 
near-infrared (NIR) band and Cubert UHD 185 hyperspectral sensors have been used for 
more detailed vegetation observation and analysis and could distinguish between different 
species of mangrove trees (Abeysinghe et al., 2019; Darwin et al., 2014; Durgan et al., 2020). 

This paper describes the application of UAV technology to identify and demarcate 
coastal BRIS wetland vegetation communities. It demonstrated a viable means of aiding 
wetland vegetation survey work. Vegetation community identification helps evaluate the 
wetland’s health state and monitor vegetation alterations in a target area (Lawley et al., 
2016; Zungu et al., 2018; Fang et al., 2021; Alsfeld et al., 2010). 

METHODOLOGY

Study Area

The study was conducted at the BRIS wetland on the campus of Universiti Malaysia 
Terengganu, 20 km north of Kuala Terengganu (Figure 1). The wetland is approximately 5.26 
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ha and is beside a tidal river (Figure 1). It would be flooded when the adjacent rivers overflow, 
resulting from high upstream flows during the northeast monsoon season and high tide.

Remote Sensing and GIS Technique

The study area was surveyed using an unmanned aerial vehicle (UAV) on July 19, 2022. 
This UAV method produces high-resolution images compared to aerial photography 
methods. A DJI Matrice 100 drone was used. Flight missions were conducted 60 meters 
above ground level (AGL) at 38 km/hr cruising speed. The spatial resolution was 8 cm ×8 
cm. The flight paths for the drones were designed in a way similar to mowing a lawn to 
account for projected overlap, with 75% front-lap and 75% side-lap, respectively (Otto et 
al., 2018). The Zenmuse X3 camera (https://www.dji.com/) mounted on the drone captured 
true-colour photographs at a resolution of 12.0 megapixels (4000 × 3000 pixels).

Litchi (version 4.0.1; available at https://flylitchi.com) was used to construct flight routes 
and monitor progress while data was collected (Figure 2). Three hundred and seventy-eight 
individual pictures were digitally merged using the pix4d program (https://www.pix4d.

Figure 1. Study area (Source: Google Earth)

A - study area; B - Universiti Sultan Zainal Abidin 
(UnisZA); C - Universiti Malaysia Terengganu (UMT); 
D - police quarters; E - villages; es - Mengabang 
Telipot estuary; rd - beach ridge area; w - wetland 
area (swale); frp - flood retention pond; gy - groyne; 
bw - breakwater

river/drainage channel

frp boundary

study area boundary

beach ridge approximate boundary
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com). It allowed for a realistic 3D mapping and 
modelling ArcGIS 10 to analyse and interpret 
the generated image to identify the vegetation 
communities based on canopy morphology and 
height. Tree height is the elevation difference 
between the canopy`s top and ground surfaces. 
For this purpose, a digital terrain model (DTM) 
and digital surface model (DSM) of the study 
area are used. The DTM represents the ground 
surface elevation, and the DSM represent the top 
canopy surface elevation. DTM and DSM use 
the National Geodetic Vertical Datum or NGVD 
as a standard elevation reference system. The 
Survey and Mapping Department of Malaysia 
developed this system. Practically, elevations 
were calculated using a reference level from a 
surveying benchmark using the NGVD system. 
While DSM data was acquired from the UAV 
survey, DTM was generated from secondary 
data sources from earlier (2007 and 2020) 
on-the-ground topographic surveys conducted 
by land surveyors for Universiti Malaysia 
Terengganu campus development projects.    

Figure 2. Flight paths for drone mapping using 
Litchi software

Vegetation Community Demarcation and Validation

Tree height data aided vegetation identification work as different species have different 
height ranges. The identified vegetation communities were demarcated using ArcGIS 10.3 
software. After that, the demarcation was validated with data collected from the ground 
truthing work. The vegetation species and community surveyed within the quadrates 
discussed earlier served as ground-truthing data. It should be noted that the UAV combined 
with the GIS method identify and demarcates communities based on physical characteristics 
alone. Hence, it is not meant to demarcate species even though it may be useful under some 
clear circumstances, e.g., differentiating a coconut tree from a Nypa tree.

Vegetation Sampling

The vegetation sampling was carried out from October 6 to 16, 2022, in two stages: the 
quadrat establishment and the plant sampling (Figure 3). First, the study area was divided 
into a grid of 10 m × 10 m cells or quadrates and numbered. Using the random number 
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generator in Microsoft Excel, 15 quadrants were selected. A ground check was done to 
ascertain the accessibility of the selected area. The finalised quadrat locations are shown 
in Figure 4. Plant samples (such as leaves, fruits, and flowers) found in the quadrates were 
collected and preserved in 70% alcohol in a plastic container. The species were identified 
by referring to the voucher specimens in the UMT herbarium and expertise.

Figure 3 represents the flowchart of the methodology, comprising study site monitoring, 
remote sensing, GIS techniques, and vegetation sampling. Quadrates measuring 10 m x 
10 m were established using measuring tape and rope. The grid was drawn and numbered 
on the UAV image using ArcGIS software. Fifteen quadrate locations were selected based 
on random numbers generated in Microsoft Excel and consideration of field conditions 
such as accessibility and safety.

Figure 4. Fifteen quadrants are scattered in the coastal BRIS wetland, Kuala Nerus, Terengganu (Source: 
UAV Image)
Note. ‘P1–P9’ are just transects, whereas ‘WA–WF’ are transects locations with groundwater monitoring 
wells. The middle section is inaccessible; hence, no quadrates were assigned. It does not affect the sampling 
work’s validity as this section has the same type of vegetation as the surrounding quadrates based on visual 
observation from the top floor of a faculty building located just beside the wetland on the eastern side

Figure 3. Flowchart of the methodology 
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RESULTS AND DISCUSSION

Vegetation Canopy Morphology Identification

The study area is dominated by Hibiscus tiliaceus (Bebaru) (Table 1; Figure 5). It is 
commonly found in tropical regions. This pantropical mangrove species usually occurs 
in coastal ecosystems with high salinity (Santiago et al., 2000). This tree offers a wider 

Figure 5. The Hibiscus tiliaceus plant 
is dominant in the study area

Figure 6. UAV images of canopy morphology of vegetation with location examples in the study area
Note. Bare land and waterbody (river) compare vegetated and non-vegetated

A – Acacia mangium
B – Hibiscus tiliaceus
C – River
D – Nypa
E – Bareland

canopy with a short trunk sprawling and intertwined 
branches that form an impenetrable thicker. It posed 
accessibility challenges during the field survey. The leaf 
is heart-shaped, 8–20 cm long, wavy, and bright green 
colour on the upper surface and greyish green and hairy 
below (Figures 5 and 7). It has a yellowish, short-lived, 
and fragile flower (Elevitch & Thomson, 2006).

The vegetation canopy morphology was identified 
using the UAV image (Figure 6). The Bebaru (H. 
tiliaceus) tree canopy morphology differs from the 
Acacia mangium and Nypa fruticans canopy (Figure 
7). The A. mangium leaves were usually large, 11–27 
cm long (Figure 7) and 3–10 cm broad and have 
acute-angled, glabrous and stout branchlets (Maslin & 
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McDonald, 1996). Nypa fruticans leaves appear from the ground, lacking a visible upright 
trunk with a single leaf that can grow up to 8 m (Figure 7) (Zakaria & Aslzaeim, 2010). 

Vegetation Height Estimation

The digital surface model (DSM) represents the top of the canopy surface, while the digital 
terrain model (DTM) shows the ground level in the study area (Figure 8). The DTM was 
generated from topographic survey data from Universiti Malaysia Terengganu (UMT), 
whereas the DSM was generated from UAV data. The DTM represents the ground surface 

Figure 7. Leaves characteristic

Hibiscus tiliaceus Acacia mangium Nypa fruticans

Figure 8. DTM, DSM and vegetation heights

DTM DSM Vegetation heights
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elevations, while the DSM represents the canopy top surface elevations. DTM and DSM 
elevations used the same vertical datum with reference to the NGVD system; hence, they 
are comparable. The difference in elevations between DSM and DTM represents the 
vegetation height, represented by the ‘Vegetation Heights’ map. This vegetation heights map 
illustrates the diverse range of plant heights resulting from vegetation species variations. 
This data aided vegetation community demarcation because different species of vegetation 
could have different average heights. The Bebaru tree typically grows to 3–10 m in height, 
whereas A. mangium can grow to 25–35 m in height, and the N. fruticans tree can reach up 
to 9 m (Hegde et al., 2013; Zakaria & Alzaeim, 2010). Hence, when an area with certain 
canopy morphology (Figure 6), e.g. Berbaru, the vegetation heights range, in the case of 
the study area, 3 to 7 m, would help to further affirm that the area is most likely Berbaru. 
This approach is not meant to be used in vegetation identification, as other vegetation types 
could also have the same height range. It is meant to aid in identification work, especially 
in inaccessible areas. 

Vegetation Species Identification from Quadrates Sampling

A vegetation community is the primary or prevailing vegetation type within a specific 
abiotic setting in a region (Diekmann, 2003). In this study, the community’s determination 
was based on identifying the dominant species, which collectively contributes to the highest 
coverage within a defined quadrat. Hence, the community in each quadrate was determined 
based on the species dominance.

The vegetation communities have been identified using aerial photos and data from 
ground truthing/field surveys. UAV images provided two sorts of information: crown 
morphology and vegetation height. These data produced variances in canopy morphology, 
which may be translated into various vegetation communities. The finding was then 
confirmed using a field survey. A total of 29 species were identified across all quadrants. 
Based on this data, the dominant species for each quadrate was indicated. The dominant 
species, represented by the one with the highest coverage in each quadrate, reflected the 
composition of the community. In this study, if there is more than one dominant species, 
the dominancy was determined based on the highest crown cover.

The communities’ assessment was made based on UAV images. Based on the 
variations identified by the UAV image, the field surveys identified 13 floristically and 
physiognomically unique plant groups. Meanwhile, the 29 species mentioned were listed 
from ground truthing (vegetation sampling), and some did not fit into the recognised plant 
groups from the aerial images.

The vegetation samples have been incorporated into the analysis conducted in 
ArcGIS to generate the wetland map, which includes the spatial distribution of the 
communities (Table 1).
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Table 1 
Species of vegetation collected in the quadrates 

No. Species P1 P2 P3 P4 P5 P6 P7 P8 P9 WA WB WC WD WE WF
1 Hibiscus tiliceus \ \* \* \* \* - \* \* \* \* \* - \* \* \
2 Acacia mangium - - - - - \ - \ - - \ \ - - -
3 Cyperus esculentus \* \ - - - \ \ - - - - \* - - -
4 Sonneratia alba \ - - - - - - - - - - - - - -

5 Melastoma 
malabathricum - - - - - \ \ - - - - - - - -

6 Nephrolepis acutifolia - - - - - \* \ - - - - - \ - -
7 Fagraea fragrans - - - - - \ - - - - - - - - -
8 Acrostichum aureum \ - - - - - - - - - - - - - -
9 Passiflora foetida \ - - - - - - - - - - - - - -

10 Casuarina 
equisetifiloa \ - - - - - - - - - - - - - -

11 Sphagneticola 
tribolata \ - - \ - - - - - - - - - - -

12 Mimosa pudica \ - - - - - - - - - - - - - -
13 Flagellaria sp. - \ \ \ \ - \ \ \ \ \ \ \ \ \
14 Annona glabra - - - - - - - - - - \ - - - -
15 Catunaregam spinosa - - - - \ - - - - - - - - - -
16 Passiflora edulis - - - \ - - - - - - - - - - -
17 Zingiber zerumbet - - - - - \ - - - - - - - - -

18 Dolichandrone 
spathacea \ - - - - - - - - - - - - - -

19 Derris trifoliata \ \ \ - - - - \ \ - - - - \ -
20 Causonis trifolia \ \ - \ - - - - - - \ - - \ -
21 Spermacoce exilis \ - - - - - - - - - - - - - -
22 Tylophora flexuosa - - - - - - - - - - - - - - \
23 Salacia chinensis - - - - - - - - - - - - - - \
24 Olax imbricata - - \ - \ - - - - - - - - - \
25 Mikania micrantha - - - - \ \ \ - - - \ \ \ - -
26 Cyperus mindorensis - - - - - - \ - - - - - - - -
27 Coccoloba diversifolia - - - - - \ - - - - - \ - - -
28 Vitex trifolia - - - - - - - - - - - \ - - -
29 Melothria pendula - - - \ - - - - - - - - - - -

Note. * represents the dominant species in the quadrate, \ represents the species presence in the quadrate

UAV Vegetation Community Validation

Based on their canopy morphology and general height, vegetation communities were 
demarcated into polygons in ArcGIS. These polygons visually implied the boundaries of 
various plant species. The quadrat data of vegetation species sampled on the ground were 
spatially compared with the demarcated community boundaries by overlapping them in 
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ArcGIS. It must be noted that the purpose of doing this is not to show that UAVs can 
detect vegetation at the species level. Rather, it is to verify the accuracy of the vegetation 
community`s demarcation. Such demarcation work would contribute to the optimisation of 
time, cost, and safety when vegetation species surveys are done for large and low-accessible 
areas. The most dominant species would define the canopy morphology characteristics and 
general heights. Hence, in Table 1, the dominant species are indicated and used to ascertain 
the accuracy of the UAV-based demarcation work.  

The community was identified by analysing canopy morphology and vegetation 
height estimation using UAV image analysis with ArcGIS. In this study, the community’s 

Figure 9. Vegetation communities identified via UAV 
technique and quadrat locations

Acacia mangium
Unidentified tree
Hibiscus tiliaceus
Cocos nucifera
Casuarina equisetifolia
Nypa fruticans
Shrub

Cyperus mindorensis
Nephrolepis acutifolia
Sonneratia alba
Grass
Fagraea fragrans
Acrostichum aureum

determination relied on recognising 
the dominant species that collectively 
contributed to the highest coverage within 
a specified quadrat.

Hibiscus tiliaceus or Bebaru was the most 
prevalent species in the study area (Table 1). 
Fifteen quadrants were randomly placed 
around the wetland area to avoid potential 
biases in species data collection and enhance 
the accuracy of vegetation identification 
within the designated study region (Figure 
3). The results of vegetation sampling in 
each quadrat and the vegetation communities 
demarcated are shown in Figure 9. 

The H. tiliaceus species has been 
distinguished based on the analysis of canopy 
morphology, specifically the differences in 
leaf size and arrangement compared to 
other plant species. However, identifying 
small-sized plants, such as Flagellaria sp., 
was challenging in the unmanned aerial 
vehicle (UAV). It is a limitation caused by 
the spatial resolution of the UAV image. 
The presence of overlapping foliage can 
obstruct the visibility of leaves, hence 
reducing detectability. It is important to 
note that the image obtained from UAVs 
demonstrates a tendency towards capturing 
plants characterised by greater leaf size. 
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Leaf size has a notable impact on the identification of canopy morphology, as evidenced 
by unimodal patterns of leaf size concerning tree size. It implies leaf size influences canopy 
morphology (Thomas, 2010; Ollinger, 2011). Consequently, identifying small leaves poses 
difficulties in UAV image processing for vegetation analysis, potentially influencing the 
efficiency of demarcating vegetation communities.

The demarcated vegetation communities were compared with the data from the 
quadrates. It means the result of fieldwork sampling, observation, and the vegetation 
community demarcation is independently done, making such comparison valid. All the 
communities were classified into 13 based on their canopy morphology and vegetation 
height estimation. These two parameters were determined by analysis of UAV images 
using ArcGIS software. 

Of 15 quadrants, two did not match their community (Figure 9). Quadrat P6 has 
Nephrolepis acutifolia as its dominant species but was demarcated under Community 3, 
which has H. tiliaceus as the dominant species. Quadrat WC has Cyperus esculentus as 
its dominant species but was also demarcated under Community 3. These two quadrants 
were located very close to Community 3; hence, the error could be caused by the inability 
of the UAV`s spatial resolution to discriminate them from H. tiliaceus, which dominates 
Community 3. Overall, 13 out of 15 quadrates indicated that the vegetation community 
did demarcate the dominant species correctly; hence, the accuracy is about 87%. If more 
quadrates are used, the reliability of this UAV technique could be further attested. 

CONCLUSION

UAV technology could identify and demarcate coastal BRIS wetland vegetation 
communities. Hibiscus tiliaceus was the dominant species in this study region, with 13 
quadrates out of 15 displaying its presence. Through the utilisation of ground truthing, 
it was determined that roughly 87% of the quadrates showed correct identification and 
demarcation. A higher spatial resolution would produce even better results as the detection 
depends on the leaf size. This technology is both cost-effective and safe. Ecologists could 
identify vegetation communities and demarcate their areas as an initial work before actual 
vegetation species survey work on the ground. The design of survey transects and locations 
can be more effective as the availability of a vegetation community map would enable 
targeted work. These benefits would be even more worthwhile when applied to larger areas, 
especially when they are challenging terrains.
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ABSTRACT

This paper investigates the filtering techniques to enhance the accuracy of indoor localization 
for Autonomous Guided Vehicles (AGVs) using Ultra-Wideband (UWB) technology. A 
comprehensive comparative analysis of various filtering approaches, including the Kalman 
Filter (KF), Moving Average Filter (MA), Savitzky-Golay Filter (SG), Weighted Average 
Filter (WAF), and their combinations, are conducted. The primary focus of this paper is the 
integration of a Moving Average-Kalman Filter (MAKF) with an extended window size of 
201. Experimental findings reveal significant performance differences among these filtering 
techniques. The most effective approach is the MAKF technique, achieving an accuracy 
of 85.13% and the lowest path deviation of 0.17 meters. Conversely, the MA exhibits the 
lowest accuracy at 68.83%. Notably, the WAF attains an accuracy of 72.46% but exhibits 
a significantly higher path deviation of 2.65 meters compared to 1.45 meters of the MA 
filtering technique. The proposed MAKF acknowledged for its ability to effectively reduce 
noise with real-time responsiveness, represents a significant advancement in AGV indoor 
localization techniques.

Keywords: AGV, indoor localization, Kalman filter, 
moving average, Savitzky-golay, UWB

INTRODUCTION

Indoor localization poses intricate challenges 
for Autonomous Guided Vehicles (AGVs) 
operating within industrial environments. 
Precise AGV positioning is imperative for 
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optimizing operational efficiency and ensuring safe navigation (Liu et al., 2022). Unlike 
outdoor scenarios where the Global Positioning System (GPS) is readily available, indoor 
environments lack consistent satellite-based positioning and are often cluttered with 
obstacles and sources of interference.

Integrating Ultra-Wideband (UWB) technology with advanced filtering techniques has 
emerged as a promising solution to address these challenges. UWB technology, known 
for its ability to provide accurate distance measurements (Flueratoru et al., 2020) and 
resistance to signal reflections, is a key enabler for indoor localization. However, in an 
indoor environment, interference can introduce noise and inaccuracies into the raw UWB 
data (Borhan et al., 2023), necessitating filtering techniques to enhance accuracy.

This research aims to comprehensively evaluate and compare various filtering methods, 
including the established Kalman Filter (KF), the straightforward Moving Average Filter 
(MA), the polynomial-based Savitzky-Golay Filter (SG), and the Weighted Average Filter 
(WAF). This paper also explores the integration of these filters and their impact on AGV 
indoor localization.

The primary objective of this research is to provide insights into the effectiveness of 
filtering techniques in reducing noise and improving AGV positioning accuracy within an 
indoor environment. This study is supported by conducting experiments involving AGV 
platforms equipped with UWB hardware in an indoor scenario. 

Furthermore, this research introduces the Moving Average-Kalman Filter (MAKF) 
with a large window size of 201 as an innovative approach for balancing noise reduction 
and real-time responsiveness, crucial for AGV operations in dynamic environments. The 
decision to employ a window size of 201 reflects a deliberate choice to capitalize on the 
advantages of an odd window size. This choice ensures that important dynamic patterns 
in the data are well-preserved and contribute to the overall robustness of the filtering 
processes. Moreover, a larger window size helps reduce the impact of fluctuations or noise 
in the input data.

Filtering Techniques for Indoor Localization

Numerous filtering methods have been explored to enhance the accuracy of AGV 
indoor localization. KF has been a prominent choice due to its ability to assimilate noisy 
measurements and provide state estimates with optimal accuracy. Yi et al. (2021) have 
demonstrated the efficacy of KF in AGV positioning. MA, known for its relatively high 
accuracy and low computational overhead, has also been investigated (Dangkham, 2018). 
MA filters offer real-time responsiveness, making them suitable for AGV applications 
in dynamic environments. However, MA alone may exhibit inaccuracies in speed 
measurement due to factors such as multipath effects and environmental interferences 
(Fakhoury & Ismail, 2023).
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SG has been applied to smoothen UWB data (Laanen et al., 2023). SG filters use 
polynomial regression to eliminate high-frequency noise components while preserving 
underlying trends. This characteristic makes them appealing for certain AGV scenarios. 
WAF has been introduced for its ability to improve the accuracy of indoor localization 
with lower computation complexity (Cheng et al., 2011). WAF filters allow practitioners 
to adapt filter behavior to specific AGV localization requirements by assigning varying 
weights to data points.

Ultra-Wideband Technology for Indoor Localization

 Li et al. (2019) have explored the integration of UWB hardware into AGV systems to 
retrieve the position of the AGV. UWB localization system generally involves anchors, 
which are stationary UWB transceiver modules placed in known positions throughout the 
environment and a tag, which is a transceiver module installed on the AGV (Bae et al., 
2022). Moreover, the UWB technology possesses the capability to execute two-way-ranging 
(TWR) (Wei et al., 2018), a process that involves the precise measurement of time-of-flight 
(TOF) from the tag to the anchor, subsequently multiplied by the speed of light.

Table 1 shows the comparison of filtering techniques through the existing literature.          
Notably, a lack of attention is dedicated to utilizing the MA filter for AGV indoor 
localization, as highlighted in Table 1, specifically in real-time applications—a critical 
consideration for AGVs operating dynamically in indoor environments. This research gap 
raises fundamental questions about the untapped potential of the MA filter in improving 
AGV indoor positioning accuracy, noise reduction, and real-time responsiveness, as 
currently, there are minimal applications of the MA filter. The motivation for this study 
is to comprehensively address this conspicuous research gap by conducting a thorough 
assessment of the suitability of the MA filter and exploring its potential integration with 
the KF to fill this significant gap in academic research.

METHODS

The MAKF combines the KF and MA filter characteristics with a distinctive window size 
of 201 data points. It focuses on effectively reducing noise while preserving dynamic 
patterns. The algorithmic details of MAKF were also discussed, providing insights into 
its filtering methods.

Moving Average-Kalman Filter (MAKF)

This paper proposed the MAKF technique, which integrates the KF and MA filter 
characteristics, as shown in Figure 1. Sadowski and Spachos (2019) found that Kalman 
has better accuracy, while MA has better precision. Therefore, the MAKF in this research 
differs from the conventional method by integrating the recursive, optimal estimation 
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capabilities of the KF with the simple, non-recursive smoothing features of the MA filter 
to mitigate the limitations of each method and provide a more effective solution for specific 
applications such as AGV indoor localization.

The MAKF algorithm begins with noisy measurement data, inputMAKF. The 
algorithm’s output, labeled outputMAKF, represents a smoothed version of the measurement 
data, providing a more accurate representation of the AGV’s position.

The first step in the MAKF algorithm is initializing the parameters, where the window 
size for the moving average, denoted as N, is defined. This window size determines the 
extent of smoothing applied to the noisy data. A larger N value results in more extensive 
smoothing, while a smaller value retains more of the dynamics of the original data.

Subsequently, KF is applied to the inputMAKF data to obtain kalman_output.
The KF component of the MAKF processes the raw measurements and utilizes a 
prediction correction algorithm to estimate the state of the AGV, compensating for noise 
and uncertainties.

For each data point in kalman_output, the algorithm calculates a moving average, or  
avg, using a rolling window of size N. This moving average operation acts as a smoothing 
mechanism, reducing the influence of noisy fluctuations and enhancing the overall precision 
of the data. In this step, the algorithm ensures that the filtered signal retains its real-time 
responsiveness while mitigating noise and inaccuracies.

Finally, the average value, representing the smoothed estimate, is combined with the 
KF-processed signal to create an optimized estimate of the AGV’s position. This updated 
estimate is then appended to the outputMAKF data matrix, ensuring that the final output 
reflects the improved accuracy achieved through the MAKF technique.

EXPERIMENTAL SETUP

The experiments were conducted in a controlled indoor environment to simulate complex 
industrial settings, such as manufacturing plants and warehouses. The environment consists 
of a 6.47 meter × 8 meter area with various obstacles, representing a challenging scenario 
for AGV navigation. The experimental environment can be seen in Figure 2.

UWB technology was utilized to gather localization data. The UWB technology 
employed in this research is the DWM1001-Development Board (Figure 3), which consists 
of anchor nodes strategically placed throughout the environment and an AGV equipped 
with a UWB tag. The specifications of the DWM1001 are outlined in Table 2. In this 
experiment, the UWB updates every 0.1 sec.

The AGV utilized in this study is a compact indoor mobile robot designed for robotics 
research and education. It is equipped with sensors for navigation and safety, including 
encoders, and a laser scanner for obstacle detection and avoidance. The AGV is shown 
in Figure 4.
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The data collection procedure involved the AGV navigating the predefined route within 
the experimental environment. The predefined route, which is also the reference trajectory, 
is a straight path starting at (2,0) meter and ending at (2,8) meter, where the coordinate 
origin (0,0) meter is based on Anchor 2.

As the AGV moved, UWB signals were exchanged between the AGV equipped with 
the UWB tag and the anchor nodes. These signals were used to calculate the AGV’s 
position and trajectory. Raw UWB data obtained during the experiments were subjected to 
preprocessing, which included data filtering and noise reduction to enhance the accuracy 
and reliability of the collected data.

Following the collection and preprocessing of the raw UWB data, the AGV operates in 
accordance with the reference trajectory derived from the UWB data subjected to filtration 
by five distinct filtering techniques: KF, MA filter, SG filter, WAF, and MAKF. For more 
information on these filtering techniques’ working mechanisms and algorithms, please 

Figure 3. DWM1001-
Development Board

Figure 2. The experimental environment set up in a cluttered space

Table 2 
DWM1001-Development board 
specifications

Specifications
Accuracy range Within 10 cm
Line-of-sight range 60 m
Data rate 6.8 Mbps
Supply voltage 3.6 V–5.5 V
Size 54 mm × 43 mm
UWB Channel 5 6.5 GHz

Figure 4. AGV equipped with 
UWB tag

UWB Anchors

UWB Tag
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refer to the Appendix. The movement of the AGV is executed in real time rather than in 
a simulated environment. This real-time execution enables a comprehensive comparative 
assessment of the performance of the filtering techniques. Figure 5 displays the overall 
experimental setup.

Figure 5. Overall experimental setup in an indoor environment
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RESULTS AND DISCUSSION

The study provides a comprehensive analysis of the trajectories of the AGV employing 
various filtering techniques. These techniques offer varying trade-offs between trajectory 
smoothness and alignment with a reference path, as visually illustrated in Figure 6. The 
AGV employing the KF technique showcases generally accurate positioning, although it 
exhibits noticeable fluctuations, resulting in a lack of smoothness. In contrast, the AGV 
utilizing the MA filtering technique exhibits a smoother trajectory but deviates from the 
reference trajectory. It is important to note that, despite the visual deviation, smoothness 
is a desirable attribute for AGV operations in some contexts.

Among the analyzed techniques, the AGV trajectory employing the SG filtering 
technique stands out. Figure 6(c) shows that this method delivers a trajectory that aligns 

Figure 6. Real-time AGV trajectory using different filtering techniques: (a) KF, (b) MA, (c) SG, (d) WAF, 
and (e) MAKF

(a) (b) (c)

(d) (e)
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closely with the reference path, offering the best balance between trajectory accuracy and 
smooth movement. It is important to highlight that the visual results reflect the actual 
movement of the AGV and are crucial in selecting the most suitable filtering technique.

Moreover, Figure 6(d) displays the AGV’s trajectory using the WAF technique. While 
it provides exceptionally smooth movement, the deviation from the reference trajectory is 
more pronounced than with the SG filter. This trade-off between smoothness and trajectory 
accuracy emphasizes the importance of selecting the filtering technique that aligns with 
specific AGV requirements.

In this comparative analysis, the proposed MAKF technique, as displayed in Figure 
6(e), emerges as the most promising solution. The movement of the AGV is notably 
smoother compared to the conventional KF method, while it still closely follows the 
reference trajectory, distinguishing it from the MA filtering technique alone.

The analysis extends to key metrics such as path deviation, MSE, RMSE, and accuracy. 
These metrics provide a quantitative basis for evaluating the performance of the filtering 
techniques. Figure 7 displays the path deviation results for different filtering techniques, 
while Table 3 shows the accuracy, MSE and RMSE of the filtering techniques. As displayed 
in Figure 7, the KF method presents a low path deviation at 0.49 meters, emphasizing 

Figure 7. Path deviation results for different 
filtering techniques

Table 3 
MSE, RMSE and accuracy results for different filtering techniques

Filtering Techniques MSE (m) RMSE (m) Accuracy (%)
KF 2.0438 1.4296 82.0375
MA 6.1544 2.4808 68.8305
SG 2.244 1.4980 81.1786
WAF 4.8049 2.1920 72.4593
MAKF 1.4004 1.1834 85.1319

its accuracy in positioning. In contrast, the 
MA filter exhibits a higher path deviation 
of 1.45 meters, implying less precision in 
its positioning estimates.

The SG filter and WAF technique 
demonstrate path deviations of 0.48 
meters and 2.65 meters, respectively, 
signifying their capability to provide 
accurate positioning with varying degrees of 
smoothness. However, the most remarkable 
result in the proposed MAKF with a path 
deviation of 0.17 meters indicates significant 
improvements in AGV indoor localization 

Filtering technique

Pa
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 d
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precision. The effectiveness of the MAKF technique in improving accuracy is supported by 
its RMSE of 1.18 meters and an MSE of 1.4, the lowest among the techniques evaluated.

The results obtained reveal a close relationship between accuracy, MSE and RMSE. 
KF demonstrates an accuracy of 82.04% with an MSE of 2.04 meters and RMSE of 1.43 
meters, highlighting its effectiveness in AGV positioning. Conversely, the MA filter presents 
a lower accuracy of 68.83% with a higher RMSE of 2.48 meters and MSE of 6.15 meters, 
indicating less reliable positioning.

The SG filter strikes a balance with an accuracy of 81.18% and an RMSE of 1.5 meters, 
signifying the trade-off between accuracy and precision. Its MSE of 2.24 meters suggests a 
moderate level of accuracy in the AGV positioning compared with other filtering techniques. 
WAF delivers an accuracy of 72.46% but comes with a higher value of MSE and RMSE, 
which are 4.8 and 2.19 meters, respectively, again highlighting the intricate relationship 
between accuracy and precision.

The proposed MAKF excels in both accuracy and precision. With a high accuracy of 
85.13% and the lowest RMSE value among the evaluated techniques at 1.18 meters, the 
MAKF establishes itself as a promising choice for applications demanding high accuracy 
and minimal positioning errors. Additionally, the MAKF recorded the lowest value of 
MSE, which was 1.4 meters. The low value of MSE indicates that the estimation of the 
filter is closer to the true positions, which further supports the efficacy of the MAKF. The 
comparison reveals the advantages of merging the KF and MA filters, effectively addressing 
their limitations.

The choice of filtering technique significantly influences AGV operations, particularly 
in complex indoor environments where safety and efficiency are paramount. These 
implications extend to various industrial sectors, where AGVs are critical in automation 
and logistics.

CONCLUSION

The findings presented in this study revealed significant variations in performance among 
the assessed filtering techniques. The highlight of this research was the introduction 
and assessment of MAKF, which outperformed all other techniques with an accuracy of 
85.13%, an MSE and an RMSE of 1.4 and 1.18 meters, respectively. Additionally, the filter 
recorded the lowest value for path deviation, which was 0.17 meters. MAKF effectively 
improved the AGV indoor localization, combining the advantages of accuracy, minimal 
positioning errors, and real-time responsiveness. In contrast, the MA filter exhibited the 
lowest accuracy at 68.83%, and the WAF, reaching an accuracy of 72.46%, displayed a 
significantly higher path deviation of 2.65 meters.

These results carry significant implications for AGV indoor localization. The 
demonstrated effectiveness of MAKF, especially with extended window size, presents 
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a promising solution to tackle challenges related to noise and dynamic environments in 
AGV operations. This study provides practical guidance for researchers and practitioners in 
automation and logistics, aiding filter selection and parameter optimization. Such guidance 
ultimately enhances the efficiency and safety of AGV applications in diverse industrial 
and logistical scenarios.
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ABSTRACT

In nondestructive testing (NDT), ensuring defect detection, measurement accuracy, and 
reliability guarantees various components’ structural integrity and safety. The Probability 
of Detection (POD) concept has emerged as a fundamental measure of the effectiveness of 
an inspection technique in identifying defects. Since NDT plays a crucial role in aerospace, 
manufacturing, and infrastructure industries, enhancing POD has become critical. POD 
refers to the likelihood that a flaw or defect of a certain size will be detected using the 
NDT technique. The “â versus a” and the “hit/miss” methods are particularly notable 
among the commonly employed POD estimation methods. The POD curve is determined 

based on crack size measurements in the 
“â versus a” approach, typically used in 
ultrasonic testing. On the other hand, the 
“hit/miss” method establishes the POD 
curve by analysing binary outcomes, where 
a “hit” signifies successful detection and 
a “miss” denotes detection failure. This 
review focuses on POD in the context of 
NDT, specifically in phased array ultrasonic 
corrosion mapping (PAUCM), to uncover 
current uncertainty parameters and explore 
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an innovative avenue for enhancing POD assessment by incorporating the material surface 
temperature as an additional parameter.

Keywords: â versus a, hit/miss, model-assisted probability of detection, nondestructive testing, phased array 
ultrasonic testing, probability of detection 

INTRODUCTION

In nondestructive testing (NDT), ensuring defect detection and measurement accuracy 
and reliability is crucial for guaranteeing various components’ and structures’ structural 
integrity and safety. Probability of detection (POD) provides a quantitative measure of 
the effectiveness of an inspection technique for defect identification. POD has emerged 
as a fundamental concept in the aerospace, manufacturing, and infrastructure industries. 

The POD measures the likelihood that an NDT technique can detect flaws of a specific 
size. It is a key performance indicator influencing maintenance, quality control, and risk 
management decisions. POD analysis empowers engineers, inspectors, and decision-
makers to make informed choices based on confidence in defect detection outcomes. 
The significance of POD lies in bridging the gap between theoretical expectations and 
real-world applications, ensuring that inspection methodologies align with the safety and 
quality requirements. Exploring POD is crucial for maintaining inspection accuracy as 
technology advances in the NDT landscape. 

This review aims to comprehensively explore the concept of POD in the context of 
NDT, specifically emphasising its application in phased-array ultrasonic corrosion mapping 
(PAUCM). The primary focus was to investigate the intricacies of POD, particularly 
concerning PAUCM, to uncover the current uncertainty parameters associated with this 
technique. Furthermore, this review aims to explore an innovative avenue for enhancing 
POD assessment by incorporating material surface temperature as an additional parameter.

However, owing to the apparent dearth of existing studies in this specific niche, the 
focus was redirected toward the broader realm of POD assessment within the context 
of phased-array ultrasonic testing (PAUT). Despite its distinct applications, PAUT is 
commonly utilised with an angle beam for weld inspection, and the PAUCM employs 
a straight beam for corrosion detection. The two techniques have the same technology 
and equipment; there is also a similar mode of operation and the presentation of defects. 
Therefore, this review broadly explores historical processes, theoretical foundations, 
methodological strategies, illuminating case studies, and emerging trajectories in the field 
of POD assessment with a particular focus on the context of PAUT. 

This review analyses in-depth contributions from researchers, industry experts, and 
practitioners to help comprehensively understand the evolution, challenges, and potential 
opportunities for POD assessment within the PAUT field.
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Essentially, this endeavour intends to highlight the critical role of POD as a vital 
tool in maintaining the reliability and credibility of NDT practices, especially within the 
PAUT framework. Furthermore, investigating the potential role of the material surface 
temperature as a POD enhancer will pave the way for innovations that refine the accuracy 
and effectiveness of PAUCM in corrosion detection.

PROBABILITY OF DETECTION

POD analysis is a fundamental task in assessing the ability of NDT techniques to detect 
defects. This comprehensive review aims to outline the intricacies of POD analysis and 
trace its developmental trajectory, methodology, and significance in protecting material 
and structural integrity.

Meeker (2000) traced the origins of POD to the 1970s. However, real advancement and 
widespread adoption began after 2000, as evidenced by a literature review of 90 articles. In 
the mid-1970s, an estimation of the probability of flaw detection based on specific flaw sizes 
using uniform POD assumptions was attempted. Initially, binomial distribution methods 
were used for the estimation. However, this approach proved inadequate, as researchers 
discovered the multifaceted behaviour of POD curves (Georgiou, 2007). 

The NDT community shifted towards more intricate models in the 1980s, which 
can capture the relationship between POD and flaw size. Log-logistic and ‘log-normal’ 
distributions are now utilised as sophisticated approximations of POD behaviour, illustrating 
the growing comprehension of this intricate phenomenon (Annis et al., 2015a). 

The three-parameter model expands upon the two-parameter model by introducing the 
Signal Amplitude Distribution (SAD), the POD, and the Signal-to-Noise Ratio (SNR). This 
inclusion offers a more comprehensive representation of the detection process, recognising 
that flaws may exhibit various signal amplitudes. This change began a new era in POD 
analysis, leading to more accurate and relevant estimates (Knopp & Zeng, 2013).

Integrating simulation methodologies and advanced statistical techniques offers a more 
comprehensive and accurate approach to estimating the POD, accounting for a wide range 
of complex variables and uncertainties. Simulation-based approaches, such as Model-
Assisted Probability of Detection (MAPOD), gained prominence during this period. The 
MAPOD approaches leverage computer simulations to replicate real-world inspection 
scenarios, assess the probability of flaw detection in different materials with varying sizes 
and characteristics, and generate realistic data that reflects the complexities of actual NDT 
operations (Rentala et al., 2018).

MAPOD has gained significant traction since its inception by the MAPOD Working 
Group in 2004. Its widespread adoption can be attributed to its capability to simulate 
NDT data for POD assessment, which leads to substantial resource savings (Dominguez 
et al., 2012).
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Simulations have explored multiple variables such as material properties, defect 
geometries, inspection configurations, and environmental conditions. This holistic approach 
has enabled researchers to identify optimal parameters and strategies for flaw detection 
and quantifying uncertainties associated with different scenarios. 

In 2009, the US Department of Defence published a notable handbook, MIL-HDBK-
1823A, titled “Nondestructive Evaluation System Reliability Assessment.” This handbook 
thoroughly explains POD applications and is frequently cited in various POD research 
articles, indicating its widespread circulation and influence in the field (DOD, 2009).

Advanced statistical techniques, including Bayesian methods, have been integrated into 
simulation-based approaches to enhance the accuracy and reliability of POD predictions. 
By combining the simulation results with statistical analyses, researchers can generate 
more robust POD curves that account for the variability and uncertainties introduced during 
inspection (Dominguez et al., 2012). POD estimation methods fall under two primary 
categories: the “â versus a” and the “hit/miss” methods. 

POD computing and evaluation have witnessed the emergence of various techniques 
over time. In addition to Bayesian methods, the Monte Carlo simulation approach is another 
commonly employed technique. This approach entails generating random samples from 
probability distributions and simulating the inspection process to estimate the POD. Monte 
Carlo simulation accounts for uncertainties, such as defect variability and measurement 
error, and precisely estimates POD and associated uncertainties (Abdelli et al., 2019).

The 29/29 method calculates the POD using a set of 29 flawed samples. The inspection 
results are then meticulously analysed to determine the proportion of successfully detected 
flaws. If all 29 flawed samples were accurately identified, the POD is considered 100% 
(Bato et al., 2017).

Maximum Likelihood Estimation (MLE) is an established statistical method for 
determining the parameters of a probability distribution based on observed data. The 
objective of MLE is to identify the parameter values that provide the highest likelihood of 
observing the actual detection outcomes, given a hypothesised model. Nevertheless, MLE-
based approaches have been known to have certain limitations, such as convergence issues 
with algorithms. Despite the findings suggesting an increase in POD with crack length, 
there may be instances in which operators fail to identify large crack sizes, as evidenced 
by preliminary research (Poudel et al., 2022).

Spies and Rieder (2018) employed the Rayleigh-Rice model to develop MAPOD. 
The Rayleigh component represents noise, whereas the Rice component represents the 
signal. This model is particularly relevant in ultrasonic testing because flaw signals are 
commonly concealed within background noise. By separately characterising the signal and 
noise components and subsequently combining them, the Rayleigh-Rice model assesses 
the detectability of flaws.
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After thoroughly examining extensive literature, it is apparent that the “â versus a” 
and binary “hit/miss” methods are the most widely used and central to this article’s focus. 

In the “â versus a” approach, such as in ultrasonic testing, the echo amplitude “â” is 
proportional to the crack size measurement “a”. The objective was to establish a decision 
threshold “â” that maximised crack detection while minimising false alarms attributed to 
noise. To address the variability in the “â versus a” relationship, ASTM-E3023 and MIL-
HDBK-1823A employ linear functions to assign “â” to “a” and incorporate prediction 
intervals to factor in noise and statistical uncertainty (Virkkunen et al., 2019).

The accuracy of the output in POD is affected by the amount of the input data. 
Inadequate data may lead to bias. For instance, MIL-HDBK-1823A recommends analysing 
at least 40 representative defect data points for “â versus a” and signal strength “â” 
measurements, as well as crack sizes “a” (Carboni & Cantini, 2016). Conversely, the “hit/
miss” method determines the POD curve based on binary outcomes, with “hit” indicating 
successful detection and “miss” indicating failure. This “hit/miss” technique requires a 
larger dataset, with a minimum of 60 data sets, to ensure an unbiased and reliable POD 
curve (Virkkunen et al., 2019).

The receiver operating characteristic (ROC) is a vital metric for binary decisions (“hit/
miss” technique). It illustrates four potential prediction outcomes in the binary decision 
scenarios, particularly for defect presence/absence determinations (Topp & Strothmann, 2021).

• True Positive (TP): When the system correctly spots a problem in a sample with 
an issue.

• True Negative (TN): When the system correctly says everything is fine with a 
sample that is indeed problem-free.

• False Positive (FP): When the system mistakenly thinks a problem in a sample is 
okay. It is like a false alarm.

• False Negative (FN): When the system misses a real problem in a sample, failing 
to identify it. It is like overlooking an actual issue.

Reliability in NDT is often expressed in the defect size, which has a 90% probability 
of being detected, referred to as “a90.” This value is presented with a 95% confidence 
interval to address statistical uncertainty denoted as “a90/95” (Annis, 2014).

Design of Experiment POD (DOEPOD) is a methodology pioneered by the National 
Aeronautics and Space Administration (NASA). This approach builds on prior NASA 
work on POD, based on binomial distribution, by introducing the concept of a90/95 
(Poudel et al., 2022). Virkkunen et al. (2019) utilised the DOEPOD model, which extends 
the binomial perspective of hit/miss data. The primary motivation behind the DOEPOD 
model is to address the limitation of assuming POD as a function of flaw size following a 
specific model, as in MAPOD estimation.

DOEPOD aims to provide an efficient and accurate methodology for estimating 
the observed POD and confidence limits for both hit/miss and signal amplitude testing 



2170 Pertanika J. Sci. & Technol. 32 (5): 2165 - 2191 (2024)

Jan Lean Tai, Mohamed Thariq Hameed Sultan, Farah Syazwani Shahar, Noorfaizal Yidris, Adi Azriff Basri and Ain Umaira Md Shah

scenarios. Unlike MAPOD, DOEPOD does not assume that the prescribed POD functions, 
such as logarithmic or similar, are adequate across a wide range of discontinuity sizes and 
testing system technologies. Therefore, multi-parameter curve fitting or model optimisation 
approaches are unnecessary to generate a POD curve (Generazio, 2009).

The various methods for calculating POD have their unique efficacy, and the application 
of POD may vary depending on the scope of application. Table 1 concisely compares the 
different POD computing methods, highlighting their advantages and limitations.

Table 1 
POD computing and evaluation method comparison

POD method Advantage Limitation
Binary Hit/
Miss

• Easy to understand, and quick 
assessments are appropriate.

• Provide clear-cut results for making 
decisions.

• Neglecting subtleties and uncertainties, the 
detection procedure is oversimplified.

• Does not offer a probabilistic framework for 
quantifying uncertainty.

â versus a • Provides a methodology based on 
probability to estimate POD and 
related uncertainty.

• Provides for the estimation of several 
parameters, increasing adaptability.

• Demands rigorous consideration when 
choosing the model’s parameters and 
assumptions.

• Complicated models or high-dimensional 
parameter spaces could need a lot of 
processing power.

Bayesian 
Approaches

• Flexibility in handling complex models 
and incorporating prior information.

• Provides a structure for assessing 
uncertainty and drawing probabilistic 
conclusions.

• Computationally demanding, particularly 
for models with extensive parameter spaces.

• The inclusion of subjectivity in the 
specification of prior distributions may result 
in the introduction of bias.

Monte Carlo 
Simulation

• POD estimations that are realistic and 
include related uncertainties.

• Ideal for intricate examination 
situations when there are multiple 
sources of uncertainty.

• Depends on presumptions of the model’s 
parameters and underlying probability 
distributions.

• Computationally costly, especially when 
doing large-scale models.

29/29 Method • Straightforward approach.
• Suitable for routine inspections, this 

system is simple to use and understand.

• Its breadth is restricted because it is based on 
a predetermined set of faulty samples.

• It might not fully represent the variety and 
ambiguities in actual inspection situations.

Maximum 
Likelihood 
Estimation 
(MLE)

• Statistically sound methodology for 
estimating parameters.

• Effective model parameter estimation 
from observable data.

• Vulnerable to problems with convergence, 
especially with limited data or sophisticated 
models.

• Assumes that the process of generating the 
data is accurately represented by the model 
that is being fitted.

Rayleigh-
Rice Method

• Particularly ultrasonic testing, which 
improves the evaluation of defect 
detectability.

• Accuracy is increased by characterising 
the signal and noise components 
separately.

• Makes assumptions regarding the 
distributions of the signal and noise.

• Restricted application to different inspection 
settings or NDT techniques.
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POD Application in NDT Methods

The concept of POD revolves around quantifying the likelihood of successfully detecting 
a flaw of size ‘a’ through a probabilistic function known as POD. This function serves a 
twofold purpose: it measures the efficacy of NDT methods in identifying such flaws and 
contributes to developing risk-based maintenance strategies (Yusa et al., 2016).

The integration of POD analysis is essential to ensure the credibility of the NDT 
inspection procedures. Its fundamental role in validating the dependability of inspection 
methods is widely recognised, and it is commonly mandated as an integral component 
of qualification projects, particularly in safety-critical sectors such as aeronautics (Bato 
et al., 2020). Not all discontinuities can be classified as harmful defects, and it is crucial 
to assess the size of the discontinuity to determine whether detection is required because 
small discontinuities within thick structures may not be detrimental. 

Ultrasonic Testing (UT) and Phased Array Ultrasonic Testing (PAUT)

Ultrasonic Testing (UT) techniques are essential for NDT because they can detect internal 
structures and defects in materials. UT has been used for POD analysis and has gained 
significant attention for improving the reliability of defect detection. POD analysis 
originated in the 1970s; however, its development accelerated after 2000, with a notable 
presentation of diverse defects and POD in UT (Meeker, 2000). Exploration of depth as a 
parameter for model predictions has also begun. POD curves are constructed based on the 
defect length, depth, orientation, defect type, shape, operator differences, and inspection 
environment, which can influence inspection accuracy (Subair et al., 2014). 

Current methods for determining the probability of detecting the defect length, size, 
or depth through POD curves involve model simulations, expert insights, experimental 
trials, or their combinations. Human elements play a crucial role, particularly in inspection 
methods such as UT and Radiography testing (RT), where human judgment is essential. 
Automated NDT methods and computer-aided calculations have been employed to address 
the problem of inconsistencies at actual construction sites (Wall et al., 2009).

Kojima et al. (2019) explored the effect of human factors on POD parameters during 
ultrasonic inspection. They found that certified and uncertified inspectors had a similar 
failure risk when detecting stress corrosion cracking in stainless steel pipes.

Flat-bottom holes (FBH) and side-drilled holes (SDH) are commonly used for 
calibration during ultrasonic testing. FBHs are easy to manufacture and mimic various 
defects; however, their circular shape may not match them (Stubbs, 2005). An experiment 
was conducted to detect fatigue cracks and POD using a 0.5 mm diameter and 5 mm 
high FBH. Actual FBH dimensions represented “a” and ultrasonic defect echo amplitude 
represented “â” Statistical analysis determined the best linear fit between “a” and “â” 
(Rentala et al., 2016).



2172 Pertanika J. Sci. & Technol. 32 (5): 2165 - 2191 (2024)

Jan Lean Tai, Mohamed Thariq Hameed Sultan, Farah Syazwani Shahar, Noorfaizal Yidris, Adi Azriff Basri and Ain Umaira Md Shah

This approach optimises the probability of detecting common in-service fatigue cracks 
(Carboni & Cantini, 2016). Apart from the manufacturing phase NDT, periodic inspections 
are crucial for identifying deteriorated structures in service. In-service inspections are more 
challenging owing to the complexity of defects. Fatigue cracks are a frequent problem when 
structures or equipment are in regular use, and POD can aid in fatigue life inspection. The 
Probability of Failure (POF) can be estimated using ultrasonic-detected defect data and 
actual defect data (Guan et al., 2014). 

PAUT utilises POD curves based on binary ‘hit/miss’ data but does not account for 
defect location and dimension accuracy on welds. Consequently, a follow-up “â versus a” 
analysis was conducted, enhancing accuracy. The ongoing research has been extended to 
stainless steel and dissimilar materials welds by incorporating real defects and artificial 
Electrical Discharge Machining (EDM) notches (Kurz et al., 2012; Kurz et al., 2013). One 
practical application of POD studies lies in PAUT, mainly using reference blocks made from 
composite materials with FBHs. These studies aim to gauge the reliability and capabilities 
of PAUT in detecting flaws such as FBHs in composite materials, offering insights into 
inspection technique performance and sensitivity (Dominguez et al., 2016).

In recent years, researchers have emphasised the integration of the Total Focusing 
Method (TFM) and Full Matrix Capture (FMC) to enhance the imaging capabilities of 
PAUT significantly. The TFM technique synthesises multiple ultrasonic waves captured by 
an array of transducers. Subsequently, the received signals are processed, and the ultrasonic 
energy is focused on specific points within the material, generating high-resolution images 
with improved defect detection and characterisation (Caulder, 2018). FMC was developed 
to address the limitations of conventional PAUT data acquisition methods, which typically 
capture only a subset of the available ultrasonic data. This approach records the complete 
set of ultrasonic signals captured by the transducer array, providing a comprehensive dataset 
that can be utilised for various post-processing techniques, including TFM. 

The increasing popularity of TFM and FMC has led to research efforts to refine their 
underlying algorithms (Zhao et al., 2023). The TFM/FMC algorithm consists of four main 
steps: (1) data acquisition, which involves obtaining raw ultrasonic data from transducers; 
(2) signal processing, where noise is removed from the raw data, and system imperfections 
are corrected; (3) beamforming, in which the processed signals are combined to focus 
ultrasonic energy on a specific point within the material, and (4) image reconstruction, 
where the focused signals are utilised to generate a high-resolution image.

Advancements in signal processing, beamforming, and image reconstruction have 
enhanced performance and reduced computational time for these algorithms. Moreover, 
machine learning and artificial intelligence techniques are being investigated to further 
enhance the capabilities of TFM and FMC in PAUT (He et al., 2024). These advanced 
algorithms enable high-resolution imaging and accurate defect quantification, ultimately 
improving the overall effectiveness of the inspection process.
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POD is a crucial performance metric for TFM and FMC techniques. It is influenced 
by signal-to-noise ratio, spatial resolution, defect orientation, and defect size (Bajgholi 
et al., 2023). The ongoing development and enhancement of TFM and FMC algorithms 
improve POD in PAUT, ultimately leading to more accurate and reliable defect detection 
and characterisation in various industrial applications.

Eddy Current Testing (ECT)

Eddy Current Testing (ECT) is modelled using complex electromagnetic equations, such as 
Maxwell’s, which are challenging to solve analytically. A numerical approach is preferred 
for accurate modelling (Abdelli et al., 2019). During the ECT of metallic structures, the 
probe induces eddy currents in the material, and changes in the coil impedance are detected 
as the probe traverses a surface or near-surface crack. These changes are measurable 
parameters and typically increase with the defect size. 

A POD demonstration test was conducted to evaluate the performance of the ECT 
system using standardised specimens with known crack sizes and distributions. The 
procedure involved scanning the specimens to gather the ECT response data for specific 
crack sizes, and the POD curve was developed using a two-step analysis: 

1. Establishing “â versus a” Relationship: This step employs advanced regression 
techniques to establishes a mathematical link between the measured EC signal 
response “â” and actual crack size “a,” accounting for factors such as depth and 
inspection process variability (Zhu et al., 2018).

2. Constructing the POD Curve: Building on normal probability theory, this phase 
involves creating the POD curve, depicting the probability of detecting a flaw 
of size “a” based on measured EC signal response “â”. This curve gauges the 
reliability of the EC inspection system for detecting various flaw sizes.

While the “â versus a” relationship provides average ECT signal responses for specific 
crack sizes, variations can occur in measured responses even for identically sized cracks 
due to physical attributes of flaws like depth and fluctuations in the ECT process. Statistical 
techniques can be used to evaluate the capability and reliability of ECT for detecting cracks 
and defects (Brown, 2009).

Repeated stresses can lead to fatigue-induced cracks, even below a material’s breaking 
point, such as the circular crack growth around a hole. A method called “bolt-hole eddy 
current” (BHEC) uses a sensor inserted into a hole to detect changes indicative of cracks 
or issues (Underhill et al., 2018).

Similarly, Underhill and Krause (2011) inspected fatigue cracks in aluminium bolt-
holes, generating POD using the crack depth and length as uncertain parameters. A follow-
up study by Underhill and Krause (2016) examined corner cracks with 45 EDM notches 
and 72 fatigue cracks using BHEC.
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Finland secures nuclear waste using copper canisters and ensures that their leak-free 
integrity is crucial. Kanzler et al. (2019) constructed a POD curve for a canister using the 
ECT method.

However, Xu et al. (2023) emphasised that POD would decrease due to the decrease 
in eddy current density, leading to the deterioration of SNR.

Radiography Testing (RT)

Weld defects exhibit diverse shapes, which makes it challenging to establish reliable and 
efficient POD assessments (Kanzler & Müller, 2016a). RT features a dynamic threshold 
adjusted based on defect size. This method tailors the detection thresholds according to 
the defect dimensions. However, acquiring sufficient data for POD assessment can be 
resource-intensive. Weld defects exhibit diverse shapes, which makes it challenging to 
establish reliable and efficient POD assessments (Kanzler & Müller, 2016a). 

Innovative methodologies are required to address the complexity of utilising the actual 
defects for POD calculations. One such strategy is an indication size-dependent evaluation 
that addresses two key defect parameters. However, this approach requires a large amount 
of data. A smoothing algorithm is introduced to enhance the evaluation accuracy, which 
considers physical characteristics and defect detection capabilities (Kanzler & Müller, 2016b). 

The Bayesian approach is useful for calculating POD curves, especially in situations 
with few defects. This method is essential when detailed results are required, such as 
nuclear fuel disposal canisters. The Bayesian approach was used to derive POD curves in 
this context because it meets the strict safety requirements for nuclear applications, and 
few actual defects are owing to high-quality production techniques. This method combines 
available data, expert knowledge, and statistical reasoning to provide reliable insights into 
the performance and capabilities of RT (Kanzler et al., 2012).

The influence of RT techniques on POD evaluation for planar flaws, such as cracks, is 
affected by various factors, including the flaw orientation relative to the beam direction, 
human factors, application conditions, accessibility, equipment sensitivity and resolution, 
manufacturing processes, and material properties. Equations were used to construct POD 
curves for cracks using varying parameters, such as grain diameter, thickness sensitivity 
percentage, crack width, and number of orientations. The results showed that increasing 
the number of orientations and crack width increased POD, whereas higher sensitivity 
values and larger object diameters decreased POD (Ghose, 2013).

Computed Radiography (CR) uses reusable storage phosphor plates instead of films for 
industrial Radiography. Research has shown that medium-resolution CR systems perform 
better for flaw detection at certain dose thresholds, which affect the computed POD. It 
suggests that medium-resolution CR systems are more effective for detecting flaws detection 
at these dose levels (Mohr & Willems, 2008).
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It is crucial to compare the POD of various defect detection algorithms using artificial 
X-ray Computed Tomography (XCT) data from industrial specimens. Artificial XCT 
data were generated through numerical XCT simulations, which enabled the controlled 
incorporation of specific defects or pores at predefined locations (Yosifov et al., 2023). XCT, 
a vital volumetric imaging technique, is widely used in X-ray-based digital radiography 
(XDR) and POD computation. This approach often involves creating specimens with 
distinct artificial defects to capture the shape and size variations. 

XCT simulations have applications in the biomedical and material science sectors 
for virtual radiographic testing optimisation and forecasting NDT systems’ reliability 
using ray-tracing algorithms similar to SimCT to generate radiographic images (Yosifov 
et al., 2022).

A study by Kim et al. (2021) carried out an XCT experiment where NDT signals’ â’ 
were compared with direct measurements of the actual property value. Statistical modelling 
accounted for the inherent noise in the NDT signal. Notably, the same types of flaws may 
not consistently produce the same signal, and even flaws of identical size might result in 
different signals. The estimation of a POD curve is grounded in NDT measurements taken 
from flaws of different sizes. Initially, this method was employed to evaluate flaws during 
the operational lifespan of a component.

Structural Health Monitoring (SHM) and Guided Wave (GW)

Structural Health Monitoring (SHM) involves embedding sensors in a system to continuously 
evaluate structural health throughout its operational life. Guided waves, or Lamb waves, 
are sequentially emitted and received by the sensors to generate a comprehensive structure 
scan. Comparing these scans with a baseline scan captured when the structure was pristine 
provides a visual representation of the structural condition (Calmon et al., 2019).

These waves effectively identify surface and internal structural anomalies such 
as delamination, holes, cracks, corrosion, and wear in lap joints. Assessment of NDT 
capabilities often uses the Berens model, which employs POD curves to illustrate the 
likelihood of flaw detection based on size (Gianneo et al., 2016a). However, POD curves 
may exhibit nonlinear patterns with respect to the crack size, reflecting fluctuations 
supported by numerical simulations and empirical data (Gianneo et al., 2016b).

Forsyth (2016) proposed a novel approach using a single specimen with a growing 
crack to address the variability in crack responses and the impact of repeated inspections 
on the POD estimation. Forsyth (2016) emphasised that in many POD studies, the primary 
source of variability is not the measurement process but rather the diverse responses among 
cracks of similar sizes. It implies that reducing the sampling may lead to inaccurate POD 
estimates. Although treating repeated inspections as independent events to enhance POD 
is appealing, it contradicts the literature.
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NDT and SHM share similarities, but their sensor setups affect POD curve interpretation. 
Portable sensor arrays are fundamental to NDT methods, such as ultrasonic wave testing, 
whereas guided wave monitoring in SHM employs permanently fixed transducers. POD 
curves help to evaluate the damage-detection capabilities within a predefined setup and 
damage location for SHM systems (Bayoumi et al., 2021).

Tschoke et al. (2021) project focussed on creating an SHM system for safety-critical 
components made from carbon fibre-reinforced polymer (CFRP) in the automotive sector. 
POD varies based on the defect size, as shown in the POD curves. However, the regulatory 
framework for SHM is still evolving, and a significant challenge is the lack of reliable 
methods for assessing POD in SHM systems. 

POD Application in Diverse NDT Methods

The UT and ECT are prominent NDT techniques. However, NDT encompasses diverse 
methods, each significant in defect detection and characterisation.

Fluorescent Penetrant Testing (PT) is a versatile technique used throughout the various 
stages of manufacturing to identify surface cracks. The objective was to detect linear 
indications using POD curves that encapsulate the inspector’s ability to detect specific 
crack sizes. The analysis categorises outcomes as hits, misses, or false calls and quantifies 
an inspector’s proficiency (Herberich, 2009).

A comprehensive case study on PT was delved into a POD investigation across 27 
titanium samples involving multiple inspectors. The resulting POD curve provides insights 
into crack detection effectiveness, accounting for factors such as inspector performance 
and testing conditions (Caturano et al., 2009).

Acoustic Emission (AE) monitoring is a valuable technique for detecting wire 
failures because it captures audible sounds from material defects. AE technology 
provides a comprehensive solution for identifying cable breaks, fatigue cracks, and 
corrosion (Lembersky et al., 2012). However, challenges arise due to the unique nature 
of diagnostic signals and source dynamics, making distinguishing genuine AE signals 
from noise difficult. A holistic approach, including stress stimuli, source behaviour, wave 
propagation, sensor sensitivity, and detection threshold, provides insights into the POD 
(Hossain et al., 2013).

Incorporating Infrared thermography (IR) into CFRP materials involves creating 
POD curves through experimental methods. Testing CFRP samples with known defects 
provided a statistical analysis, offering insights into the technique’s defect identification 
performance (Peeters et al., 2018). 

Pulsed Thermography is effective for materials exhibiting rapid heat diffusion. POD 
analysis aids in quantifying defects and assessing accuracy by stimulating materials with 
energy bursts and capturing thermal data (Accardi et al., 2023).
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Model-Assisted Probability of Detection

Recent advancements in POD analysis have involved incorporating computational 
models and simulations to improve defect detection. This study examines the evolution of 
MAPOD by tracing its development from traditional POD analysis to advanced simulation 
techniques. MAPOD originated in the early 2000s when scholars first recognised the 
potential of computer-aided models in ultrasonic corrosion mapping for POD estimations 
(Burch et al., 2005). 

The MAPOD working group was established in the US in 2004, and later, similar 
initiatives emerged in Europe, such as SISTAE in France and PICASSO (Dominguez 
et al., 2016). These efforts aimed to bridge the gap between mathematical models and 
experimental data, thereby allowing the prediction of a broader range of defect types and 
inspection scenarios.

As POD models evolve, diverse mathematical frameworks have emerged to support the 
MAPOD analyses. MAPOD simulates data using statistical or finite element methodologies, 
reducing reliance on resource-intensive experimental data (Wright, 2016). Conventional 
POD analyses are limited by their reliance on a single parameter; however, Yusa et al. 
(2018) advocated for a multi-parameter POD model facilitated by numerical simulations. 
Baskaran et al. (2021) extended the MAPOD paradigm to ECT, harnessing multiple flaw 
response signals, including the defect length and coil impedance at different frequencies.

Although MAPOD offers efficiency, validating the resulting probabilistic POD curves 
is also essential. A study by Le Gratiet et al. (2017) compared POD curves generated 
using four methods: Behrens, binomial-Barens, polynomial chaos, and kriging. The study 
found subtle differences in the lower 95% bounds of the a90/95 estimates, highlighting 
the complexity of the detectable defect size estimation. 

Rodat et al. (2017) applied the MAPOD methodology to the ultrasonic inspection 
of composite materials, incorporating input vectors such as material thickness, FBH 
diameter, and surface defect depth (FBH depth). The resultant output vector captured 
defect characteristics.

Mh1823 POD Software

The MIL-HBDK-1823A manual provides a comprehensive guide for constructing POD 
studies (DOD, 2009). It also includes a helpful Mh1823 POD software download guide 
built on the R statistical and graphics engine, which can be accessed on the Statistical 
Engineering website (https://www.r-project.org/). 

Tschoke et al. (2021) demonstrated the automotive industry’s application of POD 
analyses in creating SHM systems for CFRP components. They emphasised the international 
recognition of the MIL-HDBK manual and Mh1823 software as well-established standards 
for conducting these evaluations.
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Forsyth and Aldrin (2009) provided a practical demonstration for conducting a POD 
curve study on BHEC using the Mh1823 software. Choi et al. (2022) replaced RT with UT 
and PAUT and detected volumetric defects through round-robin tests on various materials. 
POD analysis was performed using the Mh1823 POD analysis software, while a simulation 
using finite element techniques explored the potential of eddy current testing for detecting 
stress corrosion cracking signals (Yusa, 2017). The resulting POD curves were generated 
using the R software.

Kurz et al. (2012) documented using Mh1823 in the PAUT domain. TFM, a synthetic 
focusing technique, was integrated with Mh1823. It uses full-matrix capture to capture 
fundamental ultrasonic signals, enhances defect boundary delineation, generates coherent 
signals, and mitigates noncorrelation artefacts (Bajgholi et al., 2023).

Ground-penetrating radar (GPR) is used in civil engineering to detect rebar and tendon 
ducts within concrete structures. Its effectiveness is highlighted by its ability to uncover the 
subsurface features. Mh1823 software was employed for uncertainty analysis to evaluate 
GPR’s reliability of the GPR. This software is a reliable tool for determining the precision 
of GPR in identifying subsurface features within concrete structures (Feistkorn & Taffe, 
2014). Remarkably, Mh1823 has additional applications beyond NDT, including predicting 
driving behaviour (Ameyaw et al., 2019).

Computational Intelligence for Visual Applications (CIVA) Software

CIVA began in the early 1990s and evolved into a comprehensive toolkit with modules 
for various NDT methods, including UT, GW, ECT, RT, and CT. It is now an all-
encompassing solution for simulating and analysing diverse NDT techniques across 
industries (Foucher et al., 2018). CIVA enables the generation of POD curves more 
efficiently and cost-effectively based on the precision, consistency, and repeatability of 
theoretical POD simulations. In pulsed-echo ultrasonic inspection, parameters such as 
defect length or size are crucial for generating POD curves. CIVA facilitates MAPOD 
through Monte Carlo simulations and establishes relationships between the input 
parameters and POD outcomes (Schneider et al., 2012).

CIVA is useful for calculating various uncertainty parameters. Dominguez et al. (2012) 
show how CIVA can be used to calculate the uncertainty parameters for PAUT. Automation 
reduces human errors during the inspection process. Parameters such as the water parts, 
defect angular position, and radial position were used for the uncertainty analysis for 
the PAUT. The study confirmed that a well-designed PAUT procedure can achieve 90% 
probability and 95% confidence in detecting a 0.5 mm diameter void.

Ribay et al. (2017) examined the use of CIVA for generating ‘hit/miss’ studies in the 
PAUT of centrifugally cast stainless steel pipes. This study focuses on high-attenuation 
surfaces with coarse grain structures and material thicknesses as crucial parameters for the 
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analysis. Haapalainen and Leskelä (2012) used CIVA to generate defect-size-dependent 
‘a’ vs. signal response ‘â’ curves to detect service-induced cracks. 

Marcotte and Liyanage (2017) combined multiple NDT techniques for inspection. 
They used ECT and PAUT and obtained promising results for detecting target defects. The 
study validated the CIVA software and suggested using multi-technique inspection systems.

Dominguez et al. (2010) and Jenson et al. (2011) conducted High-Frequency Eddy 
Current Testing (HFET) to detect fatigue cracks in titanium alloys. Their study demonstrated 
a close alignment between simulated POD and experimental POD, bolstering confidence 
in the CIVA’s predictive capabilities.

Similarly, CIVA is instrumental in simulating ECT scenarios. Goursolle et al. (2016) 
simulated ECT on fatigue cracks in Inconel 718 material, emphasising the influence of 
parameters such as inspectors, air gap, and frequency settings. Bato et al. (2017) and Bato 
et al. (2020) highlight how CIVA offers advantages in evaluating the impact of human 
factors on POD through simulation rather than experimentation. This approach contributes 
to the enhanced credibility of the model.

After that, CIVA extends its reach to RT. Tisseur et al. (2019) elaborated on CIVA’s 
version 11, which introduced a POD simulation tool within the RT module. This tool caters 
to scenarios where the radiation source is aligned with the defect or circumferentially 
misaligned, demonstrating the platform’s versatility.

Other Software Recommended by Researchers

Lei et al. (2022) highlighted the significance of various factors in POD analysis, such 
as test methods, materials, defects, equipment, and human factors. These multifaceted 
influences are owed to the complexity of POD estimation. They introduced SimSUNDT 
software, designed by the Chalmers University of Technology in Sweden, to enhance 
PAUT’s capability to replicate intricate inspection scenarios.

Subair et al. (2014) used simulation-driven POD estimation with ABAQUS 
software to explore pulsed electron ultrasound propagation for stainless steel surface 
notch detection. They evaluated the impact of various factors, including probe position, 
incident wave angle, and ultrasound frequency. The authors compared logarithmic 
scatter plots of simulated and experimental defect response signals using a simulation-
experimental correlation approach and validated their findings using linear regression 
analysis in MATLAB.

Volker et al. (2004) introduced the “POD-generator” software, designed to enhance the 
structural integrity of pipes and pipelines through corrosion inspections using an ultrasonic 
technique. The software integrates data from the inspection and degradation models to 
determine the integrity of the three components. It produces a curve based on POD in 
specific scenarios, thereby improving the reliability in assessing structural conditions.
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Fusing simulated and experimental data enhances the NDT performance 
evaluation and reduces costs. Gollwitzer et al. (2011) introduced the concept of 
merging these datasets to enhance the NDT performance estimation. The aRTist tool 
is the foundation for this approach. SimuPOD provides a user-friendly interface for 
defining the calculation series and automating the analysis, focusing on POD studies. 
This innovation streamlines the reliability and effectiveness of the NDT methods and 
increases their practical applicability.

Literature Review Summary

NDT techniques must be accurate, reliable, and critical across aerospace, manufacturing, 
petrochemical, and civil engineering industries. POD analysis is a powerful tool that 
quantifies inspection reliability by considering the defect size, materials, inspection 
configuration, and human factors. Linking NDT methods and risk assessment enhances 
decision-making and improves safety and efficiency.

An exploration encompassing around 70 articles titled “POD” or “probability of 
detection” from 2000 to 2023 reveals that the concept of POD has garnered extensive 
application across various NDT methods. The trajectory of its usage has revealed an 
intriguing pattern shaped by both temporal evolution and technological advancements. 

POD originated in the aerospace industry owing to its strict demands. ECT is a crucial 
tool because of its widespread use in the aerospace industry. UT was among the first to 
adopt POD. In this review of 70 articles, ECT methods were mentioned in 18 papers, 
whereas UT was mentioned in 17 papers, totalling half of the corpus.

PAUT closely followed ten papers, indicating its established position in the NDT 
landscape. However, as the software landscape matured, there was a shift towards more 
sophisticated analytical capabilities. This is evident from the substantial growth in RT and 
GW SHM, which will account for 20% of the literature combined. This evolution shows 
the profound impact of software advancements in facilitating intricate analyses, expanding 
the POD’s purview to include crucial domains such as SHM.

Despite having a smaller proportion, other NDT methods play a significant role in 
defect detection. PT and AE accounted for 4%, indicating their values in the field. The IR 
and other combined methods comprised the remaining portions. This distribution highlights 
the diverse avenues through which POD affects NDT, as shown in Figure 1.

The articles’ analyses showed the evolution of POD in NDT methods and its 
correlation with software development. ECT and UT initially had a stronghold, but 
broader adoption of POD occurred in RT and SHM. POD enhances defect detection 
and is critical in various industries. The trend of employing POD software is set to 
expand with the increase in the MAPOD methodology, leading to greater efficiency 
and cost-effectiveness.
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Figure 1. Distribution of POD application in different NDT methods
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Table 2 
Selected software for POD studies by other researchers 

Software Description Reference
Mh1823 
POD

Is a free software that can be accessed 
from the Statistical Engineering website 
(https://statistical-engineering.com/)

Forsyth & Aldrin, 2009; Kurz et al., 2012; Yusa, 
2017; Tschoke et al., 2021; Choi et al., 2022; 
Bajgholi et al., 2023

CIVA The CIVA software is a versatile 
commercial tool that extends its utility 
beyond POD analysis. It encompasses a 
range of simulation software for various 
NDT methods.

Dominguez et al., 2010; Jenson et al., 2011; 
Schneider et al., 2012; Haapalainen & Leskelä, 
2012; Dominguez et al., 2012; Dominguez et al., 
2016; Goursolle et al., 2016); Ribay et al., 2017; 
Marcotte & Liyanage, 2017; Bato et al., 2017; 
Foucher et al., 2018; Calmon et al., 2019; Tisseur 
et al., 2019; Bato et al., 2020

MATLAB MATLAB provides various built-in 
functions and toolboxes for various 
applications, including mathematics, 
engineering, physics, finance, image 
processing, machine learning, and more.

Subair et al., 2014

simSUNDT It is a simulation software for UT Lei et al., 2022
aRTist
SimuPOD

The aRTist is a computer simulation 
of both film and digital radiography. 
SimuPOD is one of the modules.

Gollwitzer et al., 2011

MAPOD is undeniable owing to technological evolution, offering time and cost savings 
and rapid generation of accurate POD curves using simulation data. It expedites defect 
detection and assessment while maintaining reliability.

Throughout the reviewed literature, other researchers’ utilisation of POD software has 
been documented in Table 2.

The specific testing method used can influence the parameter variations. Although 
general factors remain relevant, additional considerations arise in RT, such as the direction 
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of the testing beam and the testing process itself. In the PAUT, the defects’ water paths, 
as well as the angular and radial positions, need to be considered. These method-specific 
variations highlight the complexity of parameter selection in the POD analysis.

DISCUSSION

The primary objective of this literature review is to identify existing examples of 
utilising POD in the context of PAUCM. While PAUCM boasts numerous advantages in 
corrosion detection, recent studies have highlighted its adaptability for in-line inspections, 
particularly in elevated surface temperature conditions (Tai et al., 2023). Despite the 
robust presentation of detection data, integrating POD as a crucial tool for upholding the 
reliability and credibility of the PAUCM process would provide additional substantiation 
for the dependability of this application.

Although specific instances of applying POD in the context of PAUCM have not been 
uncovered, the review has elucidated the widespread utilisation of POD in other NDT 
methods. Concurrently, it has underscored the significance of uncertain critical parameters 
as pivotal inputs. By commencing with considerations of defect length and depth, the 
investigation expanded to encompass various factors, including defect type, size, dimensions, 
orientation, shape, and location, while also addressing the influence of human factors.

The application of PAUCM could explore an innovative avenue for enhancing POD 
assessment by incorporating the material surface temperature as an additional parameter, 
potentially yielding more robust results.

Additionally, this review indicates the existence of two primary POD models: the “hit/
miss” model for image-type defects and the “â versus a” model for defects represented in 
signal amplitude forms, as illustrated in Figures 2 and 3.

PAUCM, a manifestation of PAUT, presents information through A-, B-, C-, and S-scan 
images, thus providing a comprehensive three-dimensional perspective of the defects.

The A-scan mode resembles the traditional UT mode and displays the ultrasound 
echo amplitudes. The B, C, and S scans offer essential imaging tools for accurate defect 
localisation, as shown in Figure 4. The PAUCM ultrasound beam is aligned perpendicular 
to the test object, like the 0-degree normal probe in the UT.

Figure 2. Image type NDT methods suitable for “Hit/Miss” POD

Magnetic Particle Testing Penetrant Testing Radiography Testing Infrared Thermography
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Figure 4. PAUT A-, B-, C- and S-scan presentation

Figure 3. Amplitude type NDT methods suitable for “â versus a” POD

Eddy Current Testing Ultrasonic Testing Guided Wave Testing Acoustic Emission

PAUCM simultaneously presents information in image type and signal amplitude 
forms, making it suitable for both primary POD models. This dual representation not only 
enhances the feasibility of POD but also allows for relative comparisons.

The primary challenge currently lies in the practical application of POD despite a clear 
understanding of its foundational concepts. While other researchers have employed various 
POD computing methods, there remains a gap in translating this knowledge into practical 
implementation. Moving forward, the focus will be on mastering the utilisation of the 
MH1823 POD software, using the comprehensive guidance outlined in its accompanying 
handbook. In addition, dedicated experimental studies will be conducted for PAUCM, 
allowing for the precise collection of data. Subsequent analyses will rigorously examine 
various uncertainty parameters to construct and compare POD curves carefully, thereby 
improving the reliability of the assessments.
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CONCLUSION

This comprehensive review highlights the dynamic evolution of POD and its multifaceted 
applications to various NDT methods. The exploration encompasses the nuanced utilisation 
of both “hit/miss” and “â versus a” approaches, the emergence and significance of MAPOD, 
the expedient role of cutting-edge POD software in curve generation, and the exciting 
prospect of PAUCM within the POD framework.

The journey through this scholarly terrain underscores the remarkable versatility of 
POD, traversing a broad spectrum of NDT methods and catering to diverse application 
domains. POD is a unifying metric for assessing the efficacy of defect detection techniques, 
whether employing UT, ECT, RT, or GW SHM, which mirrors the intricacies of real-
world inspection scenarios, where the choice of the NDT method depends on the specific 
inspection goal and context.

A pivotal insight gleaned from the literature is the significance of parameter selection in 
the POD analysis. The dichotomy of “red and green apples,” as eloquently shared by one of 
the POD luminaries, encapsulates the essence of this challenge (Annis et al., 2015b). Selecting 
appropriate uncertainty parameters is critical to ensure that the chosen parameters accurately 
represent the characteristics of actual defects and align with the intended applications.

Concluding the literature review, it is evident that further exploration of PAUCM 
is worthwhile. The practical implementation of POD in real-world inspection scenarios 
remains a vital milestone. This journey necessitates a harmonious interplay between 
theoretical and practical insights, allowing for the effective integration of POD concepts 
into the operational landscape of PAUCM.
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ABSTRACT

This paper demonstrates the potential of waste turbine oil (WTBO) as a base oil to 
substitute for mineral oil, which is usually used in grease formulations. This study will 
analyze the characteristics of used turbine oil, including its chemical composition and 
physical characteristics, including kinematic viscosity, viscosity index, moisture content, 
contamination, and density. The presence of antioxidants (butylated hydroxytoluene 
(BHT) and amine or phenyl-a-naphthylamine (PANA), anti-wear, and corrosion-inhibiting 
additives that can improve the formulated lubricating grease performance and lengthen 
service life are just a few of the useful remaining WTBO characteristics that can be used 
wisely as the base oil. It is crucial to create more environmentally friendly, economically 
sensible, and thrifty grease formulations to adhere to Malaysia’s Green Technology Master 
Plan, which has outlined the strategic plans for developing green technologies. The new 
inventions must establish a resource- and carbon- efficient economy. The abundance of 
WTBO in the aviation industry and the unique characteristics of WTBO itself promise a 
reliable supply of base oil for lubricating grease in the future.

Keywords: Additives, base oil, grease formulation, 
grease lubricants, spent bleaching earth (SBE), 
thickener, waste turbine oil

INTRODUCTION

Basic Components in Grease

Grease’s basic function is to stay in contact 
with and lubricate the moving surfaces 
without sweeping out due to pressure, 
centrifugal force, or gravity. It is an oil-
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based product that can form in solid to semifluid forms, and it is made up of base oil 
(70%–90%), thickener (5%–20%), and additives (1%–10%) (Rohim et al., 2021). The 
base oil, thickener and additive package significantly influence the behavior of grease. 
These three are the essential components on which grease formulas depend the most. 
The thickener is frequently described as a “sponge” that binds the base oil and additives 
(Alias et al., 2023). The thickener traps the oil that makes up most of the grease to stiffen 
or densify the finished product. Mineral oils and synthetic fluids are examples of base oils. 
The most used base is mineral oil. However, synthetic bases work best in extremely hot 
conditions (Suhaila et al., 2018).

Type of Grease

Grease is typically classified into two categories: soap-based and non-soap-based, 
depending on the thickener agent used in the lubricant. Soap-based grease uses a soap, such 
as lithium or sodium stearate, to maintain the even mixing of the oil and water components 
of the grease. In contrast, synthetic grease, also known as non-soap-based grease, employs 
a synthetic thickener, such as polyurea, to give the lubricant its structure (Aziz et al., 2017; 
Rawat & Harsha, 2019; Sofi et al., 2019).

Compared to soap-based grease, synthetic grease offers better lubrication, wear 
prevention, high-temperature stability, and higher resistance to water washout. Conversely, 
soap-based grease is commonly used in various industrial applications due to its good water 
resistance and ability to lubricate at low temperatures. Synthetic grease is often used in 
heavy-duty industrial and automotive applications with high temperatures and challenging 
operating conditions. In summary, the classification of grease as either soap-based or non-
soap-based is based on the unique properties and capabilities of the two types of thickeners, 
as well as the specific applications in which they are used (Rahman & Aziz, 2022).

Based on a 2020 article from Tribology International, Figure 1 provides a mind map that 
displays some of the common types of oil greases (Chatra & Lugt, 2020; Johnson, 2008).

Figure 1. Common type of greases (Chatra & Lugt, 2020; Johnson, 2008)

General Grease Formulation from Waste Oil

The grease formulation is formed from a combination of base oils, additives and thickener. 
The mixture of the combination with the certain amounts will impact the characteristics of 
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the grease performance. Genuine grease combines an oil or other liquid lubricant with a 
thickening, usually soap, to create a solid. Grease typically contains (1) 70%–90% base 
oil, (2) 5%–20% soap-like gelling agents (thickener), and (3) 1%–10% additives such as 
rust inhibitors, antioxidants, metal deactivators, and anti-wear agents (Mang & Dresel, 2007). 
The Industrial Revolution significantly impacted technology for grease enhancement 
formulation. Nowadays, many researchers are concerned about innovating a greener 
grease formulation by substituting the base oil that is frequently from the mineral source 
with the waste oil. Many successful stories of grease formulation from waste oil have been 
recorded, such as waste oil from waste engine oil, transformer oil and waste cooking oil 
(Japar et al., 2018, 2019, 2020).

Base Oil

The base oil in grease is a carrier for the lubricant and lubricates the machine’s moving 
parts. It controls a lot of lubricant characteristics, including viscosity, volatility, and thermal 
stability. Grease performance can be impacted by the base oil’s characteristics under 
various loads, temperatures, and environmental conditions (Aziz et al., 2017; Zhang et al., 
2021). The characteristics and performance of the lubricant can be impacted by the base 
oil’s carbon chain length.

A chain of carbon atoms joined in a linear or branched pattern is referred to as an 
aliphatic hydrocarbon chain. Many organic molecules, including the hydrocarbons in crude 
oil, natural gas, and coal, are composed of carbon chains as their fundamental constituents. A 
few to several hundred carbon atoms can make up the length of the carbon chain, which is 
determined by the number of carbon atoms. The number of carbon atoms in the hydrocarbon 
molecules that make up the base oil is referred to as the carbon chain length. In comparison 
to long-chain hydrocarbons, short-chain hydrocarbons, such as those in mineral oil, have 
a lower viscosity and are less stable at high temperatures. They are also more flammable 
since they have a lower flash point (Kaperick, 2013). 

In comparison to short-chain hydrocarbons, long-chain hydrocarbons, such as those 
found in synthetic oils, have a higher viscosity and are more stable at high temperatures. 
They are also less prone to catch fire since they have a greater flash point. The properties 
of hydrocarbons can be influenced by the length of the carbon chain, the kind of chemical 
connection between the carbon atoms, the existence of double bonds, and the presence of 
functional groups (Niu et al., 2019).

Figure 2 shows a common variety of base oils, including mineral oil, synthetic 
oil, vegetable oil, biodegradable oil, food-grade oil, and high-temperature oil that can be 
utilized as a base oil in grease. The choice of base oil depends on the application and the 
operating circumstances to which the lubricant will be exposed. Each type of base oil has its 
distinct qualities and benefits (Suhaila et al., 2018). The creation of the thickening structure 
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resistance, and not being biodegradable. If leaked or spilled, it can cause harm to the 
environment (Chandraseagar et al., 2019; Kuppusamy et al., 2020). Mineral oil can be 
further refined to create synthetic base oils (Rudnick, 2013).

Table 1 presents the API (American Petroleum Institute) classifications used to 
determine the level of refinement of base oils. Most industrial lubricants are derived from 
basic oils, and the API categorizes base oils into five groups based on their composition 
and how they are manufactured, as well as their response to different conditions, such as 
high temperatures. Groups I to III are produced by refining petroleum crude oil, while 
Group IV consists of fully synthetic (polyalphaolefin) base oils. Group V includes all other 
base oils that do not fall into Groups I to IV. Before any additives are mixed in, lubricating 
oils are initially categorized according to these five API groups (Aziz et al., 2017, 2018; 
Yano et al., 2013).

Turbine oil is a highly refined mineral produced from properly selected crude oil 
(ENEOS Corporation, 2018). It falls into Group 1 as it consists of mineral oil. Due to its 
strong oxidation stability and high viscosity index, it can be utilized as a lubricant for many 

Figure 2. Base oil variations for grease formulation 
(Niu et al., 2019)

is substantially influenced by the type of 
base oil, which likely results in a distinct 
bleeding behavior and, consequently, a 
different lubricating mechanism (Fischer et 
al., 2018). Knowing that base oil provides 
lubrication, the viscosity factor will depend 
on it (the film thickness that depends on the 
base oil) (Kanazawa et al., 2017).

The most common base oil used in 
grease is mineral oil, derived from crude oil 
through refining. It is the cheapest and most 
widely used base oil in grease. However, 
they have disadvantages, such as less wear 
protection than synthetic-based greases, 
less thermal degradation and oxidation 

Table 1
API base stock categories

Groups Base Oil Viscosity Index Vol % of Saturates Mass of % Sulphur
I. Mineral Oil 80 ≤ V1 <120 and < 90 > 0.03
II. 80 ≤ V1 <120 and ≥ 90 ≤ 0.03
III. ≥ 90 ≤ 0.03
IV. Polyalphaoelfin (PAO) ≤ 120
V. All other base stocks
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different types of machinery, particularly for compressors and general industrial equipment. 
The best viscosity grade can be selected because it ranges in viscosity from 32 to 220.

Thickener

The thickener is a substance that will create a solid or semifluid structure when it is 
combined with the chosen lubricant. The thickener provides grease by being a sponge that 
holds the lubricant in place by holding the combination of base oil and additives together. 
Thus, the stability and consistency of the grease will be directly impacted by the amount 
and type of thickener present (Razali et al., 2018). It has been discovered that the structure 
of the thickener and the viscosity of the base oil mostly affect how elastohydrodynamic 
lubrication films behave. The structure of the thickener, base oil viscosity, and rolling speed 
all have an impact on how the thickener adheres to or deposits on contacting surfaces, 
as well as how oil starvation affects film formation (Sta˚hl  & Jacobson 2003; Wu et 
al., 2023). Elastohydrodynamic Lubrication (EHL), a type of hydrodynamic lubrication 
(HL), is a lubrication regime where there is significant elastic deformation of the surfaces, 
which significantly changes the shape and thickness of the lubricant film in the contact 
(Mahadeshwara et al., 2023).

One of the most common types of thickener used in grease is metallic soap, which 
currently contains calcium, sodium, lithium, aluminum, clay, polyurea, and sodium. The 
traditional metallic soap is combined with a complexion of ingredients to create complex 
greases. Lithium-based is the most popular type as it has widely been used. These are 
produced using a low-molecular-weight organic acid as the complexing agent in addition 
to normal lithium soap (Arkı & Balköse, 2013). A soap is a metal salt of fatty acid by 
definition(Russo et al., 2023). If the grease contains soap, fatty acids are added; if not, 
basic oil is filled with the remaining elements. The long chain with complexion of azelaic 
acid, acids tallow and sebacic acid (such as instances of typical acids) as well as the high-
molecular-weight fatty acids,stearic acid and 12-hydroxystearic acid are the remaining 

Figure 3. Grease essential process: acid + base = 
soap + water
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mixture to modify consistency (additives might also be added). To achieve the consistency 
needed for the product, it might need to be heated, cooled, and tested multiple times. Most 
people mistakenly believe that grease is largely a thickener, whereas it is mostly oil. Usually, 
10%– 20% of the oil in a container contains soap (Jeanna, 2017; Rawat & Harsha, 2019).

Non-soap thickeners are also becoming more and more common in specialized 
applications, like high- temperature settings. Two examples of thickeners that do not melt 
at high temperatures are bentonite and silica aerogel (Rawat & Harsha, 2019).

Figure 4 shows the crystalline structure of a few common thickeners that have always 
been used in the grease industry. Different crystalline structures are produced depending 
on the thickener’s component chemistry, which changes the qualities of the grease made 
with those thickeners. The crystals get denser and thicken less effectively, but they also 
get more thermal and shear stable. However, greases with a larger thickener content have 
worse pumpability and torque characteristics, as one might anticipate (Fan et al., 2018).

Figure 4. Crystalline structure in different thickener

Lithium soap Aliphatic diurea Alicyclic diurea Aromatic diurea

Additives

Today, a wide range of additives are utilized to improve the service characteristics of 
lubricating grease. These additions alter the interfacial energy between the base oil and 
the thickening agent particles in a certain range and degree, and the volumetric fraction 
and nature of the additives have a major impact on their success. The characteristics of 
lubricating grease components and the microstructure attained during the production will 
determine how good the grease’s performance will be (Chatra & Lugt, 2020). There are a 
few ways to categorize additives that have been characterized, such as whether they work 
in the fluid’s center or on the surface, chemically active or inert, or via physical touch. Table 
2 shows that the additives could be divided into two categories: performing in bulk or at a 
surface (Bhat & Charoo, 2019; Canter, 2012).

The grease formulation’s primary goal is to be able to choose additives that will 
not damage the grease. Hence, the choice of additives must take into consideration the 
structural stability of the thickener system that was used in the grease formulation. One of 
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the thickener’s characteristics that usually hinders the movement of additives is the polarity 
of the thickener. Inappropriate additives will create a physical barrier (Kaperick, 2013). 
Besides, it also can cause grease to soften, odor, corrosion with the intact surface, low-
temperature performance, and decrease permeability (Bhat & Charoo, 2019; Canter, 2012).

PROBLEM STATEMENTS

Grease formulations based on mineral oil are frequently employed in a wide range of 
industrial and automotive applications because they effectively lubricate and safeguard 
moving parts. The base oil that is most generally used in the formation of grease is mineral 
oil, which is made from petroleum. The current trend in grease formulation nowadays is to 
create greases that are more sustainable and environmentally friendly while yet delivering 
the performance demands of various applications. Other than that, it needs to be cheap as 
well. One of the most cost-effective and sustainable methods of grease formulation that 
has been identified and is ongoing is using waste oil as a base oil in the grease formulation, 
where the typical base oil, usually from mineral oil, will be substituted with the waste oil 
(Okal et al., 2022). Research and development to employ waste oil as a base oil for grease 
formulation is actively happening. Numerous results and findings in the research that look 
into the performance and viability of using waste oil as a base oil have typically been 
encouraging. Studies demonstrated that in terms of wear resistance, load-carrying capacity, 
and high-temperature stability, waste oil used as a base oil in greases could perform on par 
with or even better than standard mineral oil-based greases. Besides, it is also mixed with 
selected thickeners and additives to enhance performance and increase service life, such 
as antioxidants, rust inhibitors, and anti-wear agents (Japar et al., 2020).

Table 2
Additives category (Bhat & Charoo, 2019; Canter, 2012)

Additives performing in the bulk of the grease
Antioxidants Extend the life of the lubricant by inhibiting oxidation, thus minimizing 

base oil thickening, sludging and deposits
Scavengers Chosen to react with undesirable contaminants such as acids or sulfur to 

render them less harmful.
Additives performing at a surface

Anti-wear Agents Inhibit wear typically under high-speed, low-load operating conditions.
Corrosion Inhibitors Inhibit the corrosion of metals in contact with the lubricant, protecting 

equipment and extending the useful life of the lubricant.
Extreme Pressure (EP) Agents Inhibit seizure under high loads and temperatures
Friction Modifiers Reduce the friction between moving parts by surface adsorption
Metal Deactivators Inhibit the metals from contacting the lubricant and catalyzing the 

oxidation of the lubricant.
Seal Swell Agents Assist elastomer seals and gaskets in performing their function.
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In the recently published study, many researchers claimed to have been able to develop 
grease using various waste oils such as waste cooking oil (WCO), waste engine oil (WEO), 
and waste transformer oil (WTO) as the base oil (Japar et al., 2019; Rahman & Aziz, 2022; 
Whitby, 2020). The performance of the produced grease may differ depending on the chemical 
qualities and composition of these three forms of waste oil. Usually, a vegetable oil, like 
WCO, that is used for frying food and is primarily made up of triglycerides, which are esters 
of glycerol and fatty, will create grease with low toxicity, good oxidation stability, high flash 
point, low pour point and high Viscosity Index (VI) (Herman et al., 2021). Meanwhile, 
WTO, an insulating and cooling fluid made primarily of paraffin, naphthene, and aromatics, 
is used in electrical transformers, and WEO is a lubricant that is used to lubricate internal 
combustion engines; it is primarily made up of hydrocarbons such as paraffins, naphthenes, 
and aromatics (Mahmud et al., 2019). Since both WTO and WEO are made up of almost 
similar hydrocarbon properties, they share almost similar properties of the grease produced, 
such as high viscosity, good lubrication, high-temperature resistance, good water resistance 
and good corrosion resistance (Japar et al., 2019; Rahman & Aziz, 2022).

Modern grease formulations employ waste oil as a base oil for its sustainability, cost-
effectiveness, promising performance, and environmental-friendliness. Other than that, it 
is due to their availability, too. As numerous industrial processes constantly produce it, 
waste oil is readily available on the market and can serve as a reliable source of base oil. 
Although the idea of recycling waste oil to make new products has been put into practice 
in Malaysia (Razali et al., 2018, 2020), regretfully, WTBO has not discovered a means to 
recycle in any application despite the growing markets of turbine oil. WTBO is a useful 
by-product of turbine oil that is unavoidable while lubricating turbines for chemical 
synthesis (Glushkov et al., 2020). It is, nevertheless, can cause a serious environmental 
issue. Abundant WTBOs worldwide, present significant environmental, economic, and 
social problems (Liu et al., 2013). 

A few research have found some valuable chemical and physical characteristics of waste 
turbine oil that can be utilized to formulate a high-quality grade at a low cost. WTBO also 
had been found to have a similar hydrocarbon chain as WEO and WTO, where WTBO also 
consisted of paraffins, naphthenes, and aromatics. Furthermore, as waste aviation turbine 
oil already contains a number of additives like antioxidants, rust inhibitors, and anti-wear 
agents that can enhance performance and lengthen service life, it can be thought of as a 
potential replacement for mineral oil as a base oil in grease composition (Vershinina et al., 
2019). Additionally, it is designed to offer lubrication and protection in extreme pressure, 
high load, and high-temperature circumstances typical of airplanes and other aircraft. 
Although no research claims that WTBO can be used as a base oil in grease formulations, 
its properties look promising in the grease formulation. Hence, this proposal will be the 
first research paper to initiate this study.
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OBJECTIVE

The objective of this review paper is to study whether the recycling of WTBO as a base 
oil in the grease formulation (replacing the mineral oil as a common base oil) will be able 
to produce an industrial standard grease or not by evaluating the physical and chemical 
properties of WTBO.

Grease Formulation from Waste Oil

Greener alternatives began to become more and more popular in grease formulation. Due 
to urbanization and industrialization, waste oil production keeps increasing. The possibility 
to reuse waste oil as grease base oil has been demonstrated by research; nevertheless, the 
variable composition of waste oil upon collection, particularly for waste oil produced 
by the aviation industries, would result in uneven grease quality when employed in the 
formulation of grease (Rahman & Aziz, 2022). Research on current developments is 
actively carried out by utilizing and analyzing a variety of chemical compounds to follow 
the green trends. Environmental pollution is one such issue that has been and will continue 
to be. In connection with this, studies on creating new environmentally friendly grease 
formulations are carried out by utilizing waste, such as used oil and industrial waste and 
by investigating potential environmentally friendly grease components, such as the base 
fluid, thickener, or additive (Japar et al., 2020). Table 3 shows the successful research on 
grease formulation from waste oil.

Table 3
Successful grease formulation from waste oil

Aim Grease Formulation Parameter Author/Ref
Formulation of grease 
using waste from a 
palm oil refinery.

Base oil: waste cooking oil 
thickener spent bleaching 
earth Additive: fumed silica

1. Consistency and 
dropping point

2. Corrosiveness on copper
3. Tribological properties

Waste-based, base 
oil and thickener 
(Japar et al., 2020)

Develop grease from 
waste oils as the base 
oil and red gypsum as 
one of the thickeners.

Base oil: waste oils 
Thickener: red gypsum/
fumed silica Additive: MoS2

1. Consistency and 
dropping point

2. Separation of oil

Waste-based base 
oil and thickener 
(Razali et al., 2018)

Formulation of 
lubricating grease from 
waste transformer oil

Waste Oil: WTO
Thickener: fumed silica & 
sodium stearate
Additives: molybdenum 
disulfate (MoS2)

1. Consistency and 
dropping point

2. Separation of oil

Nur Suhaila binti 
Anang Japar (Japar 
et al., 2019)

Characterization of 
lubricating grease 
formulated from waste 
engine oil

Waste Oil: WEO
Thickener: fumed silica & 
sodium stearate
Additives: molybdenum 
disulfate (MoS2)

1. Consistency and 
dropping point

2. Separation of oil

N. W. Abdu 
Rahman. (Rahman   
& Aziz 2022)
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The similarities of all the waste oils listed in Table 3 that qualify them for grease 
formulation are due to their significant potential as a base fluid and/or a substitute for 
mineral oil. The variety of fatty acids present in each of the chemical compositions in 
each waste oil of each research will contribute to different values of grease formulated 
(Japar et al., 2019).

Turbine Oil

The main purpose of turbine oil is to lubricate the bearings and auxiliary machinery in steam 
and hydraulic turbines, turbo pumps, and air, gas, and refrigeration turbo compressors. Hence, 
it could be said that the primary purposes of turbine oil are for lubrication, speed control, and 
cooling (Fuskele et al., 2022). Basically, turbine oil is made from a combination of relatively 
simple ingredients: Base oil, oxidation, corrosion, defoaming inhibitors, and demulsifiers. The 
turbine oil formula typically makes up 97% or more of the base oil. A mineral or synthetic 
hydrocarbon base oil makes up the majority of turbine oil composition. 

Additives are blended into the base oil at low amounts to preserve the oil and the 
turbine parts. According to OEM specifications, additives should give the turbine optimal 
performance. Original equipment manufacturer (OEM) lubrication requirements are designed 
to give the end user some assurance that the equipment will function properly and last as 
the specified amount of time stated if a certain lubricant is used. For example, antioxidants 
are one of the additives widely used in turbine oil. Antioxidants are a group of substances 
that have the capacity to inhibit oxidation. As a result, they can stop the turbine oil from 
breaking down and thickening (raising viscosity), improving the turbine’s performance 
and extending its life too (Soleimani et al., 2018). The phenol and amine combinations are 
noteworthy for being utilized in turbine oil as antioxidants regularly (Shahnazar et al., 
2016; Yano et al., 2013)

The turbine oil consumption is usually huge, approximately 3,700 gallons or 14,000 
liters. That is an expensive oil supply of nearly 67 drums (Shekarchian et al., 2012). 
It typically lasts 3–5 years in a turbine, but this relies on the internal conditions of the 
system. Degradation would happen more quickly in a filthy system than in a clean one 

Figure 5. Turbine oil market size and forecast 
2020–2028 (Verified Market Research, 2022)

if the system encounters temperatures over 
the threshold, forms deposits, and otherwise 
is in good condition (Pirro et al., 2016; 
Vandervort et al., 2021). Turbine oils are 
recommended for use in situations where 
hydraulic oils, air compressor and vacuum 
pump oils, general shop lubricants, bearing 
lubricants, and heat transfer oils (Verified 
Market Research, 2022).
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According to Esomar Verified Market research, turbine oil was estimated to be worth 
USD 1.3 billion in 2020 and is expected to grow to USD 1.7 billion by 2028 (Figure 5). It 
will also grow at a compound annual growth rate (CAGR) of 3.7% from 2021 to 2028. The 
average price for turbine oil per gallon is 81.7 USD, and it is estimated that almost 1.5 million 
gallons of turbine oil will be widely produced in 2020 (Verified Market Research, 2022).

Properties of Used Turbine Oil

When evaluating grease performance, the qualities of the turbine oil used are crucial. Used 
turbine oil is an oil that no longer satisfies the quality requirement and has reduced qualities. 
An oil analysis needs to be done to guarantee the condition of the used turbine oil, as the 
characteristics of the used turbine oil were unknown at the time of collection. The properties 
of the turbine oil used, including kinematic viscosity, viscosity index, moisture content, 
and density, were examined in this study. Elemental analysis and FTIR characterization 
were also carried out to look for contamination, additives, or wear metal in used turbine 
oil (Tichy et al., 2021). In terms of chemical characteristics from Tables 5 and 6, it was 
found that the main constituents of the WTBO were C, O, and N, with metals making up 
only 4% of the sludge’s mass. According to the analytical results, demulsifiers, defoamer, 
antirust, and antioxidants are also available. It is, therefore, practically a hydrocarbon 
(an organic substance made only of carbon and hydrogen (Gupta, 2017; Liu et al., 2016; 
Mortier et al., 2011).

Tables 4 and 5 list the qualities and capabilities of both fresh and used turbine oil. 
In-service turbine oil keeps its excellent properties even after extensive use. Kinematic 
viscosity, the flow resistance brought on by gravity, increased from 45.20 to 46.68 mm2 s-1 
at a particular temperature. After serving for a long period, alcohols, aldehydes, carboxylic 
acid, and other oxides were created (Hsu & Gates, 2000; Liu et al., 2016). The synthesis of 
carboxylic acids resulted in a small increase in acid number value (ASTM D974,2014). 
Based on how quickly viscosity changes with temperature, The viscosity index (VI) is one 
of the most crucial elements in determining lubrication quality.

The term “viscosity index” refers to how the viscosity of an oil changes with 
temperature. For instance, high-VI oils experience less temperature-related viscosity change 
than low-VI oil. High-VI base oils are a prerequisite for the multigrade engine oils that 
vehicle manufacturers demand as a starting point in the formulation process. High-VI base 
oils have minimal volatility and are designed to work at low and high temperatures (Mang 
& Dresel, 2007). These oils are suitable for usage at temperatures between 32- and 150 
degrees Fahrenheit. Group I base oils are refined using a solvent, a less complex refining 
procedure (Brown, 2015). Grease and gear lubricants frequently contain Group I base oils.

In other studies of the physical properties of the used turbine oil, the WTBO could be 
described as per Table 6, named Oil F. The viscosity of the used turbine oil is the lowest 
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Table 4
Fresh turbine oil and in-service turbine oil: Properties and performance (Liu et al., 2016)

Description Fresh Oil In Service Oil
Kinematic Viscosity (40°C)/mm² s¯¹ 41.4-50.6 45.2 46.68 ASTM D445
Viscosity Index ≥95 125 123 ASTM D2270
Acid Numbering KOH g¯¹ ≤0.3 0.07 0.08 ASTM D974
Water Separability (54°C, 40-37-3 mL)/min ≤30 10 20 ASTM D1401
RPVOT/min Report 788 470 ASTM D2272
Watering kg¯¹ ≤100 90 158 ASTM D6304
Air Release (50°C)/min ≤10 1.7 4.9 ASTM D3427
Ruler/% Amine 100% 52% ASTM D6971

Phenol 100% 31%
Content/ppm
Zn 0 1.7 ASTM D4951
Cu - 0.15
Fe - 0.61
Na - 0.08
P 22.38 26.62
Si <0.48 <0.48
Ci <0.0015 <0.0015

Table 5
Sulphur content in the turbine oil residue (Liu et al., 2016)

C O N P S Ca Fe Zn Si Ai
Sludge/mass % 61.4 20.8 5.54 2.81 1.84 0.46 1.31 4.52 0.64 0.28
Residues of sludge after TG/ mass% 50.53 31.79 - 0.69 0.85 1.01 3.17 9.81 1.46 0.69

Table 6
Physical and chemical properties of fresh, used and refortified oils (Liu et al., 2013)

Samples
Viscosity 

40°C 
(mm²/s)

TAN
(mgKOH/g)

H₂O 
Content 
(vol%)

H₂O 
Separability 

at 54°C (min)

Cu 
Corrosion

Mechanical 
Impurities 

(wt%)
Oil F Fresh Oil 32.56 0.02 - 40–37–3 (6.5) 1b /

Used Oil 31.68 0.03 0.01 40–40–0 (20) 3b /
Refortified Oil 32.08 0.02 0.01 40–40–0 (20) 1b /

compared to other used oils, such as engine oil, hydraulic oil, bearing oil and gear oil (Liu 
et al., 2013). Viscosity is the single most important performance property of a lubricant. 
The higher the viscosity, the greater the resistance to flow. The lower viscosity of these oils 
will result in less resistance and faster flow. In order to produce a great grease formulation 
that is high in viscosity, an extra thickener will be added (Tichy et al., 2021).
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TAN is the Total Acid Number. It is a measure of acidity that is defined by the amount 
of potassium hydroxide in milligrammes that is required to neutralise the acids in one gram 
of oil (Decote et al., 2021). The standard acid value for lubricating is 0.1 (> 0.1 so corrosive 
and < 0.1 so non-corrosive). Oil F has recorded 0.03 mgKOH/g. Hence, a non-corrosive 
grease will be expected to be produced from this formulation.

The permissible water content in grease must be only 0.15% to 0.3% (Ismail et al., 
2019; Sharma et al., 2022). The used turbine oil in Table 7 stated that only 0.01% of water 
content is found in it. Few costs will be saved as unnecessary processes like grease water 
washout need to be done to remove the water.

The 3b of copper corrosion recorded by Oil F is quite worrisome because it indicates an 
intermediate potential for Oil F to corrode the turbine (Tańczuk et al., 2017). Nevertheless, 
the additives like antioxidants and corrosion inhibitors used in the turbine oil were found to 
be hardly removed, although after going through the reclamation (the removal of water and 
particulate contamination from oil products and refortification process). Thus, the outcome 
of the grease formulation from the turbine oil used is predicted to not be corrosive.

FUTURE PROSPECT

Traditionally, mineral oils have been employed for lubrication purposes. Nevertheless, the 
long-term viability of fossil fuel-based energy sources is a significant concern. Moreover, 
the improper disposal of mineral oils can lead to environmental contamination in aquatic 
and terrestrial ecosystems(Borras et al., 2018). The combustion of mineral oils utilized 
as lubricants has the potential to release a tiny number of metallic elements, including 
phosphorus, zinc, calcium, magnesium, and iron nanoparticles (Cecilia et al., 2020). In 
this particular setting, using environmentally sustainable and non-hazardous bio-lubricants 
becomes essential. The utilization of bio-lubricants remains somewhat constrained 
compared to mineral oils, but this trajectory is growing and is contingent upon investments 
in research and development (R&D). The surge in demand for biodegradable lubricants 
can be attributed to the progression of environmental regulations, which have become 
increasingly stringent to mitigate the adverse environmental consequences of improper 
disposal practices (Negi et al., 2021).

The future prospects of bio-lubricants should prioritize enhanced lubricating qualities 
and reduced toxicity compared to conventional mineral oils. In addition to stringent 
environmental restrictions, there is an anticipation for developing more sustainable 
formulations utilizing WTBO as a fundamental base oil. The anticipated physical and 
chemical characteristics of WTBO following the treatment outlined in this study suggest 
a favorable potential to produce industrial grease.

Based on the findings of the Esomar Verified Market research, as depicted in Figure 
5, it was projected that the market for turbine oil will have significant growth in the next 
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years. The production of waste turbine base oil (WTBO) is expected to expand significantly 
due to the global rise in turbine oil consumption over time (Efimov, 2020). The estimated 
proportion of waste oil in relation to the whole consumption of commercial products is 
approximately 50%, with waste oils specifically accounting for approximately 30% of 
this total (Hester & Harrison, 2010). The aviation industry has experienced a significant 
evolution in the aftermath of the Covid-19 pandemic. This transformation has led to an 
increased need for sustainable aviation oils. However, this surge in demand has also resulted 
in the generation and accumulation of WTBO. Consequently, it becomes imperative to 
ensure the proper disposal of these waste oils (Gong et al., 2020).

Table 7
2007 production of worldwide used oil source and classifications (Yu, Ma & Wang, 2012)

The Classification and Source of 
Worldwide Used oil Source

Production of Used 
oil (Million Ton) Explanations

Used lubricating oil, chainsaw oil, 
Hydraulic fluid and lubricating 
grease

2925 According to a 45% efficiency factor, the 
Total National Production of Used Lubricants, 
hydraulic fluid, and lubricating grease is 
estimated to be around 2925 million tons.

Total of Worldwide Used oil 
Source

3753.7 Including other used oil likes (petroleum 
mining oil, dye, and ship industry)

Waste oil is harmful in two ways: it can be toxic to people and damage the natural 
environment. In 2007, the production of used oil in China was 37.537 million tons, with 
turbine oil falling under the lubricating oil category, contributing to 29.25 million tons of 
used oil production (Table 7). Different types of oil have various levels of additives, such as 
heavy metals, chlorine, and sulfur, which can be harmful to humans. When turbine oil is 
used, it can produce harmful substances due to high temperatures and oxidation, such as 
3,4-Benzypyrene (PAH) and polychlorobiphenyl (PCB), which can seriously harm human 
health. Used oil pollution can also harm the ecosystem, soil, water, and plants (Aganbi et 
al., 2019; Ismail et al., 2021). A small amount of used turbine oil can contaminate a large 
amount of water, and waste oils can endanger aquatic life in rivers, lakes, and streams.

CONCLUSION

In conclusion, the idea of utilizing treated waste turbine oil for the grease formulation is 
promising to be viable based on the theoretical properties that have been analyzed. But 
a few things might need added for more valuable grease production. However, in this 
paper, the study covers only the grease formulation part. Hence, the WTBO collected 
from the supplier needs to be treated first before being substituted as a base oil to remove 
any impurities, such as metal, dust, debris, or moisture content. The formulated grease is 
expected to be long lasting due to the “natural” existence of antioxidants in the used oil 
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and useful to the moving machinery that metal made. Besides, the increased production 
of worldwide turbine oil means the increased amount of the used turbine oil will be in 
now and future is expected. Thus, this grease formulation is necessary for reducing the 
environmental impact and cost of the disposal process of used oil, which involves money 
and energy.
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ABSTRACT

The research aims to conduct experimental studies of the drying schedule for processing 
vegetable-origin organic materials using a microwave electro-technological installation. The 
design and development of a microwave electro-technological installation for processing 
vegetable-origin organic materials and agricultural crops are based on the solution of 
an agreed boundary value problem of electrodynamics and heat and mass transfer. The 
experiments on the microwave processing of vegetable-origin organic materials using a 
microwave electro-technological installation allowed us to identify the preferred process 
conditions, which involve the work of 7 magnetrons and a rotation mechanism of vegetable-
origin organic materials along their axis. The processing time is less than 15 hours; the final 
humidity does not exceed 7%. The temperature change is uniform. The temperature at a 
depth of 1/4 of the thickness of the samples differs from the temperature on the surface of 
the samples by 0.5–1.0°C. The differences in the calculated and experimental data on the 
humidity of organic materials of plant origin do not exceed 3.8%, and on temperature, it is 
4.3%. The creation of a microwave installation for the simultaneous microwave processing 
of vegetable organic materials and agricultural crops will significantly increase the energy 
and economic efficiency of the installation by reducing the processing time and increasing 
the quality of dried material quality. Moreover, unlike the existing ones, the proposed 

electro-technological installation contributes 
to the sale of more than two products with 
improved qualities, thus increasing the 
profits at the same energy costs.

Keywords: Agricultural crop, electro-technological 
installation, organic material
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INTRODUCTION

Microwave energy is used for drying, heating, defrosting, and disinfection of different 
products, including agricultural crops such as barley, wheat, and soy. This technology has 
become popular with agricultural and processing enterprises since it has many positive 
features. The most attractive feature of microwave technology is the short processing time 
and the preservation of nutrients in the product after processing. Khasanov (2015) in his 
work states that the pre-sowing treatment of seeds with microwave current ensures high 
processing uniformity, at least 98%, with a productivity of 10 t / hour in the etching mode 
and 4 t / hour in the inlay mode.  

Excess humidity reduction is one of the urgent tasks for cereal breeding centers 
producing elite and super elite seeds in western and eastern Canada (Saskatchewan, 
Alberta, Manitoba, Ontario, Quebec), as well as in China (the Songliao Plain) and the 
Ural and Volga Federal Districts of Russia. Excessive humidity shortens the product’s 
best-before date, decreases its use efficiency, leads to deterioration in the product’s 
commercial qualities after drying, and the rapid development of disease-producing 
agents that make grain useless (the average loss of grain without drying is 25%–28%) 
(Khasanov, 2015; Nirmaan et al., 2020).

Therefore, issue number one for enterprises that process vegetable-origin organic 
materials is to ensure their high-quality and uniform drying. The existing methods of 
drying vegetable-origin organic materials are atmospheric, convective, chamber, contact 
drying, flue gas drying, drying with infrared rays, high-frequency currents drying, induction 
and vacuum drying. Among the disadvantages of the above methods are high energy 
consumption and equipment cost, complex drying process control, low quality of the dried 
material, and the use of equipment polluting the environment (Arkhangelsky et al., 2018; 
Khasanov, 2015; Sivyakov & Grigorieva, 2019).

Using microwave energy eliminates the disadvantages of drying machines and reduces 
the seeds’ moisture content. In their work, Tuhvatullin and Aipov (2019) state that the 
processing time is reduced to 9–12 hours due to the rotation of lumber along its axis in the 
microwave electromagnetic field; high uniformity of processing is ensured (95%–98%). 
Moreover, two-stage processing allows for a large increase (10%–20%) in yield compared 
to control due to the microwave field’s various effects on seeds (Khasanov, 2015).

The authors propose a new technology for processing agricultural crops and 
vegetable-derived organic materials, which will allow obtaining better-quality products 
at low energy costs. Using the new technology will contribute to the transition to high-
yielding and environmentally friendly agriculture for the selection and processing of 
plant products.

All of the above proves the research’s relevance and great scientific and practical 
significance for the agro-industrial complexes of Europe, America, and the Russian Federation.
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LITERATURE REVIEW

World literature covers the use of electromagnetic microwave energy for the thermal 
processing of materials. Some papers present information on agricultural use of microwave 
drying, such as farm products drying (Sivyakov & Grigorieva, 2019), assessment of corn 
germination by microwave priming (Lazim, 2023), microwave processing of materials at 
agricultural facilities (Aipov et al., 2019), and corn microwave drying (Zhou et al., 2019). 
Some of them give an analysis of microwave drying methods of rice varieties (Nirmaan 
et al., 2020), the effect of microwave treatment on disinfection and stimulation of seed 
germination followed by inlay (Khasanov, 2015). Papers devoted to the use of microwave 
drying in the food industry describe microwave mixture processing (Shishkina et al., 2019), 
sterilization of packaged food products (Patel et al., 2019) and polymer packaging for food 
products (Zhou et al., 2019). 

They give an analysis of microwave disinfection of food products (Stepanenko & 
Kazhevnikov, 2017), the effect of microwave heat treatment on nutritional indicators 
(Waseem et al., 2022), synergistic effects of ultrasound and microwave treatment on the 
physicochemical properties and phytochemicals of watermelon (Navida et al., 2022), 
investigation of the effect of ultrasonic pasteurization on the physico-chemical profile and 
stability during storage of pumpkin (Nadeem, Tehreem et al., 2022), the effect of ultrasound 
treatment on the functional properties of various citrus juices (Nadeem, Ranjha et al., 
2022); microwave processing of lemon cordial (Malik et al., 2022), convection combined 
microwave drying of essential oils (Monton et al., 2019), microwave processing of lime 
flavored drink (Patel & Bhise, 2023). 

Some literature sources study the use of microwave drying in the woodworking 
industry: microwave electro-technological installation for drying rotating sawn timber 
(Tukhvatullin & Aipov, 2019), microwave bamboo vacuum drying (Lv et al., 2018), the 
effect of microwave radiation on the humidity of different wood species (Aniszewska et 
al., 2021), microwave timber processing (Tuhvatullin et al., 2019), drying of wood chips 
(Rezaei et al., 2017). There are papers presenting information on the use of microwave 
drying in the construction industry. They review the effects of microwave radiation 
on the geopolymers’ properties (Sun et al., 2021), describe microwave processing 
of carbon-covered polymer composites (Galos, 2021), give an interpretation of the 
structure and properties of biological polyhydroxyalkanoates with different monomeric 
compositions (Ishak et al., 2021), present information on the electrification of microwave 
processing of materials (Amini et al., 2021), including microwave processing of bitumen 
(Abdrabou et al., 2023).

For example, in the work by Nirmaan et al. (2020), the microwave processing of rice 
for 7 minutes in a microwave installation with a power of 500 watts gives better results 
compared to traditional processing methods. The moisture content of rice decreases by 
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12%–20%, which is similar to the research results presented by Sivyakov and Grigorieva 
(2019) and Khasanov (2015).

The work by Navida et al. (2022) studies the effect of ultrasound and microwave 
energy treatment on the physico-chemical parameters of watermelon juice stored for 120 
days. Microwave treatment increases acidity (0.15%), turbidity (3.00), vitamin C content 
(202.67 mg/100 ml), TP (852.57 mg/100 ml), TF (1970.9 mcg CE /100 ml) and TAC 
(8650.3 mcg ascorbic acid equivalent/ml juice) and the antioxidant content, which is similar 
to the research results presented in Nadeem, Ranjha et al. (2022) and Malik et al. (2022). 

Aniszewska et al. (2021) studied the effect of microwave radiation on various types of 
wood. They found that the decrease in humidity for various fractions is 8–16 mm (14.60% 
and 17.66%) and 16–31.5 mm (14.68% and 16.77%), which indicates the effectiveness 
of continuous processing and is similar to the research results presented in the papers 
(Tuhvatullin & Aipov, 2019).

The work by Sun et al. (2021) proves the increase in the strength of geopolymers and 
changes in their microstructure under the effect of microwave radiation, similar to the 
research results presented in the work (Galos, 2021).

At the same time, microwave processing of different materials has some disadvantages. 
The effect of microwave energy on different materials is heterogeneous. Therefore, intensive 
controlled processing methods are needed to achieve the desired effect.

For example, Montenegro et al. (2021) studied the effect of microwave processing on 
the physical, physico-chemical and rheological properties of wheat grain. It is difficult to 
control the processing of the materials under study at high power values (from 100 W to 
3000 W).

Qu et al. (2021) investigate the effect of microwave stabilization on the properties 
of whole-grain flour and prove that it significantly increases the product’s storage time. 
However, the stabilization process is long and complicated.

Waseem et al. (2022) studied the effect of microwave processing on potatoes’ nutritional 
parameters and properties. Microwave processing positively affects the material under 
study, making this method appropriate for processing food products. 

As mentioned above, there are many studies on the effects of microwaves on different 
materials (vegetable-origin organic materials, seeds, and crop materials). Materials exposed 
to microwave processing are different. Some scientists study the properties of materials 
exposed to microwave energy; some investigate the process of microwave treatment (Aipov 
et al., 2019; Montenegro et al., 2021; Navida et al., 2022; Tuhvatullin et al., 2019; Waseem 
et al., 2022). The choice of materials for this study is justified by the fact that microwave 
processing allows obtaining better quality products, which contributes to the transition to 
high-yielding and environmentally friendly agriculture for selecting and processing plant 
products. Since most studies are aimed at investigating the properties of vegetable-origin 
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organic materials and agricultural crops (cereals) exposed to microwave energy, the study 
of microwave processing of vegetable-origin organic materials and agricultural crops is of 
particular interest both from the scientific and practical points of view (Khasanov, 2015; 
Monton et al., 2019; Nirmaan et al., 2020; Qu et al., 2021; Zhou et al., 2019).

The main problem of the intensive processing of vegetable-origin organic materials 
and agricultural crops is a decrease in the quality of the processed material. The long-term 
effects of microwave energy on agricultural crops, such as wheat, lead to the destruction 
of cellular structures and the deterioration of nutrients. As for vegetable-origin organic 
materials, the long-term microwave effect changes the internal and external structure of the 
material (deformation, torsion, charring) (Khasanov, 2015; Tukhvatullin & Aipov, 2019).

Thus, new solutions are necessary to preserve the quality of vegetable-origin organic 
materials and agricultural crops during microwave processing and reduce the processing 
energy intensity.

It is possible to combine two technological blocks (a block of thermal microwave 
modification of vegetable-origin organic materials and a block of non-thermal microwave 
modification of agricultural crops) into one working chamber of a microwave electro-
technological installation to reduce the energy intensity of microwave processing of 
vegetable-origin organic materials and crops.

Thus, the combination of microwave and ultraviolet treatment inside one installation 
reduces the number of microorganisms or completely inhibits the pathogenic microflora 
on the material surface and increases raw materials’ microbiological safety and stability 
(Kolokolova et al., 2020).

The main line of research in the world and scientific competitors: The development 
of the presented energy-saving technology, which allows obtaining agricultural products 
with improved quality, has been proposed for the first time. 

The technology implies simultaneous thermal and non-thermal energy-saving 
processing of vegetable-origin organic materials and agricultural crops.

For the first time, the technology developed for simultaneous thermal and non-thermal 
processing of vegetable-origin organic material and agricultural crops has been presented.

The research aims to conduct experimental studies of the drying schedule for processing 
vegetable-origin organic materials using a microwave electro-technological installation 
with the following objectives:

1. Development of an automated control system for a microwave electro-technological 
installation.

2. Development of a simulation model of a microwave electro-technological 
installation. 

3. Conducting experimental studies to determine the preferred schedule for processing 
vegetable-origin organic materials.
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METHODS AND MATERIALS

Installation Model

The microwave electro-technological installation proposed by the authors for microwave 
processing of vegetable-origin organic materials and agricultural crops consists of two 
technological blocks-a block of thermal microwave processing of vegetable-origin organic 
materials and a block of non-thermal microwave processing of agricultural crops. A 
working chamber and a transmission line are the technological units of thermal microwave 
processing. The type of transmission line is a rectangular waveguide. A working chamber 
and a transmission line are the technological blocks of non-thermal microwave processing. 
The transmission line is a rectangular waveguide. Convenient placement and operation of 
the installation determine the length of the transmission line and the possible presence of 
a waveguide rotation.

The working chamber for non-thermal microwave processing of agricultural crops 
provides them with preferred technological properties. A waveguide should have the 
same cross-section as the transmission line, supplying it with microwave energy from a 
microwave energy source to reduce the reflection of the microwave electromagnetic wave 
from the entrance to the working chamber (Arkhangelsky & Grishina, 2007; Dobrodum 
& Arkhangelsky, 2017). 

Figure 1 shows a diagram of a microwave electrotechnological installation for 
the microwave processing of plant material. Chamber 1 has shaft 3 with fasteners for 
vegetable-origin organic materials. Gearmotor 5 provides a rotation of vegetable-origin 
organic materials. The geometrical and technical characteristics of the installation model 
are presented in Table 1.

The microwave electro-technological installation has technological blocks for the 
non-thermal microwave processing of agricultural crops.  

The microwave installation uses seven sources of microwave energy, making seven 
working chambers of non-thermal microwave processing possible. Each chamber can 
be assembled on a segment of a rectangular homogeneous waveguide with flanges and a 
round hole in the middle of wide walls. Agricultural crops (seed and plant material) are 
processed in those holes in a pipe made of organic glass.

It is important to note that each technological block of non-thermal microwave 
processing can produce the same or different agricultural products. Therefore, a microwave 
electro-technological installation can produce up to seven different materials.

If the water vapors from vegetable-derived organic materials are undesirable for 
agricultural crops, the technological block for non-thermal treatment can be protected from 
water vapor by a moisture-proof thin dielectric radio-transparent partition separating the 
zones where crops are located from the zones where vegetable-derived organic material 
rotates (Arkhangelsky et al., 2018; Dobrodum & Arkhangelsky, 2017).
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Figure 1. Diagram of a microwave electro-technological installation for microwave processing of plant 
material: (a) Top view; and (b) side view

camera

microwave energy sourceelectric motor and gearbox

fasteners for vegetable-origin 
organic materials

shaft
microwave 

energy source

microwave energy source

(a)

(b)

Table 1
Geometrical and technical parameters of the 
installation model

Parameter Value
Installation dimensions, m 2.42 × 0.6 × 0.6
Number of magnetrons, pcs. 7
Power consumption of one 
magnetron, W

1,200

Output power of one 
magnetron, W

850

Radiation frequency, MHz 2,450
Dimensions of the waveguide 
energy output, mm

70 × 30

The absence of horn radiators matching 
the working chamber with a microwave 
generator creates a problem for a microwave 
electro-technological installation assembled 
according to the diagram shown in Figure 
2. The microwave energy reflected from 
the entrance to the working chamber 
creates a partially standing wave mode 
in the working chamber of non-thermal 
microwave processing. As a result, ( )Å z  
there is a dependence between a slit length 
and the crop processing quality. Thus, if a 
slit length is bigger than the wavelength in the waveguide, the processing quality decreases. 
A quarter-wave matching transformer should be used in the installation to avoid this. 
Therefore, using horn radiators and quarter-wave matching transformers increases the 
installation’s economic efficiency and guarantees high production quality.
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Installation Simulating Model 

To simulate complicated processes, a simulation model of a microwave electro-technological 
installation for the microwave processing of vegetable-origin organic materials should be 
created in the MATLAB/Simulink software environment. The model is shown in Figure 2.

The simulation model consists of the following main blocks: a technological block 
for microwave processing of vegetable-origin organic materials (Subsystem), seven 
microwave energy sources (Rad1–Rad7), a device for determining the materials’ 
temperature (T, degrees C), a device for determining the materials’ moisture (W,%), 
an indicator (Score) for displaying graphical dependences of changes in temperature 
and moisture of vegetable origin organic materials during microwave processing, a 
power source (Step), a block (Constant1) for setting the initial values of temperature 
and moisture of vegetable origin organic materials and the final processing moisture, a 
key ((Rotate Switch) for rotating vegetable origin organic materials around their axis 
in the technological block, a key (Magn Switch) for switching on the selected mode of 
vegetable origin organic materials’ processing.

The presented studies consider four modes of the simulation model operation: Mode 1: 
Switching on seven sources of microwave energy and vegetable-origin organic materials’ 
rotation; Mode 2: Switching on four sources of microwave energy and vegetable-origin 
organic materials’ rotation; Mode 3: Switching on seven sources of microwave energy and 
vegetable origin organic materials’ rotation, and Mode 4: Switching on four sources of 
microwave energy without the rotation of vegetable origin organic materials.

Figure 2. Simulation model of a microwave electro-technological installation for microwave processing of 
vegetable-origin organic materials
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Methods Used to Measure the Processing Parameters

An automated control system has been developed to control the microwave processing 
organic materials of vegetable origin. Figure 3 shows the functional and circuit diagrams 
of the control system.

The automated control system for microwave processing organic materials of vegetable 
origin consists of four temperature sensors, four moisture sensors, a controller, two 
temperature and moisture measuring devices and a frequency transducer.

Figure 3. Diagram of an automated control system for microwave processing of vegetable-origin organic 
materials: (a) circuit diagram and (b) functional diagram
Note. OVEN PLC154—controller (PLC-programmable logic controller); SVD01, SVD02—temperature 
and moisture measuring device (SVD—wood moisture meter); PVCh1, PVCh—high-frequency transducer)

(a)

(b)
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The humidity and temperature measuring device of the SVD series is designed 
for remote determination of humidity in drying chambers using four conductometric 
sensors. The device has one or two thermometers, depending on the model. The results of 
temperature measurements are transmitted via the RS-485 port according to the Modbus 
ASCII protocol. The length of the communication line is up to 1,000 meters; about 31 
humidity meters can be connected to the line.

The technical characteristics of the OVEN PLK 154 controller are given in Table 2. The 
technical characteristics of the ARIES PCHV1 frequency converter are given in Table 3.

Table 2
Technical characteristics of the ARIES PLC 154 controller

Parameter Value
Case protection level IP20
Power supply voltage PLK154-220 90–264 V AC (rated voltage, 220 V), frequency of 47–63 Hz
Power consumption 6 Watts
Front panel display 1 Power indicator

6 digital input status indicators
4 output status indicators
1 indicator of connection with CODESYS
1 user program operation indicator

Interfaces Ethernet 100 Base-T
RS-232
RS-485

Exchange rate over RS interfaces from 4800 to 115200 bps
Protocols OVEN

Modbus-RTU, Modbus-ASCII
DCON
Modbus-TCP
GateWay (protocol CODESYS)

Table 3
Technical characteristics of the ARIES PCHV1 frequency converter 

Parameter Value
Power supply network 3 phases, 380–480 V (5.5–22 kW)
Output voltage (U, V, W), % 0–100
Output frequency, Hz 0–200 Hz(VC), 0–400 (U/F)
RS-485 protocol Modbus RTU
Enclosure protection class IP20

Testing Procedure

The purpose of the experimental studies is to determine the appropriate drying mode, 
which ensures fast processing and the preservation of nutrients in organic materials of 
vegetable origin.
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Four modes of technological installation operation were studied. The first mode 
involves switching on seven magnetrons and materials’ rotation. The second mode consists 
of actuating four magnetrons and materials’ rotation. The third mode implies turning on 
seven magnetrons without the materials’ rotation. The fourth mode involves actuating four 
magnetrons without materials’ rotation.

Test characteristics are given in Table 4. 

Table 4
Test characteristics

Parameter Value
The first processing mode (7 magnetrons and the rotation mechanism of organic materials of plant origin 
along its axis are working)
Initial humidity, % 85–92
Initial temperature, °C 21–23
Final humidity, % 6–10
Final temperature, °C 77–85
Processing time, hour 15
The second processing mode (4 magnetrons are working; the mechanism of rotation of organic materials 
of plant origin along its axis is disabled)
Initial humidity, % 78–87
Initial temperature, °C 20–23
Final humidity, % 8–30
Final temperature, °C 78–93
Processing time, hour 39

Vegetable-derived organic materials are fastened horizontally to two frames of the 
working chamber of the microwave electro-technological installation. After the materials 
are laid, the lid is closed. 

The moisture and temperature of vegetable-origin organic materials were measured 
every 60 minutes during microwave processing.

The experiments involved an infrared pyrometer, a surface thermometer, and a 
moisture-measuring device.

RESULTS

The paper presents the experimental results of the first and fourth processing modes. 
Figure 4 shows the modes of processing vegetable-origin organic materials in a microwave 
electro-thermal installation. Each mode gives the dependencies between moisture and time, 
temperature and time, and moisture and temperature.

• The drying time for the first mode was 15 hours; the final moisture was 7%.
• The drying time for the fourth mode was 39 hours; the final moisture was 12%.
• The first mode lasted 15 hours, and the fourth lasted 38 hours.
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Figure 5 contrasts the simulation modeling results with the experimental studies of the 
microwave processing of vegetable-origin organic materials in the first and fourth modes.

The analysis of the results shows that the first mode is characterized by the absence 
of wrapping, charring, curving and twisting of the samples of vegetable-origin organic 
materials during their processing in the microwave electro-technological installation. 

Figure 4. Modes of processing of vegetable-origin organic materials in a microwave electro-thermal 
installation: (a) the first mode; (b) the fourth mode 

(a) (b)
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The fourth mode is characterized by wrapping and cracking the material, but there is no 
twisting, curving or charring.

Experimental studies and simulation modeling of the first and fourth modes of the 
microwave processing of vegetable-origin organic materials revealed the following: 

• The drying time for the first mode was 15 hours; the final moisture was 7%.
• The drying time for the fourth mode was 39 hours; the final moisture was 12%.
The first mode provides a uniform temperature change of organic materials of 

vegetable origin. The surface temperature of the samples is almost the same as the 
temperature at half their thickness. 

The fourth mode does not provide a uniform temperature change. The surface 
temperature of the samples differs by 8–13 °C from the temperature at half the depth 
of their thickness.

The simulation modeling of four modes of the technological installation operation 
provides a thorough and reliable analysis of changes in the temperature and moisture 
of vegetable-origin organic materials. The discrepancy between experimental data and 
simulation modeling does not exceed 4%. 

Thus, the results of simulation modeling almost agree with the experimental results. 
The relative error does not exceed 3.5%.

DISCUSSION

Table 5 presents a comparative analysis of the results obtained and those of other authors.
The rotation of vegetable-origin organic material in the technological block of a thermal 

microwave installation has a positive effect, reducing the processing time and ensuring 
the required quality of the dried material, which is similar to the results of the studies 

Figure 5. Comparison of the simulation modeling results and experimental studies of the microwave 
processing of vegetable-origin organic materials for the first and fourth modes: (a) the first mode, (b) the 
fourth mode
Note. 1, 2—simulation modeling results; 3, 4—experimental results

(a) (b)
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presented in the work (Aipov et al., 2019). The work states that the lumber pile rotation 
along its axis also reduces the processing time and provides a high-quality dried material.

Using two technological blocks (a block of thermal microwave processing of vegetable-
origin organic materials and a block of non-thermal microwave processing of agricultural 
crops) in an electro-technological installation gives a positive economic effect since 
the processing of materials occurs simultaneously. The same findings are presented in 
Dobrodum and Arkhangelsky (2017). They justify using a microwave electro-technological 
installation with a hybrid working chamber for processing dielectric and polymer materials 
and prove its commercial importance.

Non-thermal microwave processing of agricultural crops in an electro-technological 
installation does not worsen the nutritional value and organoleptic characteristics of the 
material. On the contrary, this method improves crops’ properties (e.g., increases their 
nutritional value). The same findings are presented in Qu et al. (2021) and Waseem et 
al. (2022), which prove the increased nutritional value of a baked product made with the 
addition of less than 7.5% of potato powder. The product was processed in a microwave 
oven. Microwave processing did not damage potato starch.

Non-thermal microwave processing of agricultural crops, including grain, in an 
electrotechnological installation increases storage time and provides a high-quality 
product. Qu et al. (2021) present similar findings, describing the process of lipase 
destruction in whole-grain flour by microwave heating, thus significantly increasing 
flour storage time and quality.

Table 5
Comparison of the results obtained with the results of other authors

Parameter
Results of 

experimental 
studies

Khasanov 
(2015)

Waseem et 
al. (2022)

Navida et al. 
(2022)

Malik et al. 
(2022)

Martins 
(2021)

Radiation 
frequency, 
MHz

2,450 2,450 2,450 2,450 2,450 2,450

Power, W 1,200 1,200 1,100 1,000 1,000 100–
3,000

Uniformity
 processing, 
%

95–98 98 88.3 85 95 90

Productivity, 
t/hour

5–6 4 2.8–3.2 - - 1.8–2.5

Positive effect Reduction of 
processing 

time, 
improvement 
of properties

Increasing 
yields, 

improving 
seed quality

Improving 
the potato 
powder 

nutritional 
properties

Improving the 
watermelon 

juice's 
nutritional 
properties 

Preservation 
of nutritional 

properties 
in a lemon 

drink

Improving 
the physical 
properties 
of grain
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Combining two technological blocks in one electro-technological installation (a block 
of thermal microwave processing of vegetable-origin organic materials and a block of non-
thermal microwave processing of agricultural crops) is a complex engineering problem 
under development. However, using this method will increase important economic and 
energy production indicators. The same findings are presented in Arkhangelsky and Grishina 
(2007) and Nadeem, Tehreem et al. (2022), which prove the economic and practical 
efficiency of combining two methods of processing different materials. 

The creation of a microwave electro-technological installation for the microwave 
processing of vegetable-origin organic materials and agricultural crops implies combining 
two technological processes. Khasanov (2015) and Tukhvatullin and Aipov (2019) studied 
these processes, but their findings differ from those presented in this paper since they 
describe the microwave processing of various materials as one technological process. 
However, this method reduces the processing time and ensures the high quality of the 
processed materials.

Thus, the proposed prototype model for microwave processing of vegetable-origin 
organic materials and agricultural crops significantly increases the energy and economic 
efficiency of the installation by reducing the processing time and ensuring the required 
quality of the materials being dried, unlike existing electro-technological installations, 
which process only one material.

Moreover, unlike the existing ones, the proposed electro-technological installation 
increases the possibility of selling more than two products, thus significantly reducing costs 
and increasing the formation of positive financial results. In other words, the proposed 
installation contributes to profit growth at the same energy costs.

CONCLUSION

One of the options for designing a microwave electro-technological installation for microwave 
processing of vegetable-origin organic materials and agricultural crops is combining two 
technological blocks for non-thermal and thermal processing. Traveling wave chambers 
with a homogeneous rectangular waveguide are recommended to be used as blocks. A 
mechanism of rotation around their axis is used to ensure uniform processing of samples 
of vegetable-origin organic materials in a microwave electro-technological installation. As 
a result, the processing time decreases, and the quality of the processed material improves.

Experiments show that simulating the first and fourth modes of microwave 
processing of vegetable-origin organic materials decreases the drying time and the 
moisture rate. Thus, the drying time of the fourth mode is reduced from 39 to 15 hours, 
and the moisture rate is 12%. During the first mode, the moisture rate is 7%.

The first mode is characterized by a uniform temperature change (the temperature at 
the depth of half the thickness of the samples differs from the samples’ surface temperature 
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by no more than 0.5–1.0°C). The fourth mode is characterized by an uneven temperature 
change (the temperature at a depth of half the thickness of the samples differs from the 
samples’ surface temperature by 5–7°C).

Therefore, the first mode of microwave processing of organic materials of vegetable 
origin is preferable since it provides high-quality dried material in a short processing time.

Together with the heat treatment of vegetable-origin organic materials, the presented 
microwave electro-technological installation implements seven other technological 
processes of non-thermal microwave processing of agricultural products. In this case, 
after each of the seven sources of microwave energy (magnetron), a technological unit 
for non-thermal microwave modification of the corresponding material should be placed. 

PRACTICAL APPLICATION OF THE FINDINGS

The creation of a microwave electro-technological installation for processing vegetable-
origin organic materials and agricultural crops will solve the fundamentally new problem 
of coordinating technological blocks of thermal and non-thermal processing. This will 
contribute to the development of agriculture and allow the production of better-quality 
agricultural products.

Moreover, unlike the existing ones, the proposed electro-technological installation 
increases the possibility of selling more than two products with improved qualities, thus 
increasing profits at the same energy costs.
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ABSTRACT

Vibriosis in shrimp farms poses potential risks to the industry’s sustainability and the 
consumers’ health. Little is known about the dynamics and variation of Vibrio spp—population 
in shrimp production in Sarawak, Malaysia. The apparent prevalence of three Vibrio species, 
V. parahaemolyticus, V. cholerae, and V. alginolyticus, were investigated in water (n=12), 
sediment (n=12), shrimp (n=12), and effluent (n=12) samples collected from two ponds in a 
coastal shrimp farm during one production cycle. Multiplex-PCR using specific primer sets 
showed the presence of the three Vibrio species. Based on the results, V. parahaemolyticus was 
the most prevalent in all four samples, with a contamination rate of 97.92% (95% CI: 89. 10 to 
99.89%), while V. cholerae and V. alginolyticus had a contamination rate of 47.92% (95% CI: 
34.37 to 61.67%) and 25.0% (95% CI: 14.92 to 38.78%), respectively. High Vibrio load in the 
shrimp farm is due to favourable environmental factors, such as optimal temperatures, salinity, 
and pH ranges for the growth of these species. The study’s findings offer important preliminary 
insights into the prevalence and distribution of these pathogenic Vibrio spp., within a shrimp 

farm in Kuching, Sarawak. This study serves 
as a potential model for monitoring Vibrio 
spp. prevalence in other shrimp farms across 
Sarawak, thereby addressing the scarcity of 
data on prevalence in the region.

Keywords: Microbial load, most probable number, 

multiplex PCR, shrimp farm, Vibrio spp.
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INTRODUCTION

The shrimp industry is a significant contributor to the aquaculture industry in Southeast 
Asia, with an estimated total area of marine shrimp farms in Malaysia alone at between 
5,100 and 5,200 hectares as of 2012 and a total market value of RM1.13 billion in 2020 
(Department of Fisheries Malaysia, 2012; Gilbert, 2023). However, the industry has faced 
challenges due to disease outbreaks, including vibriosis caused by Vibrio spp. These 
heterotrophic bacteria are prevalent in freshwater and marine environments and can inhabit 
a wide range of environments as free-living cells or symbionts. Approximately 110 species 
of the genus Vibrio have been identified to date, with many of these species being pathogenic 
to animals and humans (Farmer & Janda, 2015). Vibrio spp. Human infections often result 
from contact with polluted water or ingesting raw or undercooked seafood contaminated 
with the bacteria (Dutta et al., 2021). Vibrio parahaemolyticus, in particular, has been 
identified as a common cause of food poisoning cases in Malaysia (Sani et al., 2013). Vibrio 
spp. infection can pose serious health risks to immunocompromised individuals, including 
senior citizens and children, and can result in septicaemia and death (Song et al., 2020).

Some Vibrio spp, such as V. cholerae, are pathogenic and infectious, while others, 
such as V. parahaemolyticus, V. alginolyticus and V. vulnificus, are known as opportunistic 
pathogens (Haifa-Haryani et al., 2022; Valente & Wan, 2021). Shrimp infected with Vibrio 
spp. may exhibit clinical signs, including lethargy, a lack of moulting, abnormal swimming 
behaviour, reduced food intake, and potentially anorexia as indicated by empty guts and 
an off-white body colour (Valente & Wan, 2021). V. parahaemolyticus that causes acute 
hepatopancreatic necrosis disease (AHPND), for instance, causes the infected shrimp to 
exhibit an empty stomach and midgut, along with a hepatopancreas (HP) that appears pale 
to white (To et al., 2020). Meanwhile, V. alginolyticus is the causative agent of flaming 
bacterial disease that causes the infected shrimp to glow in the dark (Alifia et al., 2021). 
On the other hand, a few strains of V. cholerae are the causative agent of Vibrio-caused 
bacteremia, which is characterised by reduced hemocytes and lethargy in the infected 
crustaceans (Valente & Wan, 2021). Severe vibriosis in shrimp can even result in mortality. 
While Vibrio spp. is prevalent in the environment, its infection can be controlled when it 
occurs at low levels. However, environmental factors such as temperature and salinity can 
trigger the rapid growth of these bacteria, leading to outbreaks of vibriosis that can decimate 
an entire shrimp population in an infected pond, resulting in significant production losses 
(Mastan & Begum, 2016; Semenza et al., 2017). Contamination of seafood products with 
high concentrations of Vibrio spp. can also threaten consumer health. Therefore, early 
detection and enumeration of Vibrio spp. is essential for monitoring outbreaks in aquaculture 
farms, assessing the potential danger to public health, and preventing economic losses.

Currently, there is limited data available on the prevalence of Vibrio spp. in aquaculture 
farms in Sarawak, particularly in shrimp farms. Similar to other states in Malaysia, 
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shrimp farmers in Sarawak face significant challenges, with disease outbreaks being a 
major concern. However, the lack of official data poses a challenge, as most incidents 
are communicated verbally and not formally reported (Baker-Austin et al., 2018). Given 
Sarawak’s goal to increase shrimp production to RM1 billion in export value by 2030, 
these disease challenges could significantly impede progress (Ling, 2022). Additionally, 
official data on disease incidents and Vibrio spp is scarce. prevalence in Sarawak, attributed 
to the absence of surveillance systems, under-reporting, or failure to report incidents, 
impedes a comprehensive understanding of the extent of these challenges and hinders the 
development of effective strategies for disease management and prevention in Sarawak’s 
shrimp farming industry (Baker-Austin et al., 2018).This study aims to detect and isolate 
Vibrio spp. from water, sediment, shrimp, and effluent samples collected from a shrimp 
farm in Kuching, Sarawak. 

This study has investigated the apparent prevalence of three Vibrio spp., V. 
parahaemolyticus, V. cholerae, and V. alginolyticus, in water, sediment, shrimp, and 
effluent samples collected from two ponds in a coastal shrimp farm. One production cycle 
of shrimp starts from the stocking of post-larvae shrimps to the harvesting of mature 
shrimps. To our knowledge, this report provides the first detection and quantification of 
these three Vibrio spp. in one cycle of shrimp production on a shrimp farm in Sarawak, 
Malaysia. This information offers novel perspectives on the challenges the shrimp 
aquaculture sector encounters in Sarawak. These challenges might diverge from those in 
other documented locations owing to the distinct geographical and climatic factors unique 
to the region. These factors contribute to variations in temperature, humidity, precipitation, 
soil properties, composition, and other environmental variables, consequently influencing 
the microbial composition in the region (Patel et al., 2023). The findings of this study 
will yield preliminary important information on the prevalence and distribution of this 
pathogenic Vibrio spp. in a shrimp farm in Kuching, Sarawak. Furthermore, it can serve 
as a model for prevalence studies in other shrimp farms around Sarawak. This approach 
will contribute to obtaining more comprehensive data on the prevalence and distribution 
of Vibrio spp. in Sarawak. Subsequently, these insights will aid in developing effective 
strategies for preventing and controlling vibriosis.

MATERIALS AND METHODS

Sample Collection

Samples were collected from Persatuan Nelayan Kawasan (PNK) Satang Biru, Lembaga 
Kemajuan Ikan Malaysia (LKIM), Telaga Air, Sarawak (0”N 110°11’51., 1°40’59, 1). 
Four sample types (water, sediment, shrimp, and effluent) were collected from two 
shrimp ponds (P1 and P2) every two weeks, from stocking to harvesting, which took 
approximately three months. Both earthen shrimp ponds have a surface area of one 
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hectare with a 1-meter depth. The sampling was done in August–October of 2020 for P1 
and October–December of 2020 for P2. Every sampling was performed between nine 
and ten o’clock in the morning, and the entire period covered the warm season and the 
start of the rainy season. 

The sampling method was adapted from the method by Kaysner et al. (1990) with 
modifications. Forty-eight (n=48) samples of twelve each of water (n=12), sediment (n=12), 
shrimp (n=12), and effluent (n=12) were obtained throughout the sampling process. During 
each sampling, each sample type was collected at three different spots (sampling points) to 
make up the triplicates. At least 1 L of surface water and effluent samples were collected 
in sterile polypropylene bottles at each sampling point. Shrimp were collected using a net 
and placed in sterile plastic bags. The shrimp were collected from the post-larvae stage, 
progressing through the juvenile and sub-adult stages until they reached the harvestable 
adult stage at the end of the sampling period. Meanwhile, sediment was collected using an 
ethanol-sterilised polyvinyl chloride (PVC) pipe and placed in sterile 50 mL microcentrifuge 
tubes. All samples were brought directly to the lab in an ice box and processed within 24 
hours of sampling (Kaysner et al., 1990). 

In addition to sample collection, the pond water’s physical and chemical parameters 
(temperature, salinity, and pH) were also measured and recorded. These parameters were 
chosen because the water’s temperature, salinity, and pH are commonly reported as one of 
the many factors influencing the distribution of Vibrio spp. (Valente & Wan, 2021). Water 
temperatures and pHs were measured on-site during every sampling using Fisherbrand™ 
accumet™ AP125 Portable pH/Ion/mV/Temperature Meter Kit (Thermo Fischer Scientific, 
U.S.). Meanwhile, water salinity was measured using a salinity refractometer (Hisamatsu, 
Japan). The measurements were taken triplicate at three different pond spots and expressed 
as the mean values.

Enrichment and MPN Method

Before enrichment, the triplicate water and effluent samples were mixed in equal volumes 
in sterile microcentrifuge tubes. The triplicate sediment and shrimp samples were each 
mixed and homogenised using a sterilised conventional blender. One gram (solid samples) 
or 1 mL (liquid samples) of each sample was then thoroughly mixed with 9 mL of alkaline 
peptone water (APW) (Merck, Darmstadt, Germany) and pre-enriched by incubating 
overnight at 37°C. The suspension was then serially diluted 10-fold from 10-1 to 10-5 in APW. 
Using the three-tube most probable number (MPN) method outlined in the Bacteriological 
Analytical Manual (BAM), 1 mL of each dilution was transferred into triplicate MPN tubes 
containing 10 mL APW broth. All tubes were incubated at 37°C under aerobic conditions 
for 24 hours. Prior to extracting the genomic DNA from the MPN tubes after incubation, 
the turbidity of the tubes was observed (Blodgett, 2000). Sterile APW broth was used as 
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the blank control throughout this experiment. Sterile APW was included in the experiment 
as the negative control.

Genomic DNA Extraction

Bacterial DNA from the turbid MPN tubes was extracted using the boiled-cell method 
with slight modifications (Queipo-Ortuno et al., 2008). One millilitre of each culture was 
transferred to a 1.5 mL microcentrifuge tube and centrifuged at 10,000 rpm for 5 min. The 
supernatant was removed, and the resulting pellet was resuspended in 100 µL sterile distilled 
water. The suspension was then boiled for 10 min and cooled at -21°C for 5 min. The DNA 
extract was centrifuged at 10,000 rpm for 10 min and then stored at -21°C for analysis. 

Multiplex Polymerase Chain Reaction (mPCR)

Multiplex PCR was conducted using three sets of primers that specifically targeted V. 
parahaemolyticus, V. cholerae, and V. alginolyticus, respectively, as designed by Kim 
et al. (2015). The primers used are shown in Table 1. Each 15 µL of the PCR mixture 
consisted of the following components: 7.5 µL exTEN 2X PCR Master Mix (1st BASE), 
0.6 µL of each primer with a concentration of 10 µM, 2.0 µL DNA template, and 1.9 µL 
sterile distilled water. 

Table 1
Sequences, sources, and expected amplicon sizes of primer pairs used to target each Vibrio spp. in this study 
(Kim et al., 2015)

Target species Primer name Primer sequence (5' 3') Amplicon size (bp)
Vibrio 
parahaemolyticus

VP 1155272 F AGCTT ATTGG CGGTT TCTGT CGG 297
VP 1155272 R CKCAA GACCA AGAAA AGCCG TC

Vibrio cholerae VC C634002 F CAAGC TCCGC ATGTC CAGAA GC 154
VC C634002 R GGGGC GTGAC GCGAA TGATT

Vibrio alginolyticus VA 1198239 F ACGGC ATTGG AAATT GCGAC TG 199
VA 1198239 R TACCC GTCTC ACGAG CCCAA G

PCR was run by using T100TM Thermal Cycler (Bio-Rad, USA) according to the 
following conditions: Initial denaturation at 94°C for 5 min; 30 cycles of denaturation 
at 94°C for 30 sec, annealing at 60°C for 30 sec, and extension at 72°C for 30 sec; final 
extension at 72°C for 10 min (Kim et al., 2015). The PCR products were electrophoresed 
on 1.5% (w/v) agarose gel at 80 V for two hours. GeneRuler 100-bp DNA ladder (Thermo 
Fisher Scientific, USA) was used as the molecular weight marker. A cocktail of V. 
parahaemolyticus ATCC 27969, V. cholerae KCDC 13589, and V. alginolyticus ATCC 
17749 was used as the positive control. In contrast, sterile APW processed parallel with 
the samples was used as the negative control to replace the DNA template.
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From the results of multiplex PCR, MPN values were analysed based on the MPN 
table for three tubes and expressed as MPN mL-1 for water and effluent samples and 
MPN g-1 for sediment and shrimp samples (Man, 1983).

Statistical Analysis

Data was analysed using GraphPad Prism (version 9.5.1, Dotmatics, San Diego, CA). The 
prevalence of Vibrio spp. was calculated with a 95% confidence interval (CI). Fisher’s exact 
test was used to compare the overall prevalence of the three Vibrio spp. with the significant 
level set at P < 0.05. Spearman’s rs correlation statistic was performed using PAST 4.13 
(University of Oslo, Norway) software to test the association between the environmental 
and chemical parameters (i.e., temperature, pH, and salinity) with each Vibrio spp. load.

RESULTS

Multiplex PCR

The expected sizes for the PCR products of V. parahaemolyticus, V. cholerae, and V. 
alginolyticus are 297 bp, 154 bp, and 199 bp, respectively. The agarose gel electrophoresis 
(AGE) of the PCR products showed the presence of bands according to the expected sizes 
(Figure 1). During the optimisation steps, the annealing temperature of 60°C was ideal 
for specific amplifications using the three primer sets. On the other hand, PCR products 
using annealing temperatures lower than 58°C did not produce any band during the AGE.

Based on positive PCR bands, the prevalence of V. parahaemolyticus, V. cholerae, and 
V. alginolyticus in four types of samples taken from the shrimp farm, from the stocking 
period to the harvesting period, were summarised in Table 2.

Figure 1. Gel electrophoresis of multiplex PCR of Vibrio spp. through amplification of random sequences 
for identification of V. parahaemolyticus (297 bp), V. alginolyticus (199 bp), and V. cholerae (154 bp). Lane 
M: 100 bp DNA ladder; Lane 1: positive control (cocktail of V. parahaemolyticus ATCC 27969, Vibrio 
cholerae KCDC 13589, and V. alginolyticus ATCC 17749); Lane 2–13: representative positive samples; 
Lane 14: negative control.
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Throughout the sampling in the shrimp farm, 48 samples were collected from 
two ponds during six samplings. Of the entire samples examined, the prevalence of V. 
parahaemolyticus, V. cholerae, and V. alginolyticus was 97.92% (n=47, 95% CI: 89.10 to 
99.89%), 47.92% (n=23, 95% CI: 34.47 to 61.67%), and 25.0% (n=12, 92% CI: 14.92 to 
38.78%), respectively. Among the three Vibrio spp., V. parahaemolyticus had the highest 
prevalence, while V. alginolyticus had the lowest (P<0.05).

In comparison between samples, V. parahaemolyticus was the most prevalent in all four 
samples. In water samples, the prevalence of V. parahaemolyticus and V. cholerae were 100% 
(n=12, 95% CI: 75.75 to 100%) and 58.33% (n=7. 95% CI: 31.95 to 80.67%), respectively, 
while V. alginolyticus was not detected. V. parahaemolyticus was again the most prevalent in 
sediment samples, with 100% (n=12) positive detection, followed by V. cholerae with 33.33% 
(n=4, 95% CI: 13.81 to 60.94%). Meanwhile, V. alginolyticus was again not detected in the 
sediment samples. In shrimp samples, V. alginolyticus had the second highest detection after 
V. parahaemolyticus, with 66.67% (n=8, 95% CI: 39.06% to 86.19%) prevalence. In effluent 
samples, V. parahaemolyticus, V. cholerae, and V. alginolyticus were positively detected 
with a prevalence of 100% (n=12, 95% CI: 75.75 to 100%), 83.33% (n=10, 95% CI: 55.2 to 
97.04%), and 33.33% (n=4, 95% CI: 6.6 to 60.0%), respectively. 

Based on statistical analysis, it has been found that the overall prevalence among 
the three Vibrio spp. is significantly different (P<0.05). However, the prevalence of V. 
parahaemolyticus between sample types was not significantly different. The prevalence of 
V. cholerae significantly differs between sediment and effluent, as well as between shrimp 
and effluent samples. Meanwhile, the prevalence of V. alginolyticus significantly differed 
between shrimp and water samples and between sediment and shrimp samples.

The three physical and chemical parameters of the water samples were measured and 
recorded throughout the sampling period. Based on Figure 2, the water temperatures for 
P1 and P2 remained between 29°C and 34°C from stocking to harvesting. The salinity in 
P1 was 22–26 ppt, while the salinity in P2 was slightly lower, at 20–25 ppt. Meanwhile, 
the pH levels for water in both ponds ranged from acidic to neutral (pH 5.9 to pH 7.9).

Table 2
Prevalence of V. parahaemolyticus, V. cholerae, and V. alginolyticus in water, sediment, shrimp, and effluent 
samples taken from stocking to harvesting period based on MPN-mPCR method

Sample
Prevalence (%)

na V. parahaemolyticus V. cholerae V. alginolyticus
Water 12 100.0b (75.75–100)c 58.33 (31.95–80.67) 0.0 (0–24.25)
Sediment 12 100.0 (75.75–100) 33.33 (13.81–60.94) 0.0 (0–24.25)
Shrimp 12 91.67 (64.61–99.57) 16.67 (2.96–44.80) 66.67 (39.06–86.19)
Effluent 12 100.0 (75.75–100) 83.33 (55.20–97.04) 33.33 (13.81–60.94)
TOTAL 48 97.92 (89.10–99.89) 47.92 (34.47–61.67) 25.0 (14.92–38.78)

Note. a Number of samples; b Percentage of positive samples; c 95% confidence interval (%)
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Concentration of Vibrio spp. in P1

Vibrio parahaemolyticus

Based on the MPN-mPCR method, it was found that the highest concentration of V. 
parahaemolyticus in water, sediment, and shrimp samples in P1 from stocking (Sampling 
1) to harvesting (Sampling 6) was more than 1,100 MPN/mL (Table 3). Although a slight 
decrease in the detection of V. parahaemolyticus in the three samples was observed after 
the first sampling, the concentration eventually rose to more than 1,100 MPN mL-1 at the 
last sampling. In the effluent samples, the highest concentration of V. parahaemolyticus was 
detected during sampling 5 with 110 MPN mL-1. The concentration of V. parahaemolyticus 
in the effluent samples at P1 is the lowest compared to the other three sample types. 

Based on Figure 3, it was observed that the concentration of V. parahaemolyticus 
in water, sediment, and shrimp samples increased to its highest concentration towards 
harvesting, and it has the highest concentration as compared to the other two Vibrio spp. 
Only in the effluent samples did the concentration of V. parahaemolyticus become the 
lowest compared to V. cholerae and V. alginolyticus at the end of the sampling period.

Based on the MPN-mPCR result in Table 3, the highest and lowest concentrations 
of V. cholerae in water samples were >1,100 MPN mL-1 and <3 MPN mL-1, respectively. 
The concentration of V. cholerae increased to more than >1,100 MPN mL-1 on the second 
sampling but then decreased and remained low at >3 MPN mL-1 until harvesting. In the 
sediment and shrimp samples, the highest detection was observed on sampling two at 38 
MPN g-1 and 180 MPN mL-1, respectively. However, the concentrations of V. cholerae in 

Figure 2. Average temperature, salinity, and pH of pond water in: (a) P1; and (b) P2 throughout the sampling 
periods
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Table 3
Microbial load of Vibrio spp. (MPN g-1 or MPN mL-1) in samples collected from P1 throughout one 
production cycle

Sampling Sample
V. parahaemolyticus V. cholerae V. alginolyticus

Mina Medb Maxc Min Med Max Min Med Max

1

Water 420 >1,100 - 45 160 420 - <3 9.5
Sediment 210 1,100 4,100 3.6 11 38 - <3 9.5
Shrimp - <3 9.5 - <3 9.5 180 1,100 4,100
Effluent 8.7 36 9.4 4.5 16 42 - <3 9.5

2

Water 18 93 420 420 >1,100 - - <3 9.5
Sediment 40 210 430 3.6 11 38 - <3 9.5
Shrimp 1.3 7.4 20 9 43 180 3.7 15 42
Effluent 1.3 7.2 42 420 >1,100 - - <3 9.5

3

Water 180 1,100 4,100 1.3 7.2 18 - <3 9.5
Sediment 4.5 16 42 - <3 9.5 - <3 9.5
Shrimp 8.7 36 94 3.6 14 42 1.3 7.2 18
Effluent 4.5 15 42 1.7 3.6 18 - <3 9.5

4

Water 180 1,100 4,100 - <3 9.5 - <3 9.5
Sediment 4.5 15 42 - <3 9.5 - <3 9.5
Shrimp 3.6 11 38 - <3 9.5 0.17 3.6 18
Effluent 8.7 35 94 - <3 9.5 - <3 9.5

5

Water 420 >1,100 - 0.17 3.6 18 - <3 9.5
Sediment 420 >1,100 - - <3 9.5 - <3 9.5
Shrimp 420 >1,100 - - <3 9.5 - <3 9.5
Effluent 8.7 38 110 40 210 430 0.15 3 11

6

Water 420 >1,100 - - <3 9.5 - <3 9.5
Sediment 420 >1,100 - - <3 9.5 - <3 9.5
Shrimp 420 >1,100 - - <3 9.5 - <3 9.5
Effluent 4.5 15 42 90 290 1,000 8.7 35 94

a Minimum MPN g-1 or MPN mL-1 value; b Median MPN g-1 or MPN mL-1 value; c Maximum MPN g-1 or 
MPN mL-1 value
(- = No minimum or maximum value)

both samples in the following weeks decreased and remained less than 3 MPN g-1 until the 
harvesting. Unlike V. parahaemolyticus, the concentration of V. cholerae in the effluent 
samples was one of the highest among the four sample types. The highest detection was at 
more than 1,100 MPN mL-1. Although the concentration decreased in sampling three and 
four, it increased again until harvesting to a maximum value of 1,000 MPN mL-1 (Table 3).

From Figure 3, the concentration of V. cholerae in water, sediment, and shrimp samples 
steadily decreased and remained low towards the end of the sampling period, unlike V. 
parahaemolyticus. However, in the effluent samples, the concentration of V. cholerae 
increased until it became more prominent than V. parahaemolyticus and V. alginolyticus.
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Figure 3. Estimated microbial load of Vibrio spp. in water, sediment, shrimp, and effluent samples collected 
from stocking (Sampling 1) to harvesting (Sampling 6) in P1. The concentrations are expressed in log median 
MPN mL-1 for water and effluent samples and log median MPN g-1 for sediment and shrimp samples. For values 
with no minimum or maximum limit, the log median is derived from the lowest or highest estimated number
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In water and sediment samples, the concentration of V. alginolyticus detected was <3 
MPN mL-1 and <3 MPN g-1, respectively, and remained low throughout the sampling period. 
V. alginolyticus was not detected during the MPN-mPCR of both samples from stocking to 
harvesting (Table 3). V. alginolyticus was detected in the shrimp sample on sampling one 
with the highest concentration of 4,100 MPN g-1. However, the concentration decreased 
until it became as low as <3 MPN g-1 in samples five and six. Meanwhile, in the effluent 
samples, V. alginolyticus concentration only increased in sampling five until it reached a 
maximum concentration of 94 MPN mL-1 during harvesting (sampling six).

Based on the graphs in Figure 3, the concentration of V. alginolyticus in water and 
sediment samples remained the lowest among the three Vibrio spp. from stocking to 
harvesting. Meanwhile, in shrimp samples, V. alginolyticus started as the highest Vibrio 

V. cholerae
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spp. detected, but the concentration steadily decreased towards harvesting until it became 
one of the lowest Vibrio spp. detected. In contrast, the concentration of V. alginolyticus in 
effluent samples increased towards harvesting to become the second-highest Vibrio spp. 
detected in the samples.

Concentration of Vibrio spp. in P2

Vibrio parahaemolyticus

Similar to P1, the highest concentration of V. parahaemolyticus in water samples collected 
from P2 was more than 1,100 MPN mL-1 (Table 4). The concentration remained relatively 
constant throughout the sampling period, from stocking to harvesting. The highest 
concentration of V. parahaemolyticus in sediment samples was as high as >1,100 MPN g-1. 
However, a decrease was observed in sampling three, with a maximum value of 94 MPN 
g-1 of V. parahaemolyticus detected. The concentration increased again in the following 
weeks and remained constant at >1,100 MPN g-1 until harvesting. Similar to shrimp 
samples from P1, the concentration of V. parahaemolyticus detected in shrimp samples 
from P2 started low at 42 MPN/g but eventually increased to >1,100 MPN g-1 towards the 
harvesting. Meanwhile, the concentration of V. parahaemolyticus in the effluent samples 
increased from 420 MPN mL-1 in sampling 1 to >1,100 MPN mL-1 towards sampling 6. 

Figure 4 shows that the concentration of V. parahaemolyticus in all four sample 
types increased to a maximum value of >1,100 MPN mL-1 or > 1,100 MPN g-1 towards 
harvesting. In addition, V. parahaemolyticus had the highest detection compared to the 
other two Vibrio spp. being studied. 

The highest concentration of V. cholerae in water samples was >1,100 MPN mL-1, 
which is on sampling two, as seen in Table 4. However, the concentration decreased until 
<3 MPN mL-1 towards harvesting. Meanwhile, the highest concentrations of V. cholerae 
in sediment and shrimp samples were 38 MPN mL-1 and 180 MPN mL-1, respectively. 
Similar to water samples, the concentration of V. cholerae in both samples then decreased 
to <3 MPN mL-1 or MPN g-1 towards harvesting. On the other hand, the concentration of 
V. cholerae in the effluent samples increased to >1,100 MPN mL-1 on sampling three and 
decreased to 18 MPN mL-1 on harvesting. 

Based on the graphs in Figure 4, the concentration of V. cholerae in water, sediment, 
and shrimp samples remained relatively low compared to V. parahaemolyticus. Although 
increments were observed in the middle, the concentration decreased towards the end of 
sampling. In effluent samples, the concentration of V. cholerae started high, even higher than 
the concentrations of V. parahaemolyticus and V. alginolyticus. However, the concentration 
decreased towards harvesting.

The concentrations of V. alginolyticus in both water and sediment samples remained 
constant at <3 MPN mL-1 or MPN g-1 from stocking to harvesting (Table 4). Meanwhile, 
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in shrimp samples, V. alginolyticus was detected at a maximum concentration of 42 MPN 
g-1 in sampling one but subsequently decreased and remained low at <3 MPN g-1 until 
harvesting. Similarly, the concentration of V. alginolyticus in effluent samples in sampling 
one was relatively high at a maximum concentration of 1,000 MPN g-1, even higher than 
both V. parahaemolyticus and V. cholerae. However, the concentration decreased and 
remained low at <3 MPN g-1 until the last sampling. 

From the graphs comparing the concentration of Vibrio spp. in different samples 
(Figure 4), V. alginolyticus has the lowest overall concentration in all four samples towards 
harvesting. Although the concentration started high in shrimp and effluent samples, unlike 
V. parahaemolyticus, V. alginolyticus decreased towards the end of the production cycle. 

Table 4
Microbial load of Vibrio spp. (MPN g-1 or MPN mL-1) in samples collected from P2 throughout one production cycle

Sampling Sample
V. parahaemolyticus V. cholerae V. alginolyticus

Mina Medb Maxc Min Med Max Min Med Max

1

Water 420 >1,100 - 0.15 3 9.6 - <3 9.5
Sediment 8.7 29 94 - <3 9.5 - <3 9.5
Shrimp 3.7 15 42 - <3 9.5 3.6 14 42
Effluent 37 150 420 180 1,100 4,100 90 290 1,000

2

Water 420 >1,100 - - <3 9.5 - <3 9.5
Sediment 420 >1,100 - - <3 9.5 - <3 9.5
Shrimp 8.7 35 94 - <3 9.5 - <3 9.5
Effluent 420 >1,100 - 1.3 7.4 20 3.7 15 42

3

Water 180 1,100 4,100 0.15 <3 9.6 - <3 9.5
Sediment 8.7 35 94 1.2 6.1 18 - <3 9.5
Shrimp 4.5 15 42 - <3 9.5 - <3 9.5
Effluent 180 1,100 4,100 420 >1,100 - - <3 9.5

4

Water 180 1,100 4,100 0.15 <3 11 - <3 9.5
Sediment 420 >1,100 - 1.3 7.2 18 - <3 9.5
Shrimp 37 150 420 - <3 9.5 - <3 9.5
Effluent 420 >1,100 - 8.7 36 94 - <3 9.5

5

Water 180 1,100 4,100 - <3 9.5 - <3 9.5
Sediment 420 >1,100 - - <3 9.5 - <3 9.5
Shrimp 420 >1,100 - - <3 9.5 - <3 9.5
Effluent 180 1,100 4,100 3.6 14 42 - <3 9.5

6

Water 180 1,100 4,100 - <3 9.5 - <3 9.5
Sediment 420 >1,100 - - <3 9.5 - <3 9.5
Shrimp 420 >1,100 - - <3 9.5 - <3 9.5
Effluent 420 >1,100 - 1.3 7.2 18 - <3 9.5

a Minimum MPN g-1 or MPN mL-1 value; b Median MPN g-1 or MPN mL-1 value; c Maximum MPN g-1 or MPN 
mL-1 value (- = No minimum or maximum value)
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Spearman’s Correlation Analysis

Spearman’s statistical analysis assessed the correlation between parameters and each 
Vibrio species. In P1, the temperature exhibited a weak negative correlation with the V. 
parahaemolyticus population, a positive correlation with the V. cholerae population, and 
no correlation with the V. alginolyticus population. Additionally, water salinity displayed 
a weak negative correlation with the V. parahaemolyticus population, a significant positive 
correlation with the V. cholerae population, and no correlation with the V. alginolyticus 
population in P1. Conversely, in P2, no correlation was observed between water salinity and 
all three Vibrio species. The pH of pond water in P1 was slightly negatively correlated with 
V. parahaemolyticus population, positively correlated with V. cholerae, and not correlated 
with V. alginolyticus population (Figure 5A).

Figure 4. Estimated microbial load of Vibrio spp. in water, sediment, shrimp, and effluent samples collected 
from stocking (Sampling 1) to harvesting (Sampling 6) in P2. The concentrations are expressed in log median 
MPN mL-1 for water and effluent samples and log median MPN g-1 for sediment and shrimp samples. For values 
with no minimum or maximum limit, the log median is derived from the lowest or highest estimated number
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In P2, the temperature did not correlate with the three Vibrio species. Similarly, 
no correlation was observed between water salinity and all three Vibrio species in P2. 
Moreover, there was no correlation between pH values and all three Vibrio spp. in P2 
(Figure 5B).

Figure 5. Spearman’s rs analysis matrix shows the correlation between the three environmental and chemical 
parameters with each Vibrio spp. in (A) Pond 1 and (B) Pond 2. A rs of +1 (blue) represents a perfect association 
of ranks, a rs of zero (blank) shows no association between ranks, and a rs of -1 (red) indicates a perfect negative 
association of ranks. The closer rs is to zero, the weaker the association between the ranks
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DISCUSSION

The vibriosis outbreaks in shrimp aquaculture can result in significant mortality rates and 
economic losses due to decreased production. The 2011 outbreak of Acute Hepatopancreatic 
Necrosis Diseases (AHPND) caused by V. parahaemolyticus in Peninsular Malaysia resulted 
in a mortality rate of 60%–90% in many shrimp farms and resulted in economic losses of 
approximately US$ 0.1 billion (Kua et al., 2016; NACA, 2012). These incidents raise serious 
concerns for the aquaculture sector as well as the economy at large. Therefore, early detection 
of Vibrio spp. in shrimp aquaculture can help to prevent significant damage at the early stage.

Many methods can be used to detect and enumerate microbial loads in a sample, 
such as viable plate counts, direct microscopic counts, metabolism-based detection, 
luminescence-based detection, and immunological/serological-based detection (Logue & 
Nde, 2017). In our study, the MPN-multiplex PCR (MPN-mPCR) method is used instead 
of the MPN-plate method because it allows for the enhanced detection and enumeration 
of V. parahaemolyticus, V. cholerae, and V. alginolyticus simultaneously. Compared to 
direct plating using selective media, MPN-mPCR allows for the rapid processing of many 
samples at the same time, which helps to reduce the processing time (Russo et al., 2014). 
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This technique also helps to reduce the number of Petri dishes and the cost of selective 
media used for the enumeration process. The MPN-mPCR technique also provides a more 
sensitive and rapid detection and enumeration than the conventional MPN-plate method. 
Without isolating pure isolates, the possibility of getting false negatives through the MPN-
mPCR method is lower than the MPN-plate method (Miwa et al., 2003). Therefore, the 
MPN-mPCR method holds significant potential for further development into a rapid test 
kit. A comprehensive Vibrio detection kit could include pre-packaged enrichment media for 
sample processing, a simplified genomic DNA extraction kit, and a ready-to-use Polymerase 
Chain Reaction (PCR) mix with primers specific for the targeted Vibrio species. This kit 
would aim to streamline the detection process, making it accessible for shrimp farmers to 
monitor Vibrio populations in their farms with ease.

Water samples were collected from a few points in each pond to ensure random 
sampling of the targeted Vibrio spp., and the samples were taken at the surface level to 
maintain standardisation throughout the sampling period. Additionally, given that Vibrio 
spp. is reported to favour warmer temperatures and surface water is typically warmer than 
deeper depths due to direct sunlight exposure, it is anticipated that Vibrio spp. will be more 
abundant at the water surface (Brumfield et al., 2023).

Based on the findings of this study, V. parahaemolyticus is the most prevalent among the 
three Vibrio spp., with the highest load in all four samples exceeding 103 MPN g-1 or MPN 
mL-1. Moreover, while V. cholerae and V. alginolyticus concentration decreased in most of 
the samples towards the harvesting period, V. parahaemolyticus, on the other hand, exhibited 
increments in all samples towards harvesting. The dominance of V. parahaemolyticus over 
V. cholerae and V. alginolyticus in all four samples may indicate that V. parahaemolyticus 
illustrates the “pathogen advantage theory”. According to this theory, one pathogen species 
may have a competitive advantage over others in their natural ecosystem, commonly 
brought by temperature rise. This situation will eventually lead to the overabundance of 
that domineering species (Colwell, 2004; Thornstenson & Ullrich, 2021). In this case, V. 
parahaemolyticus was able to exploit available resources better than V. cholerae and V. 
alginolyticus, resulting in the positive growth of V. parahaemolyticus and reduced growth 
of V. cholerae and V. alginolyticus (McLaren & Callahan, 2020). 

In shrimp samples, the overall load of the three Vibrio spp. was low during the stocking 
period compared to the other samples. However, as the production cycle progressed, 
exposure to environmental factors and contamination with Vibrio spp., which are already 
present in nature, caused the counts to increase towards harvesting (Kim & Lee, 2017). 
V. cholerae, while not considered a serious pathogen to shrimps, with only a few studies 
reporting their ability to cause vibriosis in shrimps, can still cause infection in humans 
through consumption of contaminated products (Cao et al., 2015; Gopal et al., 2005; Haldar 
et al., 2007). It has been reported that about 42% of V. cholerae infections in humans are 
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caused by consuming seafood products (Chen et al., 2022). Meanwhile, V. alginolyticus is 
an opportunistic pathogen, indicating that once contamination in the host crosses a certain 
threshold, vibriosis can occur, and mortality is a possible outcome (Brown et al., 2012). 
The minimum bacterial load of Vibrio spp. that can cause vibriosis varies depending on 
several factors, including the specific Vibrio spp., the health and immune status of the host, 
and the route of exposure. Additionally, individual susceptibility to vibriosis can differ. 
In our study, the incidence of V. alginolyticus contamination in all samples, particularly 
in shrimp samples when harvested, is still low, making it less likely to cause vibriosis.

Despite the low counts of both V. cholerae and V. alginolyticus, the concentration of 
V. parahaemolyticus in shrimp samples during the harvesting is concerningly high. At the 
same time, it is impossible to get shrimps that are entirely free of Vibrio spp. contamination 
due to their ubiquitousness in the marine environment, there are standard acceptable 
contamination levels set by every country for export purposes. For example, Crustacean 
seafood products for export to the United States must have less than 104 MPN g-1 of V. 
parahaemolyticus contamination. In Australia and New Zealand, the contamination level 
of V. parahaemolyticus in their imported crustacean products must be less than 103 MPN g-1 
(Lokkhumlue & Prakitcaiwattana, 2014). In raw or improperly cooked seafood products, 
pathogenic bacteria such as Vibrio spp. can become highly accumulated, rendering the 
seafood unsafe for consumption (Harrison et al., 2022). 

 One of the factors that may contribute to the increase in the microbial load of 
Vibrio spp. in the ponds is the high temperature, typically prevalent between August and 
December. Malaysia has a tropical climate with a fairly slight variation in the average 
monthly temperature. With a mean annual temperature of 26.4°C, Malaysia experiences 
high temperatures all year round (https://climateknowledgeportal.worldbank.org/country/
malaysia/climate-data-historical). The relatively high temperature in the shrimp farm can 
explain the high occurrence of Vibrio spp. in P1 and P2, with average temperatures in the 
range of 29°C to 34°C throughout the sampling period. Our results show that temperatures 
in this range correlate with culturable Vibrio spp. at high concentration, particularly V. 
parahaemolyticus. 

However, according to Spearman’s statistical analysis, temperature exhibits varying 
correlations with different Vibrio spp. populations. The temperature in P1 has a weak 
negative correlation with the V. parahaemolyticus population, a positive correlation with the 
V. cholerae population, and no correlation with the V. alginolyticus population. Meanwhile, 
the temperature in P2 does not correlate with all three Vibrio spp. These statistical results 
are in contrast with the findings in our study, as well as in many reported studies. This 
observation may be due to only slight changes in the temperature throughout the sampling, 
and other factors can affect the growth of the Vibrio spp. Many studies reported the 
correlation between temperature and growth patterns of V. parahaemolyticus, V. cholerae, 
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and V. alginolyticus in coastal environments (Thornstenson & Ullrich, 2021; Vezzulli et 
al., 2016; Williams et al., 2022). It has been shown that temperatures of 20°C and above 
are optimum for the growth of Vibrio spp. in marine water. Many studies have shown that 
V. parahaemolyticus, V. cholerae, and V. alginolyticus have optimum growth at 37°C and 
can still grow at a wide temperature range between 20°C–42°C (Gu et al., 2016; Ravel et 
al., 1995; Sheikh et al., 2022). In the case of V. parahaemolyticus, it has been observed 
that the increase in temperature leads directly to an increase in growth (Kim et al., 2012). 

This observation supports our finding, where the concentration of V. parahaemolyticus 
in all samples, especially in water, increased and remained high at >103 MPN mL-1 when the 
temperature in P1 and P2 remained in the high range of >30°C. Meanwhile, temperatures 
less than 15°C have been reported to induce a viable but non-culturable (VBNC) state in 
Vibrio spp. (Baker-Austin et al., 2018). Although this condition is not a concern for coastal 
farming since the temperature in Malaysia remains relatively high throughout the year, it 
may raise concern during post-harvesting and importing, when the seafood needs to be 
kept on ice or frozen to prevent spoilage. Although bacteria in the VBNC state become 
dormant and are not detectable using conventional culture methods, they remain viable. In 
addition, functions such as metabolic activity, antibiotic resistance, specific gene expression, 
virulence, and pathogenicity are sustained (Fernández-Delgado et al., 2015).

In addition to temperature, salinity is another factor that can affect the growth patterns of 
Vibrio spp. in marine ecosystems (Sampaio et al., 2022). The salinity of water samples taken 
from P1 and P2 fell in the 20–25 ppt range throughout the sampling period. This range of 
salinity is favourable for the growth of shrimps in the coastal shrimp farm (Chu & Brown, 
2021). Unfortunately, this range is also optimum for the growth of V. parahaemolyticus. V. 
parahaemolyticus is reported to have rapid growth in coastal water with salinity in the range 
of 15 to 25 ppt (Givens et al., 2014). The results also indicate that as the pond water salinity 
in P1 and P2 decreased slightly towards harvesting, the overall load of the three Vibrio spp., 
notably V. parahaemolyticus, increased. It has been reported that a decrease in salinity, 
especially in brackish water, encourages the growth and spread of Vibrio spp. (Baker-Austin 
et al., 2018). However, statistical analysis showed a weak negative correlation between 
water salinity and the V. parahaemolyticus population, a significant positive correlation 
with the V. cholerae population, and no correlation with the V. alginolyticus population in 
P1. In P2, no correlation was observed between water salinity with all three Vibrio spp. 
The result of this statistical analysis may be due again to the only slight changes in the 
salinity and the microbial population. The consistency in water salinity in both ponds can 
also be attributed to the farm’s adherence to recommended physio-chemical standards that 
create an environment conducive to the healthy growth of the shrimp.

Another factor that can significantly affect the growth and survival of Vibrio spp. is the 
pH of water. Most Vibrio spp. prefer slightly acidic to neutral pH levels (pH 6.5–7.5) (Ross 
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& Schreiber, 1998). This information supported our observation that the overall growth of 
the three Vibrio spp., especially V. parahaemolyticus, is rapid from stocking to harvesting. 
At the same time, the pH of water in both ponds remained in the range of pH 5.9–7.9. 
While this pH range is considered optimum for their growth, some Vibrio spp. such as V. 
cholerae, was reported to tolerate a wide range of pH, including alkaline pH as high as 
pH 9.0 (Nhu et al., 2021). However, according to statistical analysis, the pond water pH is 
slightly negatively correlated to V. parahaemolyticus population, positively correlated to 
V. cholerae, and no correlation with V. alginolyticus population in P1. No correlation was 
observed again between pH values with all three Vibrio spp. in P2. 

In general, pH levels below pH 6.5 might inhibit the growth of Vibrio spp. since acidic 
conditions can denature proteins and disrupt cellular processes (Kayser & Kayser, 2007). 
On the other hand, pH levels above pH 7.5 were reported to affect the growth of Vibrio 
spp. by interfering with the bacterial enzymes and other proteins required for their cellular 
processes, thus preventing their proper functioning (Kieliszek & Błażejowski, 2005). For 
V. parahaemolyticus studies, they can grow at a wide range of pH values, with optimal 
growth occurring at a pH of 7.0–8.0 (Suzuki et al., 2014). However, V. parahaemolyticus 
can also survive and grow at lower pH values, as low as pH 4.0 (Suzuki et al., 2014).

In addition to affecting the growth and survival of Vibrio spp., the pH of water can also 
influence the expression of certain virulence factors, such as toxins and enzymes, which 
can contribute to the pathogenicity of these bacteria (Kim et al., 2008). For example, V. 
cholerae has been shown to produce higher levels of cholerae toxin (CTX) and toxin-
coregulated pilus (TCP), two of the main virulence factors, at low pH levels (Faruque & 
Nair, 2010; Weber & Klose, 2011)). In a study conducted by Whitaker et al. (2010), it was 
observed that acidic conditions induced the expression of lysine decarboxylase, an enzyme 
responsible for regulating the bacterial acid stress response system in V. parahaemolyticus 
O3:K6. This mechanism enables the bacteria to survive in acidic conditions, enhancing 
their virulence potential (Whitaker et al., 2010). Overall, the pH of water can significantly 
impact the presence and activity of Vibrio spp. in aquatic environments, with optimal pH 
levels being critical for their growth and survival.

 The overall growth of V. cholerae and V. alginolyticus decreased towards the end of 
sampling, while V. parahaemolyticus showed increment or constant high concentration 
throughout the sampling. V. cholerae and V. alginolyticus might have been outcompeted 
by the rapidly growing V. parahaemolyticus, which could utilise the resources better 
(Thornstenson & Ullrich, 2021). This statement agrees with Caburlotto et al. (2010), who 
stated that another reason for the different growth patterns is the difference in the sensitivity 
of the different Vibrio spp., towards environmental conditions, including temperature, 
salinity, and pH. In this case, V. parahaemolyticus may be more sensitive to environmental 
factors than V. cholerae and V. alginolyticus. 
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In addition to being sensitive to environmental and chemical parameters, overfeeding 
has been identified as a potential factor contributing to the abundance of Vibrio spp. 
in shrimp ponds. Overfeeding leads to the formation of nutrient-rich sludge, creating 
conditions favourable for the proliferation of harmful microorganisms, including Vibrio 
species (Horowitz & Horowitz, 2020). However, in the Telaga Air shrimp farm, no sludge 
formation was observed throughout the sampling period. Additionally, information 
from the manager revealed the implementation of a well-timed feeding schedule using 
automatic timers to prevent shrimp from being overfed. Further studies are necessary 
to thoroughly investigate the feeding conditions and their relationship with Vibrio spp. 
in the farm. In environmental samples, V. parahaemolyticus is often reported to be the 
dominant species isolated, especially in brackish waters. Such is the case that the number 
of other Vibrio spp. isolated in a sample is used to evaluate the presence and risk of V. 
parahaemolyticus. 

A study by Ruiz-Cayuso et al. (2021) found that for each Vibrio spp. detected, the odds 
of isolating V. parahaemolyticus increased by 2.84-fold. This study proved and supported 
the findings by Blackwell and Oliver (2008), who also reported the correlation between 
V. parahaemolyticus with the total Vibrio spp. and other coliforms such as Escherichia 
coli isolated from an environmental sample (Ruiz-Cayuso et al., 2021). The dominance 
of V. parahaemolyticus against other Vibrio spp. is due to their ability to withstand a wide 
range of temperatures and salinities, as well as to adapt and thrive in various environments 
(Janda & Abbott, 2010). This characteristic allows V. parahaemolyticus to outcompete 
other Vibrio spp. in marine and freshwater environments.

According to the project manager of PNK Satang Biru shrimp farm, a complete 
harvest of adult P. vannamei from each pond can yield approximately seven to eight metric 
tons of shrimp in one production cycle. During the last sampling (the sixth sampling), 
conducted at the time of harvesting adult shrimps, the average size of the harvested 
shrimp was approximately 130 mm long. Overall, it took approximately 90 to 100 days 
for the post-larvae shrimp to grow to a harvestable size. While the direct effect of the 
high presence of Vibrio spp. was not observed on the overall growth and production of 
the shrimp in the shrimp farm, the risk for infection is still present. Without stressors, 
Vibrio spp., as an opportunistic pathogen, can reach significant concentration without 
triggering the onset of vibriosis (Newman, 2022). However, the ability of Vibrio spp. to 
cause disease should not be overlooked, considering the relationship between the shrimp 
and the stressors (Valente & Wan, 2021). In addition, the accumulation of Vibrio spp. in 
shrimp products can still pose health risks to consumers when not processed or cooked 
appropriately (Kaysner et al., 2004).

The findings in our study raise concern since the microbial load in the harvested 
shrimp product exceeds the standards acceptable in most importing countries. However, 
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early detection of Vibrio spp. in shrimp farms, especially during stocking, is crucial 
because it helps to prevent the spread of the bacteria to other shrimps and can lead 
to a more effective treatment plan. If Vibrio spp. is not detected until it has spread 
throughout the farm, it might lead to a significant loss of shrimp and finances for the farm. 
Additionally, Vibrio spp. can cause serious health problems for humans who consume 
contaminated shrimp, so early detection and treatment can protect public health. Early 
detection also allows for more targeted and potentially less disruptive treatment methods 
rather than implementing broad and potentially harmful measures if the infection has 
spread widely.

Shrimp farmers should pay attention to their management practices to ensure the quality 
of their products and to prevent the spread of diseases. Good practices include controlling 
water quality, preventing overcrowding, and maintaining good hygiene. Continuous 
real-time monitoring of the critical control points (HACCP) in shrimp aquaculture is 
also essential to ensure food safety and prevent disease outbreaks. Overall, good farm 
management is the key to preventing vibriosis and protecting the health and well-being of 
both the shrimps and the seafood consumers.

CONCLUSION

Vibrio parahaemolyticus, V. cholerae, and V. alginolyticus were successfully detected and 
enumerated in all four sample types in both ponds, from stocking until harvesting. This 
study has shown that V. parahaemolyticus is the most dominant species compared to V. 
cholerae and V. alginolyticus in the Telaga Air shrimp farm, suggesting that the ability of 
V. parahemolyticus to exploit available resources more effectively than V. cholerae and 
V. alginolyticus contributes to the elevated V. parahaemolyticus load in the shrimp farm. 
It becomes a concern because V. parahaemolyticus is a well-recognised human pathogen 
associated with seafood-related infections, and its prevalence in shrimp farms can have 
implications for food safety. In the future, prevalence studies can be extended to encompass 
more shrimp farms across Sarawak, providing a more comprehensive dataset on the 
prevalence and distribution of Vibrio species. 

The study’s outcomes, serving as a valuable model, highlight the need for ongoing 
monitoring of Vibrio spp. prevalence in shrimp farms across Sarawak, addressing the current 
lack of comprehensive data on the subject in the region. This study also undescores the 
importance of employing the MPN-multiplex PCR technique to surveillance Vibrio spp. 
in shrimp farms. The method offers several advantages, including enhanced sensitivity and 
rapid simultaneous processing of multiple samples, which reduces processing time. The 
efficiency of this technique positions it as a promising tool for ongoing monitoring efforts, 
providing critical data for the prevention and control of vibriosis outbreaks in shrimp farms, 
thereby safeguarding public health and the sustainability of the shrimp industry.
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ABSTRACT

Knowing the respiration rate of fresh products during storage is very important. One can 
use direct measurement or available prediction equations to determine the respiration rate. 
However, the availability of the prediction equations still needs to be improved. This study 
aims to develop mathematical models of respiration rate for pretreated bell peppers during 
hypobaric storage. Model development was done by applying dimensional analysis. Mature 
green bell peppers were used as the experimental samples. Three pretreatments on the 
bell pepper before storage, namely control, ozone pretreatment, and UV-C pretreatment, 
combined with three hypobaric storage levels of 26, 64, and 101 kPa, were studied. An 
apparatus set was built to create hypobaric conditions. An ozone generator and UV-C lamp 
were used to apply pretreatments to the samples. It was found that respiration rate models 
could be developed by considering bell pepper surface area, weight, volume, storage 
time, storage volume, and pressure. At the storage pressures of 101 to 56 kPa, UV-C 
pretreatment was the best in suppressing the respiration rate of bell pepper. Meanwhile, 
at a storage pressure of 26 kPa, the application of ozone and UV-C pretreatment gave a 
higher respiration rate than the control. The three models were found to have different 
characteristics and showed high accuracy with the experimental results. The dimensionless 

product of π3 was found to have the most 
significant effect on RCO2 for the three 
models. This finding indicated that the ratio 
between bell pepper and jar volumes is 
critical to ensure the model works.

Keywords: Bell pepper, hypobaric storage, ozone, 
respiration, UV-C
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INTRODUCTION

Bell pepper (Capsicum annuum L.) plays an essential role in many different cuisines 
worldwide with its various flavors and colors (Frans et al., 2021). Green bell pepper is a 
vital source of antioxidants, vitamins, and dietary fiber (Howard et al., 2000; Bosland et 
al., 2012; Rubatzky & Yamaguchi, 2012; Chen et al., 2018). However, bell pepper is a 
perishable product with a relatively short shelf life. Therefore, some treatments should be 
applied to extend its shelf life. 

Ozonation is one of the promising chemical treatments to inactivate microorganisms 
and degrade mycotoxins (Gomes et al., 2020; Trombete et al., 2017). Ozone is an unstable 
molecule that rapidly decays to diatomic oxygen without leaving food residues and has the 
GRAS (Generally Recognized As Safe) status (Gaou et al., 2005; Gutiérrez et al., 2018). 
This treatment is faster than other conventional disinfection methods and without harmful 
residues. Many studies of ozone application on fresh products have been carried out, such 
as the application of ozone on cantaloupe (Chen et al., 2020), apples (Lv et al., 2019), 
oranges (García-Martín et al., 2018), and carrots (de Souza et al., 2018). It was also reported 
that ozone pretreatment on cantaloupe reduces respiration rate, ethylene production, and 
the number of microorganisms and maintains a high hardness level (Chen et al., 2020). 
Ong et al. (2014) find that papayas treated with ozone at concentrations lower than 5 ppm 
have a lower respiration rate and delayed ripening compared to controls. Considering 
these findings, it is reasonable to apply ozone pretreatment on the bell pepper in this study. 

Ultraviolet-C (UV-C) irradiation is another new potential and environmentally friendly 
technology to extend the shelf life of fruits and vegetables (Lwin et al., 2021). It has been 
applied in many research works to prolong the self-life and maintain the quality of fresh 
products. UV-C treatment reduces respiration rate and maintains the quality of fresh 
products (Zhang & Jiang, 2019; Rodoni et al., 2015). Lwin et al. (2021) reported that 
irradiation of UV-C with a dose of 4.4 kJ/m2 maintains baby corn’s texture and total sugar 
concentration. The effect of UV-C irradiation in reducing respiration rate has also been 
reported for many products in various research works. Vicente et al. (2005) found that 
UV-C irradiation at 7 kJ/m2 reduced the respiration rate of red chili Rodoni et al. (2015) 
for fresh-cut peppers, and  Ustun et al. (2021) for green beans. Therefore, UV-C radiation 
is feasible for reducing bell pepper’s respiration rate in this study.  

Storing fresh produce in an environment with low oxygen concentrations can also 
extend the product’s shelf life. Low oxygen concertation can slow the respiration rate of 
fresh produce, remove ethylene and other metabolic volatiles, retard the progress of ripening 
and aging (Burg, 2014). Reducing oxygen concentration in the storage space can be done 
by lowering the chamber’s air pressure, known as hypobaric. It is a cheap and easy way to 
reduce oxygen concentration in storage space. Wang and Dilley (2000) stated that better 
and easier preservation of fresh produce under hypobaric conditions is thought to be due 
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to modification of the low-oxygen atmosphere and removal of volatile metabolic products 
such as ethylene and α-pharmacies from the atmosphere of storage facilities. The effect of 
hypobaric treatment in suppressing respiration rate was also reported for strawberry fruit 
(An et al., 2009), tomato fruit (Kou et al., 2016) and asparagus (Li et al., 2006). Hashmi 
et al. (2014) point out that combining hypobaric and other treatments, such as UV-C, heat 
ultrasound or volatile chemicals, may improve the storability of strawberries.

Respiration can be defined as a metabolic process that provides energy for the 
biochemical processes of fresh products. The respiration rate must be known because it 
is essential to control ripening to ensure quality after harvest and monitor product quality 
during storage. The respiration rate is inversely related to the product’s shelf life, and efforts 
for shelf-life enhancement focus mainly on decreasing respiration (Waghmare et al., 2013). 
Respiration rate, usually expressed as the rate of O2 consumption or CO2 evolution, helps 
predict the shelf life of the products. Measurement of the respiration rate is sometimes 
very difficult to do. In hypobaric storage, measuring the respiration rate is problematic 
since O2 dan CO2 measuring devices are commonly designed for atmospheric pressure. 
Therefore, it is necessary to build models that can be used to predict respiration rates in 
the hypobaric storage condition. There are still many other situations where theoretically 
developed models are essential for postharvest agricultural product handling. Because it is 
often that in many postharvest activities, the relationship among parameters is not known 
clearly, causing analytical solutions not to be applied. In such a situation, dimensional 
analysis can solve the problem.

Dimensional analysis is one of the methods that can be used to develop a mathematical 
model of any phenomenon, mainly for cases where the relationship among the variables 
that influence the phenomenon cannot be related analytically. Pexton (2014) stated that 
dimensional analysis helps explain a phenomenon found in a process and is described as 
a mathematical model. In addition, the dimensional analysis makes it possible to state 
which phenomena have a significant influence and which play a minor role (Kowalczyk & 
Delgado, 2007). Several researchers have utilized dimensional analysis in the postharvest 
handling of agricultural products to develop predictive equations for certain phenomena. 
Moradi et al. (2016) applied dimensional analysis to develop equations to predict the 
moisture content of aloe vera gel. Jimoh et al. (2016) formulated prediction models for 
cassava peeling performance. 

Nwakuba et al. (2017) developed an equation to predict the drying rate of the cocoa 
beans. Saracoglu (2018) used dimensional analysis to construct a plum drag force model, 
Asonye et al. (2018) developed equations for the cutting energy of okra, and Moradi et 
al. (2019) developed models for the physical and mechanical properties of three cultivars 
of cucumber fruit. Because the relationship between respiration rate variables during 
hypobaric storage is unclear, dimensional analysis can be used to form a prediction equation 
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for the respiration rate. Considering the above descriptions, this study aimed to develop 
mathematical models of the respiration rate of bell peppers pretreated using ozone and 
UV-C during hypobaric storage by applying dimensional analysis. 

MATERIALS AND METHODS

Respiration Rate Model Development Using Dimensional Analysis

The respiration rate in the form of CO2 production (RCO2) during storage of bell peppers in 
the hypobaric condition is affected by several parameters. There were unlimited parameters 
that might affect a particular phenomenon. However, considering too many parameters will 
make the resulting mathematical equation too long, impractical and complex (Sonin, 2001). 
In this study, the formulation of the respiration rate was intended for bell peppers stored under 
hypobaric conditions at room air temperature. They were pretreated using ozone and UV-C; 
no treatment was performed before storage. For that reason, the parameters, along with their 
dimensions and units considered to affect the respiration rate, were summarized in Table 1.

Table 1 
Considered parameters in the development of the respiration rate model of bell pepper stored under 
hypobaric condition

No Parameter Symbol Unit Dimension
Dependent parameter
1. Respiration rate RCO2 m3 kg-1 day-1 L3 M-1 T-1

Independent parameter
2. Bell pepper surface area A m2 L2

3. Bell pepper mass w kg M
4. Bell pepper volume Vb m3 L3

5. Storage time t day T
6. Jar volume Vr m3 L3

7. Jar absolute pressure P N/m2 ML-1 T-2

According to the Buckingham π theorem, these parameters could be related to 
Equation (1).

π = Ak1, wk2, Vbk3, tk4, Vrk5, Pk                 [1]

The number of dimensionless products (π) formed was equal to the number of 
parameters involved minus the number of dimensions (Sonin, 2001; Thurairajasingam et 
al., 2002; Gibbings, 2011; Olmos et al., 2015; Loubière et al., 2019). Therefore, there were 
7 parameters and 3 dimensions for the case studied here, so 4 dimensionless products will 
be obtained. Through some standard calculations of the Buckingham π theorem, the four 
dimensionless products are shown in Equations 2 to 5.  
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These four dimensionless products could be related as a functional Equation 6.

π1 = C (π2)a (π3)b (π4)c       [6]

Substituting Equations 2 to 5 into Equation 6 resulted in Equation 7. The constant 
values of C, a, b, and c of Equation 7 could be determined by applying multiple linear 
regression analysis to the experimental data. Then, a mathematical model for predicting 
the respiration rate could be expressed as Equation 8.

, a, b, and c of Equation 7 could be determined by applying multiple linear regression 

analysis to the experimental data. Then, a mathematical model for predicting the respiration rate 

could be expressed as Equation 8. 

 

𝑅𝑅𝐶𝐶𝐶𝐶 2.𝑤𝑤1.5

𝑉𝑉𝑉𝑉 .𝑉𝑉𝑉𝑉0.17 .𝑃𝑃0.5 =C�𝐴𝐴
1.5

𝑉𝑉𝑉𝑉
�
𝑎𝑎
�𝑉𝑉𝑉𝑉
𝑉𝑉𝑉𝑉
�
𝑉𝑉
�𝑡𝑡 .𝑉𝑉𝑉𝑉0.17𝑃𝑃0.5

𝑤𝑤0.5 �
𝑐𝑐
            (7) 

𝑅𝑅𝐶𝐶𝐶𝐶2 =  𝐶𝐶 �𝑉𝑉𝑉𝑉 .𝑉𝑉𝑉𝑉0.17 .𝑃𝑃0.5

𝑤𝑤1.5 � �𝐴𝐴
1.5

𝑉𝑉𝑉𝑉
�
𝑎𝑎
�𝑉𝑉𝑉𝑉
𝑉𝑉𝑉𝑉
�
𝑉𝑉
�𝑡𝑡 .𝑉𝑉𝑉𝑉0.17 .𝑃𝑃0.5

𝑤𝑤0.5 �
𝑐𝑐
       (8) 

 

Materials 

Green bell peppers of spider variety in a green mature state were used as the samples in this research. 
These bell peppers were bought directly from the f 

     [7]

, a, b, and c of Equation 7 could be determined by applying multiple linear regression 

analysis to the experimental data. Then, a mathematical model for predicting the respiration rate 

could be expressed as Equation 8. 

 

𝑅𝑅𝐶𝐶𝐶𝐶 2.𝑤𝑤1.5

𝑉𝑉𝑉𝑉 .𝑉𝑉𝑉𝑉0.17 .𝑃𝑃0.5 =C�𝐴𝐴
1.5

𝑉𝑉𝑉𝑉
�
𝑎𝑎
�𝑉𝑉𝑉𝑉
𝑉𝑉𝑉𝑉
�
𝑉𝑉
�𝑡𝑡 .𝑉𝑉𝑉𝑉0.17𝑃𝑃0.5

𝑤𝑤0.5 �
𝑐𝑐
            (7) 

𝑅𝑅𝐶𝐶𝐶𝐶2 =  𝐶𝐶 �𝑉𝑉𝑉𝑉 .𝑉𝑉𝑉𝑉0.17 .𝑃𝑃0.5

𝑤𝑤1.5 � �𝐴𝐴
1.5

𝑉𝑉𝑉𝑉
�
𝑎𝑎
�𝑉𝑉𝑉𝑉
𝑉𝑉𝑉𝑉
�
𝑉𝑉
�𝑡𝑡 .𝑉𝑉𝑉𝑉0.17 .𝑃𝑃0.5

𝑤𝑤0.5 �
𝑐𝑐
       (8) 

 

Materials 

Green bell peppers of spider variety in a green mature state were used as the samples in this research. 
These bell peppers were bought directly from the f 

    [8]

Materials

Green bell peppers of spider variety in a green mature state were used as the samples in 
this research. These bell peppers were bought directly from the farmer in Batu, East Java, 
Indonesia. The bell peppers were transported to the laboratory inside a closed box at night. 
On arrival at the laboratory, the peppers were cleaned using a wet cloth to remove adhering 
dirt, sorted and selected, where only fresh, free of defect, and homogenous in color were 
used in the research. The selected bell pepper’s weight, volume, and surface area must be 
measured individually before being stored in the respirometer jar.  

Apparatus

The arrangement of the hypobaric apparatus used in this research is presented in Figure 
1. This apparatus consisted of a vacuum pump (Value VE180N, 3/4 HP), a holding tank 
(30 × 15 cm), a vacuum controller unit, a glass jar (123 × 150 mm), and other supported 
components such as valve, hose, and clamps. The arrangement of these components 
would create a vacuum condition in the glass jar or respirometer container automatically 
as desired. The vacuum pump functioned to create a vacuum pressure in the respirometer 
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jars. A holding or reservoir tank was used to stabilize the pressure in the system. The 
vacuum controller unit was used to regulate the desired pressure by opening and closing 
the solenoid valve and turning on and off the pump. Glass jar with a volume of 2118 ml 
was used as the respirometer container to store the bell pepper sample and was equipped 
with a pneumatic hose, one-way valve, and a vacuum pressure meter (SMC ZSE40-T1-22L 
and Panasonic DP-100). A total of 27 glass jars were used in this study to accommodate 
all treatment combinations. 

In this research, the bell pepper sample was pretreated by exposing it to ozone gas or 
UV-C light before being stored in the respirometer glass jar. This pretreatment was carried 
out to better reduce the respiration rate and maintain the quality of the bell pepper sample. A 
UV-C fluorescent lamp (Sankyo Denki G40T10 and Philips TUV 36W/G36 T8) was used to 
apply the irradiation process to the bell pepper sample. The process was done in a specially 
designed exposure cabinet made from wood with 149.5 × 45.3 × 110 cm dimensions. 
The magnitude of irradiation intensity was monitored using a UV-C light meter (Lutron, 
254SD) with a white ball-shaped UVC-light probe constructed in a special housing with a 
measurement range of 2 mW/cm2. In this study, the intensity of UV-C radiation used was 
0.834 mW/cm2 for 6 minutes or 3 kJ/m2. This intensity was chosen based on the values 
commonly used in the various research works, where this value was in the range of the 
suggested intensities. Fonseca and Rushing (2008) suggested that the optimal UV-C dose 
for maximum hormesis effect ranged from 0.125 to 9 kJ/m2 to control the growth of plant 
pathogens. Hassan et al. (2020) used UV-C intensities of 3.5, 7.0, and 10.4 kJ/m2 for hot 
pepper, fennel and coriander; Ma et al. (2021) used 0.25 kJ/m2 for paprika; and Yan et al. 
(2021) used 4 kJ/m2 for tomato. 

Figure 1. The arrangement of the hypobaric apparatus used in the experiment
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An ozone generator machine (PX-902) was used to apply another pretreatment to the 
bell pepper sample. The sample was put in a plastic container (47 × 32 × 24 cm) with inlet 
and outlet holes. Ozone gas from the generator then flowed through a plastic hose into the 
container until the concentration of ozone gas in the plastic container reached 4.99 ppm, 
which took about 4 minutes. This concentration was left until it reached 0 ppm, which took 
about 8 minutes. The concentration of ozone gas in the container was monitored using 
an ozone gas detector (Dienmern, Dm-509-O3). The concentration of ozone gas used in 
this study was selected based on various research reports on the application of ozone gas 
in various studies.  Srilaong et al. (2013) used ozone concentrations of 2 and 10 ppm for 
mango fruit, Ali et al. (2014) used 0–5 ppm for papaya fruit, Han et al. (2017) applied ozone 
gas concentration of 2 ppm for mulberry fruit, García-Martín et al. (2018) used 1.6–60 
ppm for orange fruit, Lv et al. (2019) used 2.5 ppm for apple, Lin et al. (2019) used 1.99 
ppm for red suren, and Chen et al. (2020) applied 3, 5, and 7 ppm for melon fruit. The 
selected ozone gas concentration used in this study was in the range or about the average 
concentration value used by the above researchers.

Methods

Selected bell pepper was measured for dimension, weight, and volume and then pretreated 
by exposing it to the predetermined ozone gas or UV-C. Unpretreated bell pepper was also 
used as a control treatment. Therefore, this study carried three different pretreatments: 
gas ozone pretreatment, UV-C pretreatment, and no pretreatment (control). After being 
pretreated, a bell pepper was stored in the respirometer glass jar, and the cover was tightly 
closed. Each respirometer jar was filled with one of the bell pepper samples. The jar was 
vacuumed to the predetermined absolute pressure values by adjusting the vacuum controller 
unit. This research observed three different vacuum or hypobaric conditions of 26 kPa, 64 
kPa and 101 kPa (atmospheric pressure). The hypobaric conditions of 26 kPa, 64 kPa and 
101 kPa correspond with O2 concentrations in the jar of 5%, 13% and 21%, respectively. A 
gas analyzer (Quantek 902D) was used to monitor the concentration of CO2 in the jar. CO2 
gas measurements in vacuum conditions (under normal atmospheric pressure) are carried 
out by inserting the needle of the CO2 measuring device (Quantek 902D) into the glass 
jar of the respirometer where the bell pepper is placed. Due to the pressure conditions in 
the vacuum respirometer jar, CO2 gas from the respirometer jar will automatically flow 
into the CO2 measuring device, and the CO2 sensor in the measuring device will detect 
the CO2 concentration value. In this measurement process, the suction pump from the CO2 
measuring device does not need to be turned on. In this way, CO2 gas measurements can 
be carried out smoothly. The absolute pressure was monitored using a vacuum pressure 
meter (SMC ZSE40- T1-22L and Panasonic DP-100). The jar was then stored at tropical 
room temperature of about 25–28oC for 15 days. The change in CO2 concentration in the 
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jar was measured daily for 15 days of storage. Three replications were carried out for each 
treatment combination.

Parameter Measurement

The weight of the bell pepper sample was measured using a digital balance (Model MH-
200, range of 0–200 g/0.01 g). The volume was measured using the water displacement 
method. The surface area of the bell pepper was found by calculating the measured fruit 
and stalk dimensions of the sample using a digital caliper. The surface area was obtained 
by the sum of the fruit (Af) and the stalk (As) surface area using Equations 9 and 10, 
respectively. In this calculation, the bell pepper was assumed to be a frustum for the fruit 
portion and a cylinder for the stalk. Figure 2 shows the measured dimensions of the fruit 
and stalk used in this research.  

was assumed to be a frustum for the fruit portion and a cylinder for the stalk. Figure 2 shows the 
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The bell pepper sample’s weight, volume, and surface area were assumed to be constant 
throughout the storage period. The same was true for the volume and absolute pressure 
in the respirometer jar. The concentration of CO2 in the jar was monitored daily during 
storage. The bell pepper’s respiration rate was calculated using Equation 11 (Kays, 1991; 
Fonseca et al., 2002).

𝑅𝑅𝐶𝐶𝐶𝐶2 = 𝑉𝑉𝑉𝑉  (CO 2𝑡𝑡  − CO 2𝑖𝑖)
𝑊𝑊 (𝑡𝑡  – 𝑡𝑡𝑖𝑖) 100

                                                                                                                    [11]

Where RCO2 was the respiration rate of the bell pepper (ml/kg.h); Vf was the free 
volume inside the jar (ml); CO2i and CO2t were CO2 concentrations at the initial and at 
time t (%), respectively; W was the weight of the bell pepper sample (kg), and t and ti were 
certain of storage time and initial storage time (hour).

Figure 2. Schematic presentation of the dimensions of fruit and stalk of bell pepper

h = fruit height
R = fruit upper radius
r = fruit lower radius
d1 = stalk top diameter 
d2 = stalk middle diameter
d3 = stalk bottom diameter
l = stalk length 
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From the measurement of the involved parameters during the experiment, the values 
of π1 to π4 could be calculated, as shown in Table 2. The range of these values   will also 
be the limits of the applicability of the developed equations.

Table 2 
The range of π values calculated from measured parameters in the research

Pretreatment π1 π2 π3 π4
Ozone 1.461 × 10-9 - 8.443 × 10-9 1.296-2.406 0.094-0.161 0.114 × 108 - 3.746 × 108

UV-C 1.069 × 10-9 - 5.529 × 10-9 0.748-2.060 0.094-0.151 0.099 × 108 - 4.117 × 108

Control 0.106 × 10-9 - 10.20 × 10-9 1.471-2.372 0.104-0.179 0.107 × 108 - 3.361 × 108

RESULTS AND DISCUSSION

Model of Bell Pepper Respiration Rate

Based on the values of π1 to π5 obtained in this research, constant values of Equation 8 
could be found using multiple regression analysis. Therefore, models or equations for the 
respiration rate of the three pretreatment conditions could be determined in Equations 12 
to 14. 
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The constant values of the model for ozone, UV-C, and control were found to be 
different. The respiration rates of bell peppers in the three conditions differed. In other 
words, ozone or UV-C pretreatment would change the respiration rate of bell peppers. The 
enforceability of the respiration rate models resulting from this study had limits according 
to the range of π1 to π4 values  , as shown in Table 2.

Figure 3 presents RCO2 values according to the developed models for the storage 
pressures from 26 to 101 kPa in 15 kPa intervals. It could be observed that the respiration 
rate of the three treatments decreased with the storage time. At the beginning of the storage 
time until about five days, respiration rates decreased faster than the rest of the storage 
days, suggesting that the greatest decrease in the respiration rate occurred at the beginning 
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of the storage period, indicating that changes in the qualities of the bell pepper were likely 
to occur during this period. Collings et al. (2018) also found that the respiration rate of 
Fresh P. nigrum berries decreased faster at the beginning of the storage period. It was 
also reported that the rate of change of CO2 and O2 was faster in the early hours of mango 
packaging (Devanesan et al., 2012).

Ozone pretreatment showed the highest respiration rate at a storage pressure of 101 
kPa to 71 kPa (Figures 3a to 3c) and was almost the same as the control but much higher 
than the UV-C pretreatment. It indicated that ozone pretreatment had no inhibitory effect 
on the respiration rate at those storage pressures. The effect of ozone in reducing respiration 
rate was getting better at 56 kPa storage pressure. However, further decreasing storage 
pressure to 41 kPa or lower (Figures 3e and 3f) decreases effectiveness, even giving a 
higher respiration rate than the control. The optimal ozone pretreatment storage pressure 
was about 56 kPa (Figure 3d). This result was very close to those reported by An et al. 
(2009) and Muhammad et al. (2023), who reported that a hypobaric pressure of 50 kPa 
was the best for strawberries and tomatoes, respectively. However, ozone pretreatment’s 
effectiveness was less than UV-C for all studied storage pressures. 

Templalexis et al. (2023) reported that the respiration rate of ozone-pretreated fresh-cut 
lettuce increased compared to the control. Arya et al. (2016) also found that the respiration 
rate of oyster mushrooms pretreated with 10 and 20 ppm ozone gas was larger than the 
control. Khawarizmi et al. (2018) stated that ozone was naturally decomposed into oxygen, 
which could contribute to a higher respiration rate of oxygen-sensitive commodities. On the 
contrary, Lin et al. (2023) found that the ozone-treated fresh-cut water fennel respiration rate 
was lower than that of the control. Cao et al. (2022) also found a lower ozone-pretreated 
kiwi fruit respiration rate than the control. The difference in research findings about the 
relationship between ozone treatment and respiration rate proves that more research is 
still needed to reveal ozone’s true role in a product’s respiration rate. As further stated by 
Khawarizmi et al. (2018), several parameters, such as ozone concentration, exposure time, 
and product sensitivity to ozone, were important factors that must be considered in research.

It was also observed that UV-C pretreated bell pepper showed the lowest respiration rate 
at storage pressure from 101 to 56 kPa (Figures 3a to 3d). However, further lowering the 
storage pressure to 41 kPa or lower, the respiration rate of UV-C pretreatment increased and 
was higher than that of the control (Figures 3e and 3f). It indicated that the effectiveness of 
UV-C pretreatment in suppressing respiration rate decreased as storage pressure decreased. 
It was the same phenomenon as ozone pretreatment, as mentioned above. According to 
this result, if UV-C pretreatment should be combined with the hypobaric storage, the 
lowest storage pressure could be applied at around 56 kPa. Therefore, it was suggested 
that reducing the respiration rate at a storage pressure of 101 to 56 kPa would be more 
effective if the bell pepper was treated with UV-C instead of using ozone.
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Figure 3. RCO2 of the bell pepper during hypobaric storage, according to the developed models: (a) 101 
kPa; (b) 86 kPa; (c) 71 kPa; (d) 56 kPa; (e) 41 kPa; and (f) 26 kPa storage pressures
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Figure 3f showed that the effectiveness of UV-C pretreatments in reducing respiration 
rate was getting less at a storage pressure of 26 kPa compared to the control. The same was 
valid for ozone pretreatment, which meant that the effect of UV-C and ozone pretreatments 
on the respiration rate of bell pepper storage under hypobaric conditions depended on the 
storage pressure. At the storage pressure of 26 kPa, the control had the lowest respiration 
rate, meaning that ozone or UV-C pretreatment was not necessary at this storage pressure. In 
other words, for the storage pressure of 26 kPa and the temperature of 28oC, applying ozone 
or UV-C to the bell pepper would negatively affect the respiration rate. UV-C irradiation 
activates several biological processes and increases respiratory rate (Yemmireddy et al., 
2022). Squash slices also experienced increased respiration rates with UV treatment ((Erkan 
et al., 2001) and shallots at a storage temperature of 28°C and RH 76.1% (Fauziah et al., 
2020). The storage temperature used would also influence the effect of UV-C treatment 
on the respiration rate. 

Kim et al. (2012) found that UV-LED irradiation decreased the respiration rate of 
cherry tomatoes at a storage temperature of 10℃ while there was no obvious effect at 
20oC. According to Allende et al. (2006), UV-C light has the potential to activate several 
biological processes in higher plants, including stimulation of respiration activity. Vunnam 
et al. (2014) reported that UV-C-treated cherry tomatoes had the highest respiration rate 
compared to the control treatment and fruit stored in modified atmospheres packaging 
(MAP). From these results, there are still many discrepancies regarding the effect of 
UV-C pretreatment on respiration rate. Its effectiveness depended on the irradiation dose, 
duration of the exposure time, storage temperature, and storage room pressure, and it was 
even found to not affect the respiration rate. Therefore, more comprehensive research was 
still needed to reveal the role of UV-C irradiation on the respiration rate of fresh produce. 
Similar statements were pointed out by other researchers in various research works, such 
as Gimeno et al. (2022) in a study about the application of UV-C in MAP. 

Hashmi et al. (2014) in the study of hypobaric application for strawberry fruit. 
Furthermore, it is stated that the application of hypobaric in conjunction with other physical 
treatments such as UV-C, heat and ultrasound and volatile chemical treatments still needs 
to be evaluated. It was also observed that the respiration rate of the three pretreatment 
conditions consistently decreased with decreasing storage pressure. This finding indicated 
that storage pressure could effectively reduce the respiration rate of the bell pepper samples. 
Chen et al. (2013) reported similar results for bayberry fruit. Kou et al. (2016) also found 
that the respiration rates of tomatoes significantly decreased in the hypobaric condition. At 
the same time, Li et al. (2019) reported that hypobaric treatment only had little effect on 
the respiratory rate of blueberry fruit. The lower respiration rate in hypobaric conditions 
was due to the lower availability of oxygen in the space of the container, which caused 
the respiration rate to decrease. 



2271Pertanika J. Sci. & Technol. 32 (5): 2259 - 2280 (2024)

Respiration Rate of Bell Pepper Under Hypobaric Storage

As aforementioned, at 101 kPa, the concentration of oxygen in the container was the 
same as free air or about 21%, while at 64 kPa, the concentration of oxygen was reduced 
to 15%, and further reduction the storage pressure to 26 kPa, the concentration of oxygen 
was only 5%. This study showed that the combination of ozone or UV-C pretreatment 
and storage pressure was best at around 56 kPa, or about half of the atmospheric pressure. 
Some researchers also pointed out similar results for different treatment combinations. 
Muhammad et al. (2023) recommended that the best combination between the application 
of 400 ppm KMnO4 with the storage pressure was found for the storage pressure of 50 
kPa for tomato fruit. An et al. (2009) reported that a storage pressure of 50.7 kPa gave a 
slightly better ascorbic acid content and a lower growth of bacteria compared to the control 
for strawberry fruit. 

Templalexis et al. (2023) found that the effectiveness of UV-C pretreatment in reducing 
the respiration rate of fresh-cut lettuce depended on the duration of the exposure time; as 
the exposure time increased, the effectiveness decreased. Mabusela et al. (2023) found that 
direct exposure to Vacuum Ultraviolet radiation on Fuji apple successfully reduced the 
respiration rate but damaged the skin, and UV-C pretreatment produced a lower respiration 
rate during the shelf life of Yellow Peaches (Zhou et al., 2020). Cote et al. (2013) reported 
that UV-C irradiation did not affect the respiration rate of tomatoes. Similar results were 
found by Collings et al. (2018) that UV-C treatment practically had no certain effect on 
the respiration rate of fresh piper nigrum berries compared to the control. 

Model Validation

Comparisons between observed and predicted respiration rates using the developed model, 
as shown in Equations 13 to 15, are presented in Figure 4. The predicted respiration rate 
values were relatively close to the experimental results, meaning that the three developed 
models could be used to estimate the respiration rate in practice. As mentioned, it was still 
very rare and difficult to measure the respiration rate in the hypobaric condition; therefore, 
these equations would be very valuable in estimating the respiration rate of bell pepper 
in the hypobaric condition. An et al. (2009) pointed out that very few studies had directly 
reported respiration data as a function of the hypobaric partial pressure of the component 
gases. Thus, more measurement data were needed to quantitatively describe respiration 
as a function of hypobaric condition variables.

One of the advantages of using this model was that it was not necessary to measure O2 
and CO2 concentrations directly on a respirometer, which was known to be quite difficult in 
hypobaric conditions because O2 and CO2 measuring instruments were generally designed 
for non-hypobaric conditions or atmospheric air pressure. The accuracy of the developed 
models to predict the respiration rate was evaluated using the determination coefficient (R2) 
Equation 15, root mean square error (RMSE) Equation 16, percentage error (PE) Equation 



2272 Pertanika J. Sci. & Technol. 32 (5): 2259 - 2280 (2024)

Dewi Maya Maharani, Nursigit Bintoro, Joko Nugroho Wahyu Karyadi and Arifin Dwi Saputro

17, mean absolute percentage error (MAPE) 
Equation 18, chi-square (χ2) Equation 19 
and the results are presented in Table 3. 
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It could be seen that the R2 values were 
relatively high, along with small values of 
RMSE, PE, MAPE, and χ2. The greater the 
R2 value, the closer to 1, the higher the effect 
(Susmiati, 2022). MAPE has important, 
desirable features, including reliability, 
ease of interpretation, presentation clarity, 
and statistical evaluation support (Moreno 
et al., 2013). Meanwhile, a model has a 
very accurate forecast if the MAPE value is 
below 10% and a good forecast if the MAPE 
value is between 10% and 20% (Lewis, 
1982). The smaller the RMSE and MAPE 
values, the smaller the deviation between 
the predicted and observed values so that the 
model used is more accurate. Models that 
provide smaller RMSE and MAPE values 
are more accurate and in accordance with 
actual conditions (Shintawati et al., 2020). 
The smaller the Chi-square value (χ2), the 
more precise the prediction equation, but 
in general, there are no limitations. Table 3 
indicated that the developed models of the 
respiration rate were accurate and might 
be used to predict the respiration rate of 

Figure 4. Comparison between observed and 
predicted respiration rates: (a) ozone pretreatment, 
(b) UV-C pretreatment; and (c) control

(a)

0

0.0001

0.0002

0.0003

0 0.0001 0.0002 0.0003

R
C

O
2

pr
ed

ic
tio

n 
(m

3 /k
g.

da
y)

RCO2 observation (m3/kg.day)

0

0.0001

0.0002

0.0003

0 0.0001 0.0002 0.0003

RC
O

2
pr

ed
ic

tio
n 

(m
3 /k

g.
da

y)

RCO2 observation (m3/kg.day) 

(b)

0

0.0001

0.0002

0.0003

0 0.0001 0.0002 0.0003

RC
O

2
pr

ed
ic

tio
n 

(m
3/

kg
.d

ay
)

RCO2 observation (m3/kg.day)

(b)



2273Pertanika J. Sci. & Technol. 32 (5): 2259 - 2280 (2024)

Respiration Rate of Bell Pepper Under Hypobaric Storage

bell peppers in the hypobaric storage condition. It also suggested that the formulation of 
models for respiration rate could be carried out by applying dimensional analysis. Table 
3 indicated that the developed models of the respiration rate were accurate and might be 
used to predict the respiration rate of bell peppers in the hypobaric storage condition. It 
also suggested that formulation of the model for respiration rate could be carried out by 
applying dimensional analysis.

Sensitivity Analysis

The effect of changing the values of the dimensionless products of π2 to π4 on RCO2 can 
be seen from the sensitivity analysis in Table 4. It was found that within 10% increasing 
or decreasing the values of π2, π3, and π4, the dimensionless product of π3 had the largest 
effect on RCO2 for the three models. This finding indicated that the ratio between bell pepper 
volume to jar volume (π3) was the most significant parameter affecting RCO2. It was also 
observed that for ozone-pretreated bell pepper, as the values of π2 and π3 increased, the 
values of RCO2 would increase too; however, increasing the values of π4 would decrease 
RCO2. Meanwhile, UV-C pretreatment and control were found to have the same tendency. 
Increasing the values of π2 and π4 would decrease RCO2 while increasing π3 would increase 
RCO2. These findings would be beneficial for estimating the respiration rate of bell peppers 
when designing a hypobaric storage system.

Table 3
Parameters to evaluate the accuracy of the models

Pretreatment R2 RMSE PE (%) MAPE χ2

Ozon 0.956 3.476x10-5 0.199 19.468 0.0008
UV-C 0.933 3.639x10-5 0.447 25.009 0.0007

Control 0.879 6.579x10-5 0.374 20.959 0.0012

Table 4
Sensitivity analysis effect of π2, π3, and π4 on RCO2

Pretreatment Dimensionless 
product

Change in RCO2 value (%) Average change in 
RCO2 value (%)10% increase 10% decrease

Ozone
π2 24.325 21.389 22.857
π3 30.081 23.166 26.623
π4 21.595 23.060 22.327

UV-C
π2 25.667 30.908 28.288
π3 31.641 25.413 28.527
π4 26.277 29.392 27.834

Control
π2 22.601 48.765 35.683
π3 69.055 33.418 51.236
π4 25.572 29.135 27.353
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CONCLUSION

The respiration rate models of bell peppers could be formulated during hypobaric storage 
by applying dimensional analysis. The parameters used to develop the models consisted 
of bell pepper surface area, bell pepper weight, bell pepper volume, storage time, storage 
volume, and storage pressure. Three respiration rate models were developed for control, 
ozone pretreated and UV-C pretreated bell peppers, and they were found to have different 
characteristics. At the storage pressures of 101 to 56 kPa, UV-C pretreatment was the 
best in suppressing the respiration rate of bell pepper. Meanwhile, at a storage pressure 
of 26 kPa, the application of ozone and UV-C pretreatment gave a higher respiration 
rate than the control. It was also observed that the developed respiration rate models 
had quite high accuracy, in which dimensionless products of π3, the ratio of bell pepper 
volume to jar volume parameter, had the largest effect on RCO2 for the three models.
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ABSTRACT

One of the most difficult issues in using MapReduce for parallelising and distributing large-
scale data processing is detecting straggling tasks. It is defined as recognising processes that 
are operating on weak nodes. When two steps in the Map phase (copy, combine) and three 
stages in the Reduce phase (shuffle, sort, and reduce) are included, the overall execution 
time is the sum of the execution times of these five stages. The main objective of this study 
is to calculate the remaining time to complete a task, the time taken, and the straggler(s) 
detected in parallel execution. The suggested method is based on the use of Progress Score 
(PS), Progress Rate (PR), and Remaining Time (RT) metrics to detect straggling tasks. 
The results obtained have been compared with popular algorithms in this domain, such as 
Longest Approximate Time to End (LATE) and Combinatory Late-Machine (CLM), and 
it has been demonstrated to be capable of detecting straggling tasks, accurately estimating 
execution time, and supporting task acceleration. RMSTD outperforms LATE by 23.30% 
and CLM by 19.51%.

Keywords: Big data, MapReduce, progress score, straggling tasks, stragglers 

INTRODUCTION

This paper presents a Reliable Multimetric 
Straggling Task Detection algorithm 
(RMSTD) strategy for detecting straggling 
tasks among tasks executing in parallel. The 
main aim of the RMSTD is to present an 
approach that uses multiple metrics to make 
straggler detection much more reliable and 
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accurate. Straggler detection in the Hadoop MapReduce framework refers to identifying 
tasks that take longer than expected and are known as “stragglers” (Ouyang et al., 2016). 
In straggler detection, the overall execution time is the sum of the execution times of these 
five steps, consisting of two phases in the Map phase (copy, combine) and three stages in 
the Reduce phase (copy shuffle/sort, and reduce) (Katrawi et al., 2021). 

Hadoop MapReduce and Apache Spark represent two widely adopted technologies 
for processing large datasets in the industry. Although both frameworks excel at managing 
substantial volumes of data, they diverge in terms of their architectural designs (Ketu et 
al., 2020). Hadoop MapReduce employs a cost-effective approach, utilising the Hadoop 
Distributed File System (HDFS) to execute batch processing. It is recognised for its stability 
and maturity, having been in use for an extended period and earned the trust of numerous 
organisations for handling extensive data volumes. The framework boasts a straightforward 
programming model, enhancing its usability. In contrast, Apache Spark offers a different 
approach and architecture for large-scale data processing.

Common methods of straggler detection include resource usage monitoring, where 
usage of system resources such as CPU, memory and disk utilisation is monitored as 
tasks execute, such that tasks that use fewer resources during their execution relative to 
other tasks may be declared as stragglers (Javadpour et al., 2020). Also, the Ensemble 
method integrates various straggler detection techniques to improve detection accuracy 
(Kumar et al., 2021). Profile-based analysis entails profiling tasks and finding outliers 
based on runtime, resource utilisation, or other factors. Another approach is the use 
of machine learning techniques where factors such as task running time, resource 
utilisation, input data records and cluster conditions are used to detect straggling tasks; 
this approach identifies trends in historical data in forecasting likely straggling tasks 
(Ouyang et al., 2018). 

However, in resource usage monitoring, a task’s resource utilisation may be unreliable 
as an indicator of a straggler because it could legally use fewer resources if it has minimal 
data requirements or is executing on a node with limited resources. On the other hand, 
the ensemble approach, profile-based strategy, and machine learning techniques have the 
disadvantages of complexity, high profiling, and computational overheads. In most of the 
previous works on straggler detection, the use of a single metric to detect straggling tasks 
is quite common because the MapReduce framework is designed for a homogeneous 
environment where the computational power of the various machines is the same; hence, 
there is little consideration for the CPU capability since all the tasks are expected to run at 
the same rate. This assumption is not very true in all circumstances because, in a typical data 
centre, the resources are not dedicated exclusively to a particular job; hence, the resources 
are shared. Therefore, the load on each node varies, which may, in turn, affect the rate of 
execution of the tasks spread across the nodes. Therefore, this paper proposes a Reliable 
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Multimetric Straggler Detection Algorithm (RMSTD) to address the inadequacy of the 
previous studies and improve the effectiveness of straggler detection. The contribution of 
this paper includes: 

• Improvement of the reliability of the straggling tasks detection by using Average 
Remaining Time (ART) to complete execution of the tasks to ensure that scenarios 
like the late start of execution of the task(s) due to the load on the node(s) and data 
skew problem rather than the usage of a single metric.

• The task’s historical behaviour mitigates the impact of short-term oscillations 
or outliers in the Remaining Time, resulting in a more reliable estimate of job 
completion.

• RMSTD offers a more trustworthy approach by considering the past average, giving 
a more informed perspective on the anticipated completion timeframes of tasks.    

RELATED WORKS

Phan et al. (2019) proposed a Framework for Assessing the Stragglers Detection (FASD) 
mechanism over MapReduce for straggler detection because other studies tend to focus 
more on the impact of stragglers. FASD presented a comprehensive straggler detection 
and reduction approach. However, the evaluation only applies to one application, and 
the study does not consider how it will be used in practice or include empirical data. The 
study also did not consider using optimal metrics in straggler detection, even though 
it offers a method for assessing straggler detection algorithms. Ghare and Leutenegger 
(2005) suggest task replication to enhance job response time. MapReduce. Dean and 
Ghemawat (2008) employ speculative execution to finish straggler jobs when parallel 
processing is nearing completion. Mantri reduces stragglers from MapReduce cluster 
processing nodes (Ananthanarayanan et al., 2019). Mantri’s core strategies are straggler 
task restarting, network-aware task placement, and task output protection. Chen et al. 
(2014) introduce the speculative execution method of Maximum Cost Performance 
(MCP). Zaharia et al. (2019)’s Longest Approximate Time to End (LATE) improves 
Hadoop task scheduling. 

In the LATE technique, the remaining running task time for each phase has been 
assumed to be the same; however, in the Reduce phase, the shuffle stage takes longer to 
complete than other stages as they are based on the prior task. According to Javadpour 
et al. (2020), Self-Adaptive MapReduce Scheduling Algorithm (SAMR), Enhanced 
Self-Adaptive MapReduce Scheduling Algorithm (ESAMR), and Speculative Execution 
Algorithm Based on Decision Tree (SECDT) algorithms are unable to accurately anticipate 
the running duration. It is insufficient because the present task differs in several ways from 
the prior ones. While it is crucial to consider this because the node processing durations vary 
depending on their characteristics, ESAMR only uses executable information and ignores 
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node specifications (CPU and memory). A better job assignment scheme for Hadoop, the 
Earliest Completion Time (ECT) scheme, was presented by Dai and Bassiouni (2013). Two 
improved replica placement policies for Hadoop, the Partition Replica Placement Policy 
and the Slot Replica Placement Policy, were proposed by Qiang et al. (2014) and Dai et al. 
(2016). In contrast to the widely used Standard Deviation (SD) method, Tukey’s method 
(Dai et al., 2017) adopts a statistical technique for identifying outliers that seems more 
suitable for identifying stragglers and starting speculative execution early. The sensitivity 
to extreme observations and the time it takes to find stragglers limit this strategy, too. As a 
result, most existing works declare non-straggling tasks as straggling tasks while ignoring 
true straggling tasks since they do not apply ideal parameters to recognise straggling tasks 
among parallel running tasks. 

In summary, most existing studies on straggling task detection are not based on 
optimum metrics and are usually focused on a specific situation; hence, their usage in 
other situations usually leads to failure. For example, if a system is designed to work in 
a homogeneous environment, it cannot be used in a heterogeneous environment because 
issues like skews are not considered.

PROPOSED SOLUTION

This paper presents a Reliable Multimetric Straggling Task Detection algorithm (RMSTD) 
strategy for detecting straggling tasks among tasks; the RMSTD algorithm is designed to 
improve the straggler detection strategy irrespective of the environments (homogeneous 
or heterogeneous). This approach uses optimal parameters to detect straggling tasks 
applicable in all environments, including skew situations. The primary objective of 
this problem is to estimate the correct execution time in each stage of the MapReduce 
framework, which results in the correct total execution time. The constraints associated 
with this problem are the two stages in the Map phase (copy, combine) and three stages 
of Reduce (shuffle, sort, and reduce). The total execution time is the total sum of the 
execution time of these five stages. 

The proposed method for solving this problem is calculating the Average Remaining 
Time (ART) to complete the execution of the tasks running in parallel. All tasks whose 
remaining time to complete execution is greater than the calculated ART is/are declared 
as stragglers. The computational complexity of the RMSTD algorithm is O(n), where n is 
the number of tasks in the Task_List. The algorithm iterates through each task in the list 
once and performs constant work for each task. Therefore, the algorithm’s time complexity 
is linear with respect to the input size. The design and operational process of RMSTD is 
structured into two phases: (1) the initial task allocation phase and (2) progress monitoring 
and the straggler detection phase. Figure 1 presents the design flowchart, and Algorithm 
1 shows the steps to achieve the desired result.
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Figure 1. Flowchart of RMSTD design
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Algorithm 1: RMSTD Algorithm
1. # Create a list of all tasks, "Task_list" with task_id, PS, PR, and RT 

attributes
2. # Create a list of all Straggling_tasks, "Straggler_list" 

3. Initialise RTSum = 0, Num-Task = total no of tasks 
4. For each task in Task_list
5.      If execution = map_phase
6.          PS =data read/data size
7.      Else
8.      If execution = copy_phase
9.             PS = %processing*0.33
10.          elseif execution = sort_phase 
11.             PS = 0.33+ %processing*0.33 
12.          elseif execution = reduce_phase 
13.             PS = 0.66+ %processing*0.33
14.         endif
15.       Endif   

16. #  Calculate the progress rate (PR)
17.      PR = PS/Time(s)

18. calculate the remaining time to finish the task (RT)
19.     RT = (1-PS)/PR
20.     Update Task_list with PS, PR, and RT
21.     RTSum = RTSum+RT
22.  Endfor 

23.  RTavrg = SumRT/Num-Task

24.  For each task in task_list:
25.       If TaskRT > RTavrg
26.           Add task to Straggler_list
27.       Endif 
28.  Endfor 

Data Generation for RMSTD

For testing the design using ART, a Java code (Algorithm 2) was used to generate test data 
for simplicity since all kinds of data can be handled by the design. Different data types to 
be processed will have a program to process the data exclusively.
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Algorithm 2: Text data generator
1. function NewTextFile(filePath, fileSizeInBytes):
2.      open file at filePath for writing
3.      create a random number generator
4.      create a TextString object
5.      bytesWritten = 0

6.      while byteswritten < fileSizeInBytes
7.           clear the TextString
8.           lineLength = generate a random number between 1 and 10
9.           randomLine = LineOfText(lineLength)
10.           write randomLine to the file
11.           write a new line character to the file
12. bytesWritten += length of randomLine + length of new line  

character
13.           if bytesWritten is a multiple of 10 MB
14.               flush the writer to free up memory
15.           endif
16.      endwhile
17.      close the file
18.   return  NewTextFile

19.  function LineOfText(lineLength):
20.      create a TextString object
21.      for i = 0 to lineLength - 1
22.           XterLetter = generate a random letter
23.           append XterLetter to the TextString
24.       endfor
25.   return the TextString as a string

26. main:
27. fileSizeInBytes = desired file size in bytes
28. filePath = path to the output file

29. NewTextFile(filePath, fileSizeInBytes)

Initial Task Allocation

The task allocation procedure in the Map phase is an important part of the MapReduce 
framework. It helps ensure that the MapReduce job is executed efficiently, and the results 
are timely. In this design phase, the input data is read and uploaded into HDFS together with 
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the job configuration. The allocation of input data to nodes is responsible for processing 
the input data and generating intermediate key-value pairs in this architecture phase. The 
Namenode begins the task allocation method by breaking the input data into chunks and 
assigning each chunk to the Map task. The Map jobs are run in parallel on the available 
nodes in the Hadoop cluster, and it also generates intermediate key-value pairs that are 
saved in HDFS, as depicted in Figure 2. The following are the steps involved in allocating 
tasks to selected nodes. The Namenode splits the input data into 64Mb/128MB/256Mb 
record-size chunks. Each split is assigned to a Map job. The Job Tracker considers the 
load on each node, the locality of the chunks’ data, and the available resources on each 
one while allocating tasks to nodes. A task is often assigned to the nodes with the available 
resources and close to the data to improve the MapReduce job performance (Algorithm 3).

Figure 2. Flowchart of initial task allocation
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Algorithm 3: Initial Task Allocation Algorithm
1. Input: MapReduce job configuration, input data
2. Output: Map task assignments
3. Split input data into input splits based on block size
4. Initialise an empty map of nodes to assigned tasks
5. For each input split:
6.      Select the nodes with data locality for the input split
7.      Assign the input split to a selected node with the least number of 

assigned             
     tasks

8. EndFor
9. Update the map of the node to assigned tasks
10. Return the map of the node to the assigned tasks

Progress Monitoring and Straggler Detection

The role of this phase in the operation of RMSTD is to use Progress Score, Progress Rate, 
and Remaining Time to complete and detect straggling tasks among tasks executing in 
parallel on the Hadoop cluster. In a Hadoop cluster, where tasks are executed in parallel, 
it is crucial to monitor the progress of individual tasks to ensure the timely completion 
of jobs. Straggling task(s) whose progress is/are slower than others can significantly 
impact the job’s overall performance and completion time. To address this challenge, 
progress monitoring techniques employing metrics such as Progress Score, Progress 
Rate, and Remaining Time have emerged as valuable tools for detecting straggling tasks 
in Hadoop clusters.

Progress Score Calculation

The Progress Score metric provides an overview of the progress made by a task relative 
to the total amount of work it needs to complete. It is calculated by dividing the amount 
of work completed by the total amount of work. It is a score between 0 and 1 (from the 
literature), where 0 indicates that the task has not started, and 1 indicates that the task is 
complete. A high progress score indicates that a task is nearing completion, while a low 
score suggests that a task is lagging. Tracking each task’s Progress Score makes it possible 
to identify tasks that have fallen behind in their progress. A lower Progress Score compared 
to others suggests a potential straggler.

In a homogeneous environment, that is, where all the nodes are the same in terms of 
processing capacity, the processing is expected to proceed at the same rate; hence, any 
task/node with a problem can be easily detected by using PS calculated as Equation 1:
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                                          (1)     [1]

where, PS[i] is the ith task’s P, N is the number of key/value pairs that must be processed 
in a task, M is the number of key/value pairs that have already been processed in a certain 
task, and K is the completed phase of a reduction task.

The PS for a Map is the fraction of input data read, but the execution of a Reduce is 
broken into three phases (copy, sort, and reduce), each accounting for one-third of the total 
PS. This weighting can be changed by modifying the scheduling parameters. For example, a 
task halfway through the copy phase will have a PS of 0.5*0.33 = 0.165. while a task halfway 
through the reduce phase will have a PS of 0.33+0.33+(0.5*0.33) = 0.66+0.165 = 0.83

The value of the Progress score (PS) is taken for each task, and the task(s) whose PS < 
threshold (determined by individual work) is/are then declared as straggler(s). A threshold 
of 0.2 is commonly used for comparison as in (LATE) such that any task whose PS < 0.2 
is identified as a straggler. 

Progress Rate Calculation

The Progress Rate measures the speed at which a task is progressing. It is calculated by 
dividing the amount of work completed by the time taken to complete that work. A high 
progress rate indicates that a task is progressing quickly, while a low rate suggests that 
a task is progressing slowly. Monitoring the PR allows the identification of tasks that 
are progressing at a slower rate than expected, indicating a potential straggler calculated 
as Equation 2:

              𝑃𝑃𝑃𝑃𝑖𝑖 =
𝑃𝑃𝑃𝑃[𝑖𝑖]
𝑇𝑇

                    [2]

where, PRi is the Progress Rate of Taski, and T is the time the task has been executed. 
A threshold is then determined for PR, at which point a task whose PR is less than the 
threshold is declared a straggler, which means that its progress is very slow. 

There are certain disadvantages to using Progress Score or Progress Rate alone to 
identify straggling tasks in Hadoop.

• Inaccuracy of Detection: Progress Score and PR are not always accurate because 
PS is based on how much data has been processed by a task and the amount of 
time the task has been running, while PR is the rate of progress made by a task. 
Both can be misleading when a task is simply waiting for input data from a slow 
network connection or a slow input source. Such a task may have a low PS or PR 
that can make it be declared as a straggler when it is not.
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• The PS or PR status of a job can change if additional parameters like the data 
collection size, the data locality, the number of concurrent tasks executing on the 
same node, and network congestion or latency are not considered.

• Lack of context: Progress Score and Progress Rate do not provide context for a 
task, such as the complexity of the data being processed or the degree of processing 
difficulty. Some jobs could seem to have a low PS or PR due to the volume of data 
they are handling, their inherent complexity, or their resource-intensive nature, 
leading to their being declared as stragglers when they are not.

• Unpredictable progress: Some tasks in Hadoop, particularly those that involve 
iterative algorithms or complex data dependencies, may exhibit non-linear 
progress, which causes an inaccurate assessment of their progress and may result in 
false positives or negatives when identifying straggling tasks using PS or PR alone.

• Data and Computational Skews: In Hadoop, data is frequently distributed unevenly 
between tasks because of the data’s nature or the utilised partitioning method 
(Data Skew). The processing capacities will differ since the nodes’ capacities in 
a heterogeneous environment are different (Computational skew). These metrics 
do not consider both skews, leading to some tasks taking longer than others to 
complete. Hence, the progress of the tasks might not be shown correctly.

• Wrong Assumption: It is usually assumed that tasks progress at a constant rate, 
which is not usually the case because the nodes are not dedicated to the job alone. 
The nodes are processing other tasks. Hence, not all the nodes’ resources are 
always available to the tasks. 

Remaining Time (RT) to Complete Calculation

The RT metric estimates the time required for a task to be completed based on its current 
PR. It is calculated by dividing the remaining work by the progress rate. A high remaining 
time to complete suggests that such a task will take a long time to finish, indicating a 
potential straggler. By comparing the estimated remaining time of each task, it is possible 
to identify tasks with significantly longer estimated completion times compared to others. 
Such tasks may be potential stragglers. RT of a task is calculated according to Equation 3.   

            𝑃𝑃𝑇𝑇𝑖𝑖 =
1 − 𝑃𝑃𝑃𝑃[𝑖𝑖]
𝑃𝑃𝑃𝑃[𝑖𝑖]

                           [3]

where RTi, PS[i] Remaining Time (RT), Progress Score (PS) and Progress Rate (PR) of Taski

Average Remaining Time (ART) to Complete Calculation

The performance and efficiency of a system rely largely on the timely completion of tasks 
in distributed computing systems such as Hadoop, where large-scale data processing tasks 
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are broken into smaller sub-tasks and completed across a cluster of nodes. However, certain 
tasks, known as stragglers, may take substantially longer time to run to completion than 
others. These straggling tasks can slow overall throughput and lengthen job completion times, 
reducing system efficiency and user experience. To address this challenge in this study, the 
use of Average Remaining Time (ART), a metric that estimates the time remaining for each 
task to complete based on their Progress Score (PS), Progress Rate (PR) and Remaining Time 
to Complete (RT), is employed. By continuously monitoring these metrics, the progress of 
tasks, and comparing their ART values, it becomes possible to identify potential stragglers 
among tasks being executed in parallel. The ART is calculated as Equation 4:

𝑃𝑃𝑇𝑇𝑚𝑚𝑎𝑎𝑎𝑎 =  
∑ 1 − 𝑃𝑃𝑃𝑃[𝑖𝑖]

𝑃𝑃𝑃𝑃[𝑖𝑖]
𝑛𝑛

             [4]

Where, RTavg is the average of the remaining time of execution of all the tasks, PS is the 
progress score, PR is the progress rate, n is the number of tasks executed in parallel. Any 
Taski whose value is less than the calculated RTavg is then declared/identified as a straggler.

Table 1
Cluster configurations

Cluster Configurations

Node

M
ain 

M
em

ory

C
PU

 
C

ores

Storage

myclustertask-m (master) 16G 4 50G
myclustertask-0 (slave-1) 12G 2 50G
myclustertask-1 (slave-2) 12G 2 50G
myclustertask-2 (slave-3) 12G 2 50G
myclustertask-3 (slave-4) 12G 2 50G
myclustertask-4 (slave-5) 12G 2 50G
myclustertask-5 (slave-6) 12G 2 50G
myclustertask-6 (slave-7) 12G 2 50G
myclustertask-1 (slave-2) 12G 2 50G
myclustertask-2 (slave-3) 12G 2 50G

Table 2
Software configurations

Software Configurations
Operating System Ubuntu 20.04
Hadoop 2.8.5
JDK 1.8

PERFORMANCE EVALUATION

Experimental Setup of the proposed 
RMSTD

The experiment was set up and conducted on 
a Google Cloud platform. Eight nodes were 
used for this experiment. Tables 1 and 2 show 
the Cluster and Software configurations. 
Figure 3 shows the screenshot of the nodes 
running on the Google Cloud platform. 10 
GB, 20 GB and 30 GB data (text) were 
generated using a Java program to test 
the design. The result of 10 GB data size, 
when executed using a single node (laptop) 
with other hardware specifications, is 
shown in Figure 4. For the 10 GB data on 
the Google Cloud platform, the readings 
were taken after 10 s of execution, and the 
average remaining time was calculated. In 
comparison, 20 GB and 30 GB data were 
taken after 30 s and 50 s, respectively, as 
shown in Figures 4, 5 and 6.



2293Pertanika J. Sci. & Technol. 32 (5): 2281 - 2298 (2024)

A Reliable Multimetric Straggling Task Detection

Figure 4. Result of the experiment (10 GB) on a single node (laptop)

Figure 3. Screenshot of the nodes running on Google Cloud Platform

Job Counters 
 Killed reduce tasks=2
 Launched map tasks=1
 Launched reduce tasks=10
 Data-local map tasks=1
 Total time spent by all maps in occupied slots (ms)=216810
 Total time spent by all reduces in occupied slots (ms)=10717740
 Total time spent by all map tasks (ms)=4818
 Total time spent by all reduced tasks (ms)=119086
 Total vcore-milliseconds taken by all map tasks=4818
 Total vcore-milliseconds taken by all reduce tasks=119086
 Total megabyte-milliseconds taken by all map tasks=6937920
 Total megabyte-milliseconds taken by all reduce tasks=342967680
Map-Reduce Framework
 Map input records=8
 Map output records=25
 Map output bytes=256
 Map output materialised bytes=423
 Input split bytes=98
 Combine input records=0
 Combine output records=0
 Reduce input groups=22
	 Reduce	shuffle	bytes=423
 Reduce input records=25
 Reduce output records=25
 Spilled Records=50
	 Shuffled	Maps	=10
	 Failed	Shuffles=0
 Merged Map outputs=10
 GC time elapsed (ms)=3730
 CPU time spent (ms)=16880
 Physical memory (bytes) snapshot=4417970176
 Virtual memory (bytes) snapshot=48205594624
 Total committed heap usage (bytes)=4498391040
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RESULTS AND DISCUSSION

The experiment was set up and conducted on the Google Cloud platform and tested with 
10 GB, 20 GB and 30 GB data; the ART was taken after 10 s, 30 s and 50 s, respectively, 
because of the data sizes. The result showed consistency for the number of tasks whose 
remaining time to complete was greater than the ART. At the 10 s threshold, two of the 
tasks (myclustertask-1 and myclustertask-3) RT were above the threshold of ART; at 30 s  
threshold, (myclustertask-1 and myclustertask-5) RT were above the threshold of ART and 
at 50 s threshold, (myclustertask-1 and myclustertask-4) RT were above the threshold of 
ART with consistency of number of straggling tasks detected. Table 3 shows the experiment 
results; a graphical representation of the result comparison for different data sizes is shown 
in Figures 5, 6, and 7. From the results when compared with Katrawi et al. (2020) (CLM) 
and Dean and Ghemawat (2008) (LATE) on straggling task detection, RMSTD shows an 
improvement of 19.51% and 23.30%, respectively. 

PAPER CONTRIBUTIONS

The following are the contributions of this paper to the research work:
1. Increased accuracy: RMSTD using ART offers a more precise prediction of 

when the activity is anticipated to be finished by considering the task’s typical 
behaviour over time. Temporary sluggishness, sporadic resource conflict, or 
network congestion that can lead to fluctuations in the RT have less of an impact 

Table 3
Experimental data sizes and results

RMSTD CLM LATE
Data size = 10 GB, Time threshold = 10 s

No of Stragglers 2 3 4
Time Taken 12.86 s 17.20 s 20.30 s
ART 7.52 s 12.71 s 14.09 s

Data size = 20GB, Time threshold = 30 s
No of Stragglers 2 4 3
Time Taken 31.20 s 37.30 s 37.10 s
ART 29.30 s 31.70 s 33.71 s

Data size = 30 GB, Time threshold = 50 s
No of Stragglers 2 4 3
Time Taken 55.00 s 69.70 s 71.20 s
ART 49.55 s 62.90 s 64.81 s

Averages
No of Stragglers 2 3.67 3.33
Time Taken 33.02 41.4 42.87
ART 28.79 35.77 37.54
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Figure 5. Experimental result with data size of 10 GB text file

Figure 6. Experimental result with data size of 20 GB text file
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Figure 7. Experimental result with data size of 30 GB text file
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on this calculation. RMSTD through ART provides a more reliable and accurate 
indicator of work advancement. 

2. Better straggler detection: Straggling tasks take significantly longer than the 
average or projected completion time. RMSTD makes detecting tasks that deviate 
from the norm and demonstrate straggling behaviour easier. This comparison aids 
in differentiating between jobs that may be suffering true performance concerns 
and those that are advancing at a normal rate.

3. Smoothing out fluctuations: RMSTD provides a more reliable and smoothed 
estimate of the task’s remaining time compared to other RT approaches. It 
considers the task’s historical behaviour, considering the average time it has 
taken to accomplish identical pieces of work. It mitigates the impact of short-
term oscillations or outliers in the Remaining Time, resulting in a more reliable 
estimate of job completion. Outliers and skews do not overly influence the 
average, and this can make it easier to identify tasks that are consistently taking 
longer than expected.

4. Improved decision-making: When deciding on tasks, resources, or task 
scheduling, RMSTD offers a more trustworthy base in giving a more informed 
perspective on the anticipated completion timeframes of tasks by taking the past 
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average into account. Through this, it is easier to allocate resources more wisely 
and develop better task management plans, ultimately improving the efficiency 
of the work.

CONCLUSION

RMSTD provides a more stable, accurate, and reliable measure of task progress. It helps 
identify straggling tasks more effectively and facilitates better decision-making in Hadoop 
environments. It also offers a better advantage in detecting straggling tasks in Hadoop, 
and it has proven to be a useful approach for raising the effectiveness and performance 
of massively parallel data processing systems. Identifying stragglers and taking proactive 
steps to reduce their impact on job completion timeframes is feasible by continuously 
monitoring their progress and calculating the remaining execution time for tasks. In 
distributed computing systems, this strategy helps to optimise resource usage, shorten job 
execution times, and improve user experience.
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ABSTRACT

The leachate generated in municipal solid waste landfills tends to have extremely elevated 
levels of organic and inorganic pollutants influenced by the age and variety of landfills. 
This research aims to conduct a comparative analysis between two landfills, Krubong 
Landfill Sites (KLS) and Bukit Bakri Landfill Sites (BBLS). Based on the standard limit 
set by the Malaysia Environment Quality Act (MEQA), the average values of the leachate 
parameters at KLS and BBLS were recorded. These parameters include pH (8.84 for KLS 
and 9.08 for BBLS), temperature (30.22°C for KLS and 30.06°C for BBLS), Chemical 
Oxygen Demand (COD) (3695 mg L-1 for KLS and 11289 mg L-1 for BBLS), Biological 
Oxygen Demand (BOD) (1695 mg L-1 for KLS and 3325 mg L-1 for BBLS), and ammonia 
nitrogen (1107 mg L-1 for KLS and 1390 mg L-1 for BBLS). The findings of this research 
suggest that the age of the landfill indeed influences the characteristics of leachate and 
soil. KLS, being a mature landfill, demonstrated low biodegradability. On the other hand, 
BBLS, being a young landfill, exhibited high biodegradability. The highest heavy metal 
concentration in the soil sample of KLS was Barium (Ba), with 409 ppm, followed by 
Zirconium (Zr) at 297 ppm and Vanadium (V) at 114 ppm. For BBLS, Zirconium (Zr) 

and Thorium (Th) were 209 ppm, Rubidium 
(Rb) was detected at 86 ppm, and Chromium 
(Cr) was 57 ppm. In overall essence, the 
age of a landfill significantly influences its 
characteristics. Newly established landfills 
tend to contain a greater quantity of organic 
matter compared to older ones. 

Keywords: Heavy metal, mature landfill, organic 
material, soil characterisation, young landfill
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INTRODUCTION

Leachate is a fluid percolated through diverse solid waste, acquiring dissolved or suspended 
matter. Landfilling is a widely preferred technique for solid waste disposal in numerous 
countries, with Malaysia as a prime example. Malaysia has over 230 landfills (Daud 
et al., 2022; Norsa’adah et al., 2020). Most are open dumpsites, which present grave 
environmental concerns to public health and societal well-being. Landfilling is considered 
the most cost-effective and environmentally sound method for solid waste disposal 
compared to other techniques like composting, incineration, and gasification. Nonetheless, 
leachate production from landfills is a significant issue related to this disposal method 
(Daud et al., 2020; Hussein et al., 2019).

In a landfill, a series of interconnected physical, chemical, and biological processes 
take place, leading to the degradation or transformation of the waste. As water permeates 
through the landfill, leachate is generated from the solid waste through these processes 
(Sackey & Miezah, 2022). The properties of the leachate and soil generated in landfills 
exhibit significant variability, influenced by factors such as the makeup of the solid waste, 
the rate of precipitation, the hydrology of the site, the degree of compaction, the design of 
the cover, the age of the waste, the sampling methods, the interaction of the leachate with 
its surroundings, as well as the design and functioning practices (Salami & Susu, 2019).

Other than that, leachate from landfills can contaminate surface water and groundwater, 
leading to diverse problems in forming leachate water and the amount of pollutants 
contained. This contamination occurs mainly when heavy rain accelerates the leachate 
percolating process through the soil layers at the base of the landfill, combining with 
groundwater to cause pollution (Detho et al., 2021a). 

Leachate can be treated through various biological, chemical and physical treatments. 
The specific characteristics of the leachate govern the selection of a treatment method. In 
other words, the leachate treatment system is largely dictated by the individual properties 
of the leachate. The properties of leachate vary based on multiple factors, including climate, 
landfill age, amount of rainfall, operational practices at the landfill, and the volume and 
nature of the waste (Detho et al., 2021b; Zin, 2013).

Leachate from landfills contains high amounts of organic and inorganic material, heavy 
metals, and toxic chemicals in high concentrations. Landfill leachate constitutes a significant 
contributor to the contamination of both groundwater and surface water (Naveen et al., 2017). 
Leachate not only causes groundwater pollution but also soil contamination. Therefore, due 
to its characteristics, before leachate is discharged into the environment, it must be properly 
treated by physical, chemical and biological methods. The absorption of water leachate into 
the soil will cause pollution. Leachate from landfills causes pollution to ecosystems in the 
surrounding areas. In addition, soil contamination is also dangerous to surrounding landfills, 
the usage of landfills, and even to local communities that live nearby (Siddiqua et al., 2022). 
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Recently, researchers have been paying attention to leachate pollution and soil 
contamination around landfill areas due to the leachability of leachate from landfills. 
The soil serves as a natural filtration system for various substances present in water, 
including particles, toxic substances, acids, and some microorganisms. Its intricate layered 
composition helps reduce water runoff, capture larger particles, and neutralise acidic 
conditions in the soil (Dorioz et al., 2006).

In addition to leachate, soil plays a crucial role in landfill sites. It acts as a medium 
where contaminated materials are deposited and absorbs the leachate produced during the 
waste decomposition. Soil is a natural resource that requires careful monitoring due to its 
constant interactions with other media, such as air, groundwater, and surface water, through 
processes like evaporation, erosion, and infiltration (Ramaiah & Krishnaiah, 2014).

Soils have different textures like sandy, loamy, and clay soil, which were used as filters 
to reduce the quantity of organic and inorganic composition in leaching liquid. Texture 
and soil types will contribute to different absorption quantities and types of organic and 
inorganic compositions at a certain distance and depth of landfills. Therefore, soil is able 
to filter the content of inorganic substances present in the leachate water that goes through 
it. The type of inorganic substance that the soil can absorb depends on soil type and natural 
content in the soil itself. Therefore, soils become contaminated by leachate landfills because 
of their ability as a filter (Kanmani & Gandhimathi, 2013).

The age of a landfill strongly influences the properties of leachate. With an increase in 
landfill age, the biological decomposition of the deposited waste shifts from a relatively 
short decomposition phase to a longer phase, encompassing two sub-phases: acidic and 
methanogenic (Aziz, 2010). According to reports, the leachate from these two stages 
contains a variety of different substances. Volatile fatty acid concentrations in leachate 
from more recent landfills (young leachate) tend to be higher, which suggests that the 
leachate is more likely to be in the acidic phase. Younger landfills enter the acidic phase, 
and with time, they transition into the methanogenic phase. In the methanogenic phase, 
fatty acids from the acidic or acidogenic phase are converted into methane and carbon 
dioxide. This conversion between the two phases is time-consuming, as organic matter 
needs to decompose into gaseous and liquid fermentation products (Lindamulla et al., 
2022). The properties of leachate and soil at the landfill were important to determine the 
lead of contamination and to identify the correct treatment for leachate and its pollutants.

Therefore, in this study, the characteristics of leachate and soil, two different ages of 
landfills, i.e., young landfill (<5 years) and old landfill (>10 years), were investigated. 
Moreover, this research aims to conduct a comparative analysis between two landfills, 
Krubong Landfill Sites (KLS) and Bukit Bakri Landfill Sites (BBLS). Thus, this study 
can better understand leachate and lead to more efficient managerial solutions and 
treatability options.
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MATERIALS AND METHODS

Location of Landfills

The samples of leachate and soil were gathered from selected locations, namely the Bukit 
Bakri Landfill site (BBLS) in Muar and the Krubong Landfill site (KLS) in Melaka, 
Malaysia. During leachate and soil sample collection, safety equipment, storage for sample 
and procedure were followed. Leachate was kept in a closed container and labelled at 
cold storage at 4°C before being tested in the laboratory. For soil sample collection, grab 
samples with depths 0m and 1m were put in plastic bags and labelled separately. The landfill 
location shown in Figures 1 and 2 is selected based on the different ages of the landfill. 

BBLS was selected because the landfill was constructed in 2010 and is less than five 
years old. BBLS is situated at Latitude 2.0417° and Longitude 102.6722° Muar to Melaka. 
It has a total land area of 14.6 hectares and a leachate-gathered pond. The site accepts 
approximately 200–270 tons of waste.

Figure 1. Location points and geomorphological map

 Leachate collection point  Soil collection point

Figure 2. Location of landfills

Krubong landfill

Bukit Bakri Landfill

UTHM
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KLS is the oldest landfill, constructed in 1996 and classified as a mature landfill older 
than ten years. The landfill sites selected are classified as young and old landfills. KLS is 
situated at Latitude 2.286362° and Longitude 102.251043° Krubong to Melaka. It occupies 
a total area of 242 hectares and is equipped with a leachate-gathered pond and treatment 
plant. The site accepts approximately 900 tons of waste.

Leachate Samples Collection at the Site

Leachate was gathered from the collection pool using a submersible pump at a depth of 
1500 mm, and the sample points were the routes of leachate that were active with stream 
flow. Sampling was done thrice a month, and the samples were taken throughout the study 
for February and March, which is within the dry season. The leachate samples were placed 
into a polytetrafluoroethylene (TFE) plastic bottle until it was full and tightly closed. 
Then, they were transported back to the laboratory to be tested for BOD, COD, and pH 
content. Then, the leachate sample brought back to the lab was filtered through a 0.7µm 
glass microfiber filter to ensure no suspended solids were in the leachate during the testing 
procedure. Each sample was duplicated and stored in a cool room.

Characteristics of Leachate

The samples were gathered and examined to evaluate their properties and stability. 
Physical characteristics such as temperature and pH measurements were assessed after the 
sampling process. The chemical characteristics, COD, BOD and ammonium nitrogen, were 
determined using a DR 6000, and the readings were recorded in units of mg L-1 according 
to the standard method (Eaton & Franson, 2005). The concentration of metal Thorium 
(Th), Zirconium (Zr), Rubidium (Rb), Chromium (Cr), Vanadium (V), Gallium (Ga), and 
Cerium (Ce) was quantified using an inductively coupled plasma-optical mass spectrometer 
(ICPMS). Leaching tests are widely used to estimate the release of potentially hazardous 
elements from waste (Hashim et al., 2022). The test was conducted to ensure all the 
manufactured brick samples were satisfied and complied with standards. The USEPA SW 
864 Method 1311 was used for the leachability testing in this research. All the experiment 
work was analysed at the Environment Laboratory, UTHM. The results were compared 
to those previously published by Eaton and Franson (2005).

Soil Collection at Site

Soil samples were collected using Soil Auger due to the hardness and compactness of 
the soil in this landfill, as illustrated in Figure 3. Soil samples were collected to test the 
heavy metal concentration. The method used to take the soil sample is the grab samples 
method. Ten sampling points have been identified and collected at 5 m to 10 m around 
the parameter area of the landfill with depths of 0 m and 1m around the parameter 
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Figure 3. Soil collection techniques

area of the landfill to make a complete 
coverage around. The weight of each soil 
sample is about two kilograms. Collected 
samples were placed in plastic bags and 
labelled separately with each point. The 
same method is repeated at different points. 
Then, the soil samples were brought back 
to the laboratory for testing part.

Soil Preparation

Soil samples were placed on plates and oven-dried at 100± 5°C for 24 hours to ensure they 
were dry. After drying, soil samples were ground and crushed to facilitate sieving. All this 
work was done in the Geotechnical Engineering Laboratory, UTHM.

Pellet Preparation

Soil samples were shaped into pellets. The pellet should be in fine powder condition 
because X-rays can only penetrate a few millimetres from the sample’s surface. The soil 

Figure 4. Pellet preparation

samples that have been dried and crushed 
have to sieve through 63 µm. Then, soil 
samples were mixed with wax at a ratio of 
9:3, where 9 g were used for the soil sample, 
and 3 g were used for wax. Wax sticks the 
soil sample particles together in the pressed 
pellets process. Next, the samples were 
pressed into pellets using a compression 
machine and analysed. All the work has 
been done in the Environmental Analytical 
Laboratory, UTHM, as shown in Figure 4.

Laboratory Test for Soil Sample

Soil samples were analysed using X-Ray Fluorescence (XRF) to evaluate the heavy metal 
concentration in the soil sample. The soil samples were prepared in pellet shape before 
being used by the test XRF machine. The pellet processing should be in fine powder 
condition because X-rays can only penetrate a few millimetres from the surface of samples. 
Major element contents for the soil sample were measured using XRF equipment in the 
Environmental Analytical Laboratory at UTHM. XRF tool is a quantitative and qualitative 
analysis technique and very sensitive detection. The detection limit of this device depends 
on the elements to be analysed and the sample matrix, and detection limits are typically 
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between 10 and 100 ppm (part per million). XRF is frequently used for analysing major and 
trace elements in rock, minerals, and sediment due to its relatively easy and inexpensive 
sample preparation. This technique does not require sample digestion or fusion complex 
and is likely to increase the risk of errors.

RESULTS AND DATA ANALYSIS

Leachate Properties

Two landfills were selected in this study based on their age and activity characteristics of 
landfill. The leachate and soil collection samples were composed manually at two landfill 
sites, Bukit Bakri and KLS. The samples were preserved in a container filled with ice at 
4°C upon collection. A bottle of each sample (90 mL) for each site was also preserved in 
the container in case of need for data reproduction, according to Eaton and Franson (2005). 
The results of samples obtained from both sites during laboratory testing are illustrated 
in Table 1. Two different ages of landfills, i.e., young landfills (<5 years) and old landfills 
(>10 years), were investigated in this study. The average leachate properties values at KLS 
and BBLS, i.e., temperature (30.22°C and 30.06°C), pH (8.84 and 9.08), COD (3695 mg L-1 
and 11289 mg L-1), BOD (1695 mg L-1 and 3325 mg L-1), and ammonia nitrogen (1107 mg 
L-1 and 1390 mg L-1), were recorded based on MEQA standard limit. 

Table 1 
Properties of leachate at BBLS and KLS

Parameters
Bukit Bakri Landfill Krubong Landfill
Range

Average
Range

Average
High Low High Low

pH (0-14) 9.31 8.67 9.08 9.37 8.68 8.84
Temperature (°C) 29.72 28.12 30.06 32.58 28.12 30.22

COD (mg L-1) 18460 4425 11289 5210 3200 3695
BOD (mg L-1) 3690 3510 3325 2350 1073 1695

Ammonia, NH4
+ (mg L-1) 1519.52 1231.05 1390 1407.21 950.74 1107

pH Measurement

Figure 5 shows the comparison of pH value between BBLS and KLS. Results from 
BBLS show that it increases from an 8.90 pH value to a 9.27 pH value. A stable landfill 
is frequently greater than a young landfill (Kulikowska et al., 2008). KLS shows that pH 
values rise from 8.80 to 8.97. The variation may arise from the stable leachate generated 
while fermenting methane, either during or after the process. The Environmental Quality 
Regulation 2009 and Malaysian Environmental Quality Act (Act-127) provide a permitted 
pH range of 6.0 to 9.0 (Aziz et al., 2010).
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Temperature Measurement

Figure 6 shows the temperature values from 
both sites plotted against the time. The 
temperatures of the samples obtained from 
both sites are different. The temperatures 
highly depend on the local climate. From 
week 1 to week 2, the temperature is high 
because of sunny days in all locations, and 
from week 3 to week 4, the temperature 
drops from 30.06°C to 29.26°C due to 
rainy days. Figure 6 represents comparison 
temperatures between BBLS and KLS. The 
results show that from both landfill sites, the 
value of temperatures gradually decreased 
from 33.64°C to 28.30°C due to the sunny 
season to the rainy season. The decreasing 
trend for temperature in the site was affected 
by seasonal variations, ages of waste and 
location of waste, which have significant 
effects on temperatures (Keerio et al., 2020). 

Chemical Oxygen Demand (COD) 
Analysis

From Figure 7, the trend of the COD 
measurements is increasing on rainy days. 
COD values from both sites increase from 
sunny days to rainy days because organic 
matter from solid waste increases with 
the rainy week, which increases COD 
values. The result we can see here is that 
the COD values of sample BBLS (young 
landfill) are higher than KLS (old landfill). 
The maximum values indicated for BBLS 
were 18293 mg L-1, which seemed to 
exceed the acceptable levels stated by the 
Environmental Quality (Pollution Control 
from Solid Waste Transfer Stations and 
Landfills) Regulation 2009. COD values 

Figure 5. pH range comparison between BBLS and 
KLS

Figure 6. Temperature range comparison between 
BBLS and KLS
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Figure 7. COD value of BBLS and KLS
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were in the previous study, normally between (18000 and 2600 mg L-1) (Aziz et al., 2010). 
Meanwhile, the COD value from KLS, the results show that (5123 to 2667 mg L-1) were 
decreased due to dilution of seasonal variation, likely influenced by rainfall, which led to 
a reduction in the concentration of landfill leachate produced at the landfill site (Zainol et 
al., 2012). The results were a gradual decrease in both landfill COD values.

Biochemical Oxygen Demand (BOD) Analysis

Figure 8 demonstrates the BOD value of BBLS and KLS. BOD values from BBLS from 
week 1 to week 3 showed similar values, but in week 4, they decreased from 3583 mg L-1 to 

Figure 8. BOD value of BBLS and KLS
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Figure 9. Ammonia Nitrogen value between BBLS 
and KLS

2552 mg L-1. Meanwhile, the BOD value for 
KLS decreased from 2608 mg L-1 to 1128 mg 
L-1. In this study, BOD changes with landfill 
age. Generally, BOD levels for young 
landfills typically vary from 2000 to 30000 
mg L-1, while for older landfills, the range 
was 100 to 200 mg L-1 (Tchobanoglous et 
al., 1993). The BBLS value in this research 
aligns with previous researchers’ findings 
(Bashir et al., 2010). Nevertheless, the BOD 
for BBLS and KLS values seemed to exceed 
the acceptable levels (50 mg L-1), and the 
landfill leachate required treatments to be 
environmentally accepted.

Ammonia Nitrogen Measurement

Figure 9 represents the ammonia-N value 
between BBLS and KLS, which slightly 
increases weekly. Ammoniacal nitrogen 
levels in leachate samples from the BBLS 
and KLS ranged between 1316-1337 mg 
L-1 and 1112-1051 mg L-1, respectively. 
However, higher values ranging from 
1189 to 2117 mg L-1 have been reported 
in previous studies by other researchers 
(Ghafari et al., 2010; Aziz et al., 2010). The 
high ammoniacal nitrogen content is the 
main cause of algal growth enhancement, 
eutrophication, biological treatment 
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disruption and decreased dissolved oxygen (Keerio et al., 2022; Aziz et al., 2010). 
Consequently, its extreme toxicity, ammoniacal nitrogen poses a serious hazard to aquatic 
species (Bashir et al., 2010). Ammoniacal nitrogen concentrations typically vary from 10 to 
800 mg L-1 for young landfills (<5 years old) and from 20 to 40 mg L-1 for mature landfills 
(> 10 years old), respectively.

Heavy Metal Concentration

Figure 10 shows the concentration of heavy metals and compares the concentrations of 
heavy metals in BBLS and KLS in leachate samples tested using ICPMS. Barium (Ba) 
represents the highest concentration value of heavy metals, with 362ppb for BBLS and 
287ppb for KLS. Meanwhile, another heavy metal detected is Manganese (Mn) from 
both sites, with 277ppm in sample leachate from BBLS and 303 from KLS. The lowest 
heavy metals concentration in the leachate sample shows that Lead (Pb) with 14ppb and 
16ppb were detected, respectively. In general, the concentration of heavy metals rises as 
the waste age increases, which raises the solubility of the metal. The stable leachate does 
have decreased heavy metal contents at this point (Kulikowska, 2008).

Figure 10. Heavy metal comparison between BBLS and KLS
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Heavy Metal Concentration Composition of Soil

Figure 11 shows the soil heavy metals concentration composition from BBLS and KLS 
for this study findings. The result indicates that the soil from KLS exhibits the highest 
Barium (Ba) concentration at 409 ppm. Cesium (Cs) with 2 ppm was recorded as the 
lowest in soil sample BBLS. Meanwhile, soil samples from BBLS and KLS have a 
similar heavy metal concentration composition, Zirconium (Zr), with 209 ppm and 
297 ppm. Most heavy metal concentrations in soil samples are BBLS and KLS, where 
certain chemical compounds have the lowest concentration value, for example, Cobalt 
(CO) with 4 ppm and 5 ppm. 
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Figure 11 shows a comparison of heavy metal concentration between BBLS and KLS 
with major elements that are contained in a soil sample. The result shows that the highest 
value of heavy metal concentration is Barium (Ba), with 409 ppm in the soil sample from 
KLS. Meanwhile, the sample soil from BBLS with a heavy metal concentration of Barium 
(Ba) is 32 ppm. The similar value of heavy metal concentration from both sample soil in 
KLS and BBLS is Chromium (Cr), with 56 ppm and 57 ppm. Other than that, the lowest 
value of heavy metals concentration is Cobalt (Co), with 5 ppm and 4 ppm from KLS and 
BBLS. The result from XRF also supported the result from ICPMS where certain chemical 
compounds, for example, Lead (Pb), Zinc (Zn), Manganese (Mn), Vadium (V), Nickel (Ni) 
and Barium (Ba), where the heavy metals exist in leachate sample.

Figure 11. Comparison of heavy metals concentration between Bukit Bakri and KLS
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CONCLUSION

The main objective of this study is to study the leachate and soil characteristics of BBLS 
(young landfill) and KLS (old landfill). Physical parameter characteristics were pH and 
temperature. The pH values in BBLS and KLS were almost the same, 9.08 and 8.84. 
Meanwhile, the temperature results from BBLS and KLS were almost the same, 30.06°C 
and 30.22°C.

The chemical parameters analysed includes COD, BOD, and ammonia nitrogen. The 
average COD values from BBLS were recorded at 11289 mg L-1, and the COD value of 
KLS was recorded at 3695 mg L-1. The BOD result was recorded at 3325 mg L-1 from 
BBLS and 1695 mg L-1 from KLS. Ammonia nitrogen results for BBLS and KLS were 
1316–1337 mg L-1 and 1112-1051 mg L-1, respectively. 

For soil characteristics, the concentration of heavy metals in the sample from site KLS 
and BBLS was detected using XRF. The highest heavy metal concentration in sample KLS 
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Site is Barium (Ba) at 409 ppm, followed by Zirconium (Zr) at 297 ppm and Vanadium 
(V) at 114 ppm. The highest heavy metal concentration in sample BBLS Site is Zirconium 
(Zr), and Thorium (Th) was 209 ppm. Rubidium (Rb) was detected at 86 ppm, and 
Chromium (Cr) was detected at 57 ppm. For leachate results, the highest value of heavy 
metal concentration from BBLS and KLS is Barium with 32 ppb, and for KLS, Manganese 
(Mn) with 303 ppm. The result shows that Lead (Pb) represents the lowest value of heavy 
metal concentration in the leachate sample from BBLS with 14 ppm; for KLS, the lowest 
heavy metal concentration is also Lead (Pb) with a value of 16 ppm, respectively.

The result shows that seasonal variations, ages of waste, and location of waste where 
available moisture have significant effects on temperatures. This study demonstrates that the 
age of the leachate and soil significantly influences their composition. The biodegradable 
portion of organic contaminants in the leachate decreases with increasing landfill age. The 
overall conclusions and the result of the comparison show clearly that a landfill’s age affects 
its characteristics. In comparison to older landfills, more organic waste is often present 
in newer landfills. In general, new landfills have higher quantities of contaminants than 
older ones. In order to find a better understanding of this study, it is suggested that this 
study be extended to investigate leachate and soil characteristics in more specific detail 
with consideration of more aspects.
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ABSTRACT

Novel research has been conducted to characterize fiberboards made from palm frond fibers 
and polyester resin. In this study, polyester resin served as the matrix, and palm frond fibers 
with a size of 80 mesh were employed as the filler. The fiberboard composites were produced 
using a hot press at 70°C for 20 minutes, with varying mass compositions of polyester resin 
to palm frond fibers: S1 (60%:40%), S2 (65%:35%), S3 (70%:30%), S4 (75%:25%), and 
S5 (80%:20%). Parameters observed include physical properties (density and porosity), 
mechanical properties (impact, tensile, and flexural strength), and microstructure analysis 
using scanning electron microscope (SEM) and differential scanning calorimetry (DSC). The 
results indicate that S5 exhibits optimal properties, including a density value of 1.197 g/mL, 
low porosity at 0.232%, and mechanical characteristics with an impact strength of 271.251 
J/m2, tensile strength of 23.221 MPa, and flexural strength of 149.837 MPa. However, 
according to the DSC data, S1 stands out with a higher temperature water evaporating 
point at 82.48°C, indicating greater thermal stability. In addition, SEM results for the S5 
sample reveal minimal voids, enhancing the fiberboard composites’ physical and mechanical 

properties and demonstrating high stability. 
This fiberboard can be classified as a High-
Density Fiberboard (HDF) according to JIS 
A 5905:2003. It is a viable alternative for 
household furniture, offering a substitute for 
traditional wood.

Keywords: Composite, fiberboard, palm frond fiber, 
polyester resin
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INTRODUCTION 

The demand for construction materials is increasing rapidly due to global population 
growth and expanding infrastructure development (Krausmann et al., 2009). Unfortunately, 
this trend has led to higher deforestation, resulting in limited availability and higher 
wood prices (Deininger & Minten, 1999). It is crucial to explore alternative materials 
that can be used as a substitute for wood to mitigate this problem. One promising option 
is fiberboard, which can be made from various types of natural fibers and composites 
(Chaharmahali et al., 2008). The use of fiberboard has gained increasing attention in the 
field of construction and is expected to play an important role in sustainable development 
(Vitrone et al., 2021).

Fiberboard is a composite material of lignocellulosic substances, including natural 
fibers or wood dust, that are compressed with specialized adhesives (Arévalo & Peijs, 
2016). Its popularity as a construction material has increased due to its excellent mechanical 
strength and ease of processing. Numerous research studies have been conducted to 
improve the quality of fiberboard by using high lignocellulosic materials, such as corn 
cob waste strengthened with isocyanate resin and fibers from coconut husks and banana 
stems (Arévalo & Peijs, 2016; Kariuki et al., 2020; Sales et al., 2022; Wang & Hu, 2016). 
Exploring the use of natural fibers from various sources can expand the range of materials 
available for fiberboard production and potentially reduce waste in different industries.

Furthermore, using fiberboard can contribute to environmental conservation efforts as 
it is typically made from recycled materials and can be recycled again after use (González-
García et al., 2009). It can help reduce waste and promote a more sustainable construction 
approach. Moreover, fiberboard has several advantages over traditional wood-based 
materials, including higher durability, better moisture resistance, and easier maintenance 
(Yuan et al., 2022). These properties make it a desirable option for various applications, 
such as furniture, flooring, wall panels, and decorative items. 

Utilizing palm leaves as a raw material for fiberboard production provides an eco-
friendly solution to waste management and has the potential to produce high-quality 
products due to its high lignocellulose content (Ali et al., 2022). Lignocellulose is a complex 
structure found in plant cell walls, composed of cellulose, hemicellulose, and lignin, which 
provides strength and rigidity to the plant and is highly resistant to degradation. The high 
lignocellulose content in palm leaves makes them ideal for fiberboard production, providing 
excellent mechanical properties and durability to the final product.

To further enhance the quality of fiberboard, a suitable adhesive is required to bond the 
fibers together. The choice of adhesive plays a crucial role in determining the mechanical 
properties of the composite product (Kazayawoko et al., 1999). Polyester resin, a commonly 
used adhesive, has several advantages, such as its low cost, ability to withstand extreme 
conditions like heat, acid, and base, and resistance to deformation (Gao et al., 2019). As 
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demonstrated in recent research, polyester has been recognized for its remarkable resistance 
to a wide range of chemicals, acids, and solvents (Zhang et al., 2023). 

Incorporating palm frond fibers, which are emerging as a promising reinforcement 
agent for polymer composites, introduces the potential for our fiberboard to serve as an 
innovative thermal insulation material in construction applications (Mlhem et al., 2022). 
Therefore, this study aims to produce a novel fiberboard composite using palm frond 
fibers and polyester resin. The resulting fiberboard product is expected to possess desirable 
properties such as high strength, low density, and good dimensional stability, making it a 
viable wood alternative for construction needs and various equipment such as furniture 
(table or chair) and interior design. Eventually, this research will contribute to developing 
sustainable composite materials and provide an eco-friendly solution to address the 
environmental impact of wood used in the construction industry. 

MATERIALS AND METHODS 

The materials used were palm frond fibers (Figure 1), NaOH, polyester resin, methyl 
ethyl ketone peroxides (as a catalyst), and mirror glaze wax. The equipment includes an 
80-mesh sieve, digital balance, hot press, two iron plates, a 100 × 20 × 10 mm sample 
mold, a 500 mL glass beaker, aluminum foil, spatula, blender, stopwatch, vernier caliper, 
Universal Tensile Machine (UTM; GOTECH AI-7000M), Wolpert Impactor, Scanning 

Figure 1. Palm frond fiber raw material

Electron Microscope (SEM; JEOL-JSM-
6510LV), and Differential Scanning 
Calorimetry (DSC; Linseis STA PT 1600). 
The production of fiberboard composites 
was carried out in the Basic Chemistry 
Laboratory of Universitas Sumatera Utara. In 
contrast, the characterization of the physical, 
mechanical, and microstructural properties 
of the fiberboard composites was conducted 
in the Integrated Research Laboratory of 
Universitas Sumatera Utara, Indonesia.

Preparation of Palm Frond

The preparation of palm frond fibers was carried out in several stages. First, palm frond 
fibers were cleaned with water and soaked in 2% NaOH for 24 hours. This stage was 
done to separate the fibers from organic materials and other debris that were still attached 
to the fibers. Next, the soaked fibers were immersed in 12% NaOH and heated to 130°C 
for 120 minutes on a hotplate. The purpose of this stage was to break the bonds between 
cellulose, lignin and hemicellulose, facilitating the easy separation and refinement of the 
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fibers (Cai et al., 2016). The processed fibers were then cleaned with water and sun-dried. 
After complete drying, the fibers were ground and sieved through an 80-mesh screen to 
ensure homogeneity in size.

Manufacturing of Fiberboard Composites from Palm Frond Fiber with Polyester 
Resin Matrix

The procedure for making fiberboard composites from palm frond fibers with polyester 
resin matrix began with weighing the fibers and polyester resin. The composition of the 
polyester resin matrix used for palm frond fibers is presented in Table 1. The polyester 
resin was then mixed with methyl ethyl ketone peroxides as a catalyst in a ratio of 100:1 
to ensure a homogeneous mixture. Next, the mold was cleaned to prevent the mixture 
from sticking. An aluminum foil was placed on the iron plate as a base and cover for the 
mold. A mirror glaze was used to coat the mold, and an iron plate was used to prevent the 

Table 1
Composition of polyester resin and palm frond fiber 
in composite

Sample 
Code

Composition
Polyester Resin 

(%)
Palm Frond Fiber 

(%)
S1 60 40
S2 65 35
S3 70 30
S4 75 25
S5 80 20

Figure 2. The produced fiberboard composites

sample from sticking when it was removed. 
The mold used complies with ASTM D256 
standards and is sized at 100 × 20 × 10 mm.

The previously processed polyester 
resin mixture was then mixed with the palm 
frond fibers using a blender. The mixture 
was poured into the mold and leveled using a 
spatula. The mold was covered with an iron 
plate covered in aluminum foil and pressed 
for 20 minutes at a temperature of 70°C. 
Afterward, the sample was slowly removed 
from the mold. The appearance of the 
produced fiberboard composites can be seen 
in Figure 2. The sample was then subjected 
to physical and mechanical property testing. 
In this stage, tests such as density, porosity 
(Raza et al., 2023), impact strength (Ghori 
& Rao, 2021), tensile strength, and flexural 
strength (Patil et al., 2023) were performed 
to determine the quality of the fiberboard 
composites produced.

Density and Porosity Assessment

The density and porosity of the composites 
were determined by dividing the mass of 
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the cylindrical samples by their volume. Three replicates were tested, and the averages 
of these measurements were reported. A digital balance and vernier caliper were used to 
measure the mass and dimensions by ASTM C134 (Raza et al., 2023).

Impact Strength Measurement

All samples were cut and prepared by ASTM D256, resulting in six replicas with 100 × 
20 × 10 mm dimensions. Subsequently, the specimens were conditioned at 22°C with a 
humidity level of 50% for 48 hours before conducting the tests. The impact test used the 
Wolpert Impactor instrument (Ghori & Rao, 2021). 

Tensile Strength Measurement

The composites’ tensile test was carried out using the UTM, following the standard test 
method ASTM D3039. The crosshead movement was set at 0.02 mm per minute to ensure 
consistent testing conditions (Patil et al., 2023). 

Flexural Strength Measurement

ASTM D790, utilizing the UTM, assessed the flexural characteristics of the test specimens. 
The specimens were supported at both ends during the test, and a load was applied to the 
center until failure occurred, following a predetermined rate. The crosshead speed was 1 
mm/min (Patil et al., 2023).

RESULTS AND DISCUSSION

Density and Porosity Testing

In this study, composite materials underwent density and porosity testing to determine the 
ratio of pore volume to the total composite volume. Typically, porosity is expressed as 
open porosity. The results of these tests are presented in Figure 3.

Figure 3 shows that the highest density was obtained by S5 (sample with the highest 
polyester resin percentage), which is 1.197 g/mL because polyester resin was used as 
the matrix in the highest proportion, resulting in the fiberboard composites having the 
highest density. Additionally, optimal use of resin during molding will result in physical 
and mechanical properties values with excellent stability of a composite when it is molded 
(Romanzini et al., 2013). Fiberboard composite made from palm frond fibers using 
polyester resin as the matrix can be used as a composite board according to JIS (Japanese 
Industrial Standard) A 5905:2003, which requires a fiber or particle board density value 
higher than 0.80 g/mL in the High-Density Fiberboard (HDF). Therefore, all fiberboard 
composites produced with variations in polyester resin and palm frond fibers have met 
the established requirements.
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The raw materials were easily and evenly mixed in these compositions, resulting in a 
fiberboard composite with a sufficiently low percentage of pores. 

Understanding the porosity of the board is crucial as this property plays a key role 
in hot-pressing simulation models (Rebolledo et al., 2018). The porosity of fiberboard 
significantly influences transfer mechanisms and the development of density profiles. 
Analyzing how fiber size and density impact the material’s porosity can help determine 
optimal conditions for the vertical density profile, ultimately enhancing the overall quality 
of the fiberboard. The data in this study reveals a clear relationship between porosity and 
density (Rebolledo et al., 2018). Similarly, Shinoj et al. (2010) also observed a consistent 
trend: An inverse relationship between density and porosity. In other words, as porosity 
increases, density decreases, and vice versa. For instance, in the case of the S1 composite, 
an increase in porosity leads to more void spaces within the material, resulting in a lower 
overall density due to a reduced amount of solid material per unit volume. On the contrary, 
materials with lower porosity exhibit fewer void spaces, contributing to higher density.

Impact Strength

The impact strength test was conducted to determine the toughness of a sample under dynamic 
loading and whether the tested material was brittle or strong. It was performed using the 
Wolpert Impactor instrument. In this test, both ends of the sample were placed on supports, 
and then the impactor was quickly released towards the sample with dynamic load. The 
results of the impact strength test for the fiberboard composites are displayed in Figure 4.

Figure 4 shows that the highest impact strength of the composite was obtained by 
S5, with an impact strength value of 271.251 J/m2. The results indicate that the impact 
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Figure 3. Density and porosity of palm frond-based 
fiberboard composite

The highest  porosity value was 
observed in S1, with a composition of 60% 
polyester resin and 40% palm frond fiber, 
reaching a porosity value of 0.403%. It 
can be attributed to the uneven distribution 
of raw materials, particularly due to the 
hydrophilic properties of palm frond fibers, 
which tend to absorb more resin (Essabir 
et al., 2016). Consequently, areas where 
the fibers were inadequately mixed with 
the resin resulted in an uneven surface, 
increasing the presence of open pores in 
the fiberboard composites. Conversely, 
the lowest porosity was achieved with 
S5, yielding a porosity value of 0.232%. 
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strength increases as the composition of polyester resin as the matrix increases because 
the mechanical properties of polyester resin improve resistance to deformation when 
it is evenly mixed with other base materials and, therefore, increasing the composition 
of polyester resin will affect the impact strength value of the fiberboard composite. In 
previous studies, Raju and Balakrishnan (2020) reported that palm fiber modified with 
epoxy and glass fiber yielded the highest impact strength, measured at 116 J. However, in 
this present study, it has been observed that palm frond fiber modified with polyester resin 
demonstrates a significantly higher impact strength. This substantial difference in impact 
strength can be attributed to using polyester resin. Known for its excellent resistance to 
stress-induced deformation, polyester resin substantially increases the impact strength 
upon its incorporation into the composite, as evidenced by the findings of Daramola et al. 
(2023). Additionally, polyester is recognized as a shatter-proof material, making it a viable 
alternative to glass in the production of containers (Seixas et al., 2023).

Tensile and Flexural Strengths

When subjected to a pulling force, the internal bond strength, or the tensile strength test, 
assesses a material’s maximum load-bearing capacity. Meanwhile, the flexural strength 
test is designed to evaluate the composite’s resistance to loading at three flexure points 
and to measure its elasticity. Tensile and flexural strength tests were performed using a 
UTM, with the test conducted by applying a load to both ends of the sample. The obtained 
values can be observed in Figure 5.

Based on Figure 5, S5 demonstrates the highest tensile and flexural strength among the 
composites, with values of 23.221 MPa and 149.837 MPa, respectively. This composite’s 
tensile and flexural strengths are higher than the compressive strength. It can be attributed 
to the composite’s composition of resin and palm fiber, where the fiber orientation 

Figure 4. Impact strength of palm frond-based fiberboard composite
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contributes to enhanced stability in tensile and flexural strength (Hachaichi et al., (2021). 
The results indicate an impact and flexural strength increase as the matrix’s polyester resin 
composition increases. It aligns with Kalam et al. (2005), who found a decrease in tensile 
strength with higher palm fiber content in palm fiber epoxy composites. Additionally, as 
noted by Ramlee et al. (2021), several factors contribute to the lower tensile strength of 
palm composites, including poor adhesion capability, the hydrophilic nature of the fibers, 
and the random orientation of palm fibers within the matrix, resulting in inefficient stress 
transfer. Furthermore, decreased flexural strength with increasing palm fiber content leads 
to fiber failure and reduced composite strength (Karina et al., 2007). 

The fiberboard produced in this study can be a viable alternative to wood, particularly 
for crafting furniture (Rosli et al., 2024). Moreover, because this fiberboard falls under 
the category of HDF, it can be used for furniture and other applications such as laminate 
flooring and siding (Rowell, 2014; Tang et al., 2017).

SEM Morphology

Surface analysis of the fiberboard composites was conducted using SEM on samples S1 
and S5. Sample S1 was chosen because it had poor mechanical properties, while sample 
S5 had the highest mechanical properties compared to the other samples. Figure 6 shows 
the surface analysis results obtained using SEM.

The SEM test results on sample S1 suggest that many strands of palm frond fibers 
are not evenly distributed, resulting in clumps. It indicates that the composite is not 
homogeneously mixed, resulting in many unfilled spaces or voids not covered by the 
matrix, causing voids on the composite surface. Meanwhile, the SEM test results on sample 
S5 show that only a few palm frond fiber powders are unevenly mixed, and it is evident 
that the smooth surface reveals that the polyester resin binds the palm frond fibers evenly. 
It demonstrates that this composition’s composite components with lower palm fiber are 

Figure 5. Tensile and flexural strength of palm frond-based fiberboard composite
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more homogeneous (Chiromito et al., 2019). Similarly, as suggested by Raza et al. (2023), 
the homogeneity of the composite is influenced by the proportion of the polymer matrix. 
Composites with a higher proportion of polystyrene matrix compared to date surface palm 
fibers (DSF) exhibited no significant cleavage. This observation suggests DSF had a well-
dispersed homogeneous distribution within the polystyrene matrix. Notably, voids within 
a composite can reduce mechanical strength, act as stress concentrators, and contribute to 
reduced stiffness. In addition, the image of sample S5 presented in this study indicates a 
relatively lower formation of voids, resulting in the fiberboard composite exhibiting the 
most optimal physical and mechanical properties.

DSC Analysis

We conducted a DSC analysis on the palm fronds-based fiberboard composite to compare 
the heat required to raise the sample’s temperature. The analysis focused on the time- and 
temperature-dependent heat flow. Figure 7 displays the DSC thermogram.

The results of the DSC analysis were quantified in terms of degradation temperature 
values. The graph shows that the degradation of the materials began around 250°C. As 
depicted in Figure 7, during the heating phase lasting 5 to 10 minutes, an exothermic peak 
was observed in both the palm frond fiber raw material and composite thermograms. This 
peak indicates the evaporation of water, occurring at approximately 76.09°C. In the case 
of the palm frond fiber composite, a curing peak was also observed, which significantly 
decreased with a reduction in the percentage of palm fiber addition. As for samples S1 
to S5, with decreasing percentages of palm frond fiber in the composites, there was a 
corresponding decrease in the water evaporation temperature, ranging from 82.48 to 
67.82°C (Table 2). Notably, S1, containing the lowest polyester resin, exhibited the highest 
evaporation temperature.

These results suggest that an increase in palm fiber content has a diminishing effect 
on the thermal stability of the composites. As Ahmad et al. (2023) reported, the varying 

Figure 6. SEM morphology of palm frond-based fiberboard composite with a magnification of 1500× 
(A=S1 and B=S5)
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temperatures required for fibers to evaporate 
their water content can be attributed to the 
different non-substituted hydroxyl groups on 
their surfaces. Fibers with a higher affinity for 
water molecules require higher temperatures 
to evaporate their water content (Hachaichi 
et al., 2021). This study also found similar 
results, demonstrating that an increase in 
the percentage of polyhydroxybutyrate 
(decrease in degree of polymerization/

Figure 7. The DSC peaks for temperature degradation of palm fronds-based fiberboard with various composition

 Raw material
 S1
 S2
 S3
 S4
 S5

Table 2
Water evaporation temperature peaks (°C) from DSC 
analysis

Code Peak of glass temperature (°C)
Raw material 76.09

S1 82.48
S2 72.36
S3 71.66
S4 67.45
S5 67.82

DPF) in composite materials reduced their thermal stability. It was attributed to weakened 
hydrogen bonding and reduced mobility of cellulose chains in DPF, particularly after the 
composite’s dehydration process (Mlhem et al., 2022). 

CONCLUSION

Mixing palm frond fibers with a polyester resin matrix resulted in the production of a 
fiberboard composite that can serve as a substitute for wood. The material fulfilled the JIS 
A 5095:2003 assessment requirements with a “hard board” classification and underwent 
physical and mechanical testing. S5 demonstrated the best physical and mechanical 
properties, indicating an optimal mass ratio composition of 80% polyester resin and 20% 
palm frond fibers, as shown by the microstructure of the fiberboard composite. Testing 
resulted in the highest density of 1.197 g/mL, the lowest porosity of 0.232%, the optimal 
impact strength of 271.251 J/m2, tensile strength of 23.221 MPa, and flexural strength of 
149.837 MPa. The SEM microstructure analysis showed the least number of voids formed, 
supporting the fiberboard composites’ maximum physical and mechanical properties. 
However, based on the DSC analysis, S1 emerges with a notably higher temperature for 
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water evaporation, recorded at 82.48°C. These results imply that while S5 may excel in 
specific mechanical and physical properties, S1 exhibits superior thermal characteristics. 

This study has several limitations that merit consideration. While essential for 
controlled experimentation, the controlled laboratory conditions may not entirely replicate 
the variability encountered in real-world applications, thereby introducing a limitation 
regarding the study’s external validity. Moreover, the study did not address the long-term 
durability of the fiberboard composite, leaving uncertainties about its performance in real-
world environments over extended periods. Furthermore, the study predominantly focused 
on one manufacturing method—hot pressing—and did not explore alternative production 
techniques, limiting the understanding of potential material properties variations. Lastly, 
the evaluation of thermal stability was confined to the temperature of water evaporation, 
neglecting a broader exploration of other thermal properties and responses to diverse 
environmental conditions.

Future research should explore various avenues to enhance the understanding and 
applicability of the developed fiberboard composites. Investigating alternative fiber types 
or sizes beyond palm frond fibers would contribute to a more comprehensive understanding 
of the material’s versatility. Similarly, exploring diverse resin types, including bio-based 
or environmentally friendly options, can open avenues for creating more sustainable 
composite materials. Long-term durability studies under real-world conditions are essential 
to assess the material’s performance over extended periods and under varying environmental 
factors. A more thorough exploration of thermal properties, encompassing a broader 
range of temperatures and conditions, would provide valuable insights into the material’s 
behavior. Environmental impact assessments, including recyclability and biodegradability, 
are essential to determine the ecological footprint of the composite. Furthermore, future 
research should address variability in manufacturing conditions, such as temperature, 
pressure, and curing time, to ensure robust and consistent material properties.
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ABSTRACT 

This research addresses the challenges of using the Rapidly Exploring Random Tree (RRT) 
algorithm as a mobile robot path planner. While RRT is known for its flexibility and wide 
applicability, it has limitations, including careful tuning, susceptibility to local minima, and 
generating jagged paths. The main objective is to improve the smoothness of RRT-generated 
trajectories and reduce significant path curvature. A novel approach is proposed to achieve 
these, integrating the RRT path planner with a modified version of the Whale Optimization 
Algorithm (RRT-WOA). The modified WOA algorithm incorporates parameter variation (𝐶𝐶 ) 
specifically designed to optimize trajectory smoothness. Additionally, Piecewise Cubic Hermite 
Interpolating Polynomial (PCHIP) instead of conventional splines for point interpolation 
further smoothes the generated paths. The modified WOA algorithm is thoroughly evaluated 
through a comprehensive comparative analysis, outperforming other popular population-based 
optimization algorithms such as Particle Swarm Optimization (PSO), Artificial Bee Colony 
(ABC), and Firefly Algorithm (FA) in terms of optimization time, trajectory smoothness, and 
improvement from the initial guess. This research contributes a refined trajectory planning 

approach and highlights the competitive 
advantage of the modified WOA algorithm 
in achieving smoother and more efficient 
trajectories compared to existing methods.

Keywords: Bio-inspired optimization, mobile robot 
navigation, obstacle avoidance, optimization, path 
planning, path smoothing, RRT
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INTRODUCTION

There are four navigation difficulties in robotics: sensing, localization, motion control, 
and path planning. Path planning may be argued to be the most significant element for 
navigation procedures. It is the process of determining a collision-free path in a given 
environment, which is often cluttered in the real world (Alam & Rafique, 2015; Dao et 
al., 2016; Karur et al., 2021).

Since mobile robots are utilized in a variety of applications, researchers have devised 
ways to effectively adapt to their needs and overcome some of the key obstacles encountered 
while implementing fully or partially autonomous navigation in a cluttered environment 
(Dosoftei et al., 2021; Galli et al., 2017; Mac et al., 2016; Zhou et al., 2019). In order 
to simplify the path planning problem and ensure that the robot runs/moves smoothly 
in a cluttered environment while avoiding obstacles, the configuration space must be 
matched with the algorithm. Multiple path-planning and path-finding techniques exist, 
with their usefulness depending on the system’s kinematics, the environment’s dynamics, 
the computational capabilities of the robot, and the availability of input from sensors and 
other sources. The trade-offs between algorithm performance and complexity also rely on 
the use case.

Research in robotics, particularly in the subfield of autonomous navigation, significantly 
emphasizes the concept of robot path planning. Path planning algorithms build trajectories 
for robots to follow so that they can safely and effectively reach their destinations.

The Rapidly Exploring Random Tree (RRT) method is one of the most well-known 
approaches to path design. This sampling-based motion planning algorithm employs a 
“randomized” technique to explore the space for obstacles and generate a tree of possible 
paths. RRT was given its name because it uses a “randomized” approach. In the first step 
of the process, points in the space are sampled at random, and then a tree is constructed 
by linking the sampled points with edges. The tree’s potential to reach new spots that 
have never been sampled increases as the tree continues to mature. As soon as it reaches 
its objective, it navigates the tree in reverse, looking for the most direct route from the 
beginning to the end.

Numerous enhancements to RRT, such as RRT-Connect, RRT*, and Bi-directional 
RRT (Bi-RRT), have been developed and implemented. RRT* is an extension of RRT that 
employs heuristics to select nodes more likely to lead to the objective. RRT was originally 
developed to determine which nodes are most likely to do so. It chooses which nodes are 
more promising based on a cost function and saves time by avoiding portions of the space 
that have already been searched. It is done to maximize the likelihood of finding useful 
information (Jeong et al., 2019; Li et al., 2014; Naderi et al., 2015; Yu & Xiang, 2021). 
Similarly, Bi-RRT is an RRT extension that generates two distinct trees, one starting at 
the start point and one starting at the goal point. It then looks for a path between the two 
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trees to identify the most efficient route from the beginning to the end of the maze. This 
method is more effective than the RRT technique since it only needs to search half of the 
space, which significantly increases speed (Xinyu et al., 2019).

Overall, RRT and its variants are powerful and flexible algorithms that can be used 
in a wide variety of applications. They are a great choice for path planning in unknown 
or dynamic environments. RRT’s strength is that it uses minimal heuristics and arbitrary 
parameters and does not require state-to-state linkages. This facilitates the application of 
RRTs to non-holonomic and kinodynamic planning (Lavalle & Kuffner, 2001).

However, RRT may have several downsides. First, RRTs can be challenging to tune 
properly and may necessitate numerous tries to determine the ideal configuration. Second, 
RRTs are susceptible to local minima, which means that the algorithm may become stalled 
in a local optimum and unable to progress to a more optimal solution. Lastly, the path 
generated by RRT is typically jagged and not smooth (Abbadi & Matousek, 2014).

Paper Scopes and Objectives

The primary objective of this paper is to enhance the smoothness of the trajectory generated 
by the RRT path planner. A secondary objective is to minimize significant curvature along 
the path, particularly in challenging areas characterized by tight turns or narrow passages. 
The final objective of this study is to ensure path validity and collision avoidance by 
devising an approach that guarantees the generated trajectory remains clear of obstacles 
within the given map environment.

RRT Path Smoothing Strategies

The RRT path smoothing strategies will be discussed in depth—the strategy employed is 
population-based optimization. Figure 1 shows the flowchart of the proposed method. Each 
step in the flowchart will be explained in great detail in the next subsections.

Generating Initial Path Using RRT 

Figure 2 shows the sequence of RRT. The xtree is initialized at the start point. While searching 
for the goal point, the algorithm will sample a random point xrand inside a search space (in 
this case, an occupancy map). The algorithm will find the nearest node xnear inside xtree to 
the sample point xrand. Then, a new node, xnew, is generated along the line connecting xrand 
and the nearest node, with a distance less than the calculated distance. The path between 
xnew and xnear is then checked for collision. If no collision is detected, the new point xnew 
is added to the tree xtree. These steps are repeated until the goal point or the maximum 
iteration is reached. If a goal point is reached, the path 𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅���������⃗   from the start point is traced 
until the goal point.
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Figure 2. RRT algorithm

Figure 1. Flowchart of the proposed solution

1: while xgoal≠ reached do
2: Sample random position xrand inside a map
3: Find nearest point xnear

4: Find a new point xnew along the line between xnear and xrand

5: if isCollision (path) then
6:  continue
7: end if
8: Add xnew to xtree

9: end while
10: return xtree

11: return 𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅���������⃗  
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Figure 3. Initialization population solution

Population Initialization 

Population-based optimization methods constitute a category of computational algorithms 
that derive inspiration from the collective behavior witnessed within natural populations, 
including animal groups and species evolution. The underlying principle intrinsic to these 
methods is the meticulous preservation of a population of candidate solutions, commonly 
referred to as individuals or agents, to methodically explore the vast search space and 
discern the globally optimal solution. 

The population X with a solution size of n is generated. In our case, the first potential 
solution 𝑋𝑋1����⃗    will be the original RRT path 
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Figure 4. Comparison of different types of interpolation modes in MATLAB (adapted from MATLAB, 2020)

solutions inside the population, the 
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interpolated linearly to produce 100 (x,y) points 
Pcandidate = {(x1, y1) ... (x100, y100)} where the points 
were ranked from start point to goal point. This 
step samples the search space for the optimization 
algorithm. For the next consecutive solutions 𝑋𝑋2����⃗  - 𝑋𝑋𝑛𝑛����⃗    
, p number of points will be randomly selected from 
the search area. Figure 3 shows the initialization of 
population X, where the first individual solution is 
assigned to 
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It is important to note that the primary objective of this paper is to improve the smoothness of 𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅���������⃗ . .

Piecewise Cubic Hermite Interpolating Polynomial (PCHIP)

Minimizing significant curvatures around corners, especially in confined spaces, is 
important as they can lead to inaccuracies to achieve a smooth trajectory path. Using the 
MATLAB function, Piecewise Cubic Hermite Interpolating Polynomial (PCHIP), instead 
of the conventional spline approach for point interpolation, as shown in Figure 4, helps 

Sample points
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Cubic spline

-3               -2                -1                0                 1                2                 3

1.5

1.0

0.5

0.0

-0.5

-1

-1.5



2332 Pertanika J. Sci. & Technol. 32 (5): 2327 - 2342 (2024)

Izzati Saleh, Nuradlin Borhan and Wan Rahiman

address this issue effectively. The cubic interpolant P(x) maintains the shape of the data. 
The slopes at points xj are chosen so that P(x) preserves the data’s shape and respects 
monotonicity. On intervals where the data are uniform, P(x) is also uniform, and at intervals 
where the data have a local extremum, P(x) also has a local extremum (MATLAB, 2020). 

Objective Functions

Objective functions are devised to evaluate the fitness quality of solutions in the population. 
They comprise three essential components for improving global trajectory planning:  
smoothness cost (𝑓𝑓1�𝑋𝑋𝑖𝑖���⃗ �), (2) fuel cost (𝑓𝑓2�𝑋𝑋𝑖𝑖���⃗ �), and (3) safety cost (𝑓𝑓3�𝑋𝑋𝑖𝑖���⃗ �), where 𝑋𝑋𝑖𝑖���⃗  represents the solution within the 

population. p  

It is important to note that the primary objective of this paper is to improve the smoothness of 𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅���������⃗ . 

 fuel cost (𝑓𝑓1�𝑋𝑋𝑖𝑖���⃗ �), (2) fuel cost (𝑓𝑓2�𝑋𝑋𝑖𝑖���⃗ �), and (3) safety cost (𝑓𝑓3�𝑋𝑋𝑖𝑖���⃗ �), where 𝑋𝑋𝑖𝑖���⃗  represents the solution within the 

population. p  

It is important to note that the primary objective of this paper is to improve the smoothness of 𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅���������⃗ . 

 and safety cost (𝑓𝑓1�𝑋𝑋𝑖𝑖���⃗ �), (2) fuel cost (𝑓𝑓2�𝑋𝑋𝑖𝑖���⃗ �), and (3) safety cost (𝑓𝑓3�𝑋𝑋𝑖𝑖���⃗ �), where 𝑋𝑋𝑖𝑖���⃗  represents the solution within the 

population. p  

It is important to note that the primary objective of this paper is to improve the smoothness of 𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅���������⃗ . 

 where (𝑓𝑓1�𝑋𝑋𝑖𝑖���⃗ �), (2) fuel cost (𝑓𝑓2�𝑋𝑋𝑖𝑖���⃗ �), and (3) safety cost (𝑓𝑓3�𝑋𝑋𝑖𝑖���⃗ �), where 𝑋𝑋𝑖𝑖���⃗  represents the solution within the 

population. p  

It is important to note that the primary objective of this paper is to improve the smoothness of 𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅���������⃗ . 

 represents 
the solution within the population.

It is important to note that the primary objective of this paper is to improve the 
smoothness of 
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minimum, it is crucial to consider the fuel cost and safety cost objectives. Without 
incorporating these two objectives, the resulting solution path may appear smooth but not 
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It emphasizes the significance of a holistic approach, considering both smoothness 
and practical constraints. The proposed methodology ensures a smooth path and a viable 
and reliable trajectory by addressing the fuel cost and safety cost objectives alongside the 
smoothness objective.

Path Smoothness, 𝒇𝒇𝟏𝟏�𝑿𝑿𝒊𝒊����⃗ �  

Equation 5 can calculate the smoothness of each path. The path is viewed as a sequence 
of segments, and the angle of the triangle it forms is calculated. There is a total segment 
of p – 1, and cos α for each segment i can be determined (Equations 1 to 3).  
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The smoothness of the whole path can be calculated by taking the sum of the 
smoothness of all the segments (Equation 4).

α�𝑋𝑋𝑖𝑖���⃗ � = ∑ 𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝−1
𝑘𝑘=1  α𝑖𝑖     

α(𝑋𝑋𝑖𝑖) (Equation 5).  

𝑓𝑓1�𝑋𝑋𝑖𝑖���⃗ � = α�𝑋𝑋𝑖𝑖����⃗ �
𝑝𝑝−1

      

       [4]

The path smoothness function is then determined by taking the average value of all 
the 

α�𝑋𝑋𝑖𝑖���⃗ � = ∑ 𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝−1
𝑘𝑘=1  α𝑖𝑖     

α(𝑋𝑋𝑖𝑖) (Equation 5).  

𝑓𝑓1�𝑋𝑋𝑖𝑖���⃗ � = α�𝑋𝑋𝑖𝑖����⃗ �
𝑝𝑝−1

      

 (Equation 5). 



2333Pertanika J. Sci. & Technol. 32 (5): 2327 - 2342 (2024)

Smoothing RRT Path Using Optimization Method

𝑓𝑓1�𝑋𝑋𝑖𝑖���⃗ � = α�𝑋𝑋𝑖𝑖����⃗ �
𝑝𝑝−1

                                                     [5] 

It is important to note that a lower value of the smoothness function indicates a smoother path. The 

smoothness function does not have a specific unit of measurement. 
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The fuel cost is determined by Equation 6. 
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where (𝑥𝑥𝑘𝑘 ,𝑦𝑦𝑘𝑘), (𝑘𝑘 = 1,2,3 …𝑝𝑝) is the sequence of points inside path 𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅���������⃗  with a total number of 

sequences 𝑝𝑝. The fuel cost is measured in meters, m. 

Valid Cost, 𝒇𝒇𝟑𝟑�𝑿𝑿𝒊𝒊����⃗ �  

The validity of the path sequence is examined according to Equation 7 to ensure the robot's safety during 

navigation. A considerable penalty β is imposed on the cost function if the distance between the point 

�𝑥𝑥𝑗𝑗 ,𝑦𝑦𝑗𝑗 � and the obstacle 𝑑𝑑𝑐𝑐𝑜𝑜𝑐𝑐  is smaller than the specified safety distance 𝑑𝑑𝑐𝑐 . There is no unit for this 

objective function. 

 𝑓𝑓3�𝑋𝑋𝑖𝑖���⃗ � = �β            𝑑𝑑𝑐𝑐𝑜𝑜𝑐𝑐 ≤ 𝑑𝑑𝑐𝑐
0           𝑑𝑑𝑐𝑐𝑜𝑜𝑐𝑐 ≥ 𝑑𝑑𝑐𝑐

                                                [7]    

The total cost function for each solution 𝑋𝑋𝑖𝑖���⃗  is determined by Equation 8. 

 𝑓𝑓�𝑋𝑋𝑖𝑖���⃗ � = 𝑓𝑓1�𝑋𝑋𝑖𝑖���⃗ � + 𝑓𝑓2�𝑋𝑋𝑖𝑖���⃗ � ∗ �1 + 𝑓𝑓3�𝑋𝑋𝑖𝑖���⃗ ��                                   [8]  

The resultant path example solution for 𝑋𝑋1 to 𝑋𝑋3 is shown in Figure 5.  
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The resultant path example solution for 
X1 to X3 is shown in Figure 5. 

Whale Optimization Algorithm (WOA)

The optimization algorithm can be 
employed after initializing the population 
and specifying the objective functions. This 
paper presents the application of the WOA 
as the chosen optimization method.

WOA was initially proposed by Mirjalili 
and Lewis (2016). It is an optimization 
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algorithm that inspires humpback whales. Once they have discovered their target, humpback 
whales can encircle it. The WOA approach operates under the premise that the current best 
candidate solution is either the prey of interest or is very near to the optimal because the 
placement of the optimal design inside the search space is a priori unknown. Once the best 
search agent has been selected, the remaining search agents will attempt to draw closer to 
it. This behavior is demonstrated through Equations 9 and 10:

𝐷𝐷��⃗ = �𝐶𝐶 ⋅ 𝑋𝑋∗����⃗ (𝑡𝑡) − �⃗�𝑋(𝑡𝑡)�                                                     [9]  

 �⃗�𝑋(𝑡𝑡 + 1) = 𝑋𝑋∗����⃗ (𝑡𝑡) − 𝐴𝐴.𝐷𝐷��⃗                                                  [10] 

where 𝑡𝑡 indicates the current iteration, 𝐴𝐴 and 𝐶𝐶 are coefficient vectors, 𝑋𝑋∗ is the position vector of the 

best solution obtained so far, and  �⃗�𝑋 is the position vector. It is important to note that 𝑋𝑋∗ should be 

adjusted after each iteration if a better solution exists. 

The vectors 𝐴𝐴 and 𝐶𝐶 are calculated as Equations 11 and 12: 

 𝐴𝐴 = 2�⃗�𝑎 ⋅ 𝑟𝑟𝑎𝑎𝑛𝑛𝑑𝑑( ) − �⃗�𝑎                                                         [11]  

 𝐶𝐶 = 2 ⋅ 𝑟𝑟𝑎𝑎𝑛𝑛𝑑𝑑( )                                                              [12]  

where �⃗�𝑎  is linearly decreased from 2 to 0 throughout iterations (in both exploration and exploitation 

phases), and 𝑡𝑡ℎ𝑒𝑒 𝑟𝑟𝑎𝑎𝑛𝑛𝑑𝑑( ) is a random vector in [0,1]. 
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 �⃗�𝑋(𝑡𝑡 + 1) = 𝑋𝑋∗����⃗ (𝑡𝑡) − 𝐴𝐴.𝐷𝐷��⃗                                                  [10] 
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Bubble-net Aattacking Method (Exploitation Phase) 

In order to mathematically model the bubble-net behavior of humpback whales, two 
approaches are designed as follows:
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It is accomplished by reducing the value of 
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 𝐴𝐴 = 2�⃗�𝑎 ⋅ 𝑟𝑟𝑎𝑎𝑛𝑛𝑑𝑑( ) − �⃗�𝑎                                                         [11]  
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 n in Equation 12. Note that the fluctuation 
range of 
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 𝐴𝐴 = 2�⃗�𝑎 ⋅ 𝑟𝑟𝑎𝑎𝑛𝑛𝑑𝑑( ) − �⃗�𝑎                                                         [11]  
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phases), and 𝑡𝑡ℎ𝑒𝑒 𝑟𝑟𝑎𝑎𝑛𝑛𝑑𝑑( ) is a random vector in [0,1]. 

 is a random number in the interval  
[–a,a] where a is decreased from 2 to 0 throughout iterations.

Spiral Updating Position

A spiral equation is established between the whale’s position and its prey to simulate the 
helix-shaped movement of humpback whales (Equation 13).

�⃗�𝑋(𝑡𝑡 + 1) = 𝐷𝐷′����⃗ ⋅ 𝑒𝑒𝑥𝑥𝑝𝑝𝑜𝑜𝑏𝑏 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐(2π𝑏𝑏) + 𝑋𝑋∗����⃗ (𝑡𝑡)                             [13] 

where 𝐷𝐷′����⃗  is represented in Equation 14 and indicates the distance between the 𝑖𝑖-th whale to the prey 

(best solution obtained so far), 𝑜𝑜 is a constant for defining the shape of the logarithmic spiral, 𝑏𝑏 is a 

random number in [−1,1] and ⋅ is an element-by-element multiplication.  

 𝐷𝐷′����⃗ = �𝑋𝑋∗����⃗ (𝑡𝑡) − �⃗�𝑋(𝑡𝑡)�                                                    [14] 

     [13]

where 

�⃗�𝑋(𝑡𝑡 + 1) = 𝐷𝐷′����⃗ ⋅ 𝑒𝑒𝑥𝑥𝑝𝑝𝑜𝑜𝑏𝑏 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐(2π𝑏𝑏) + 𝑋𝑋∗����⃗ (𝑡𝑡)                             [13] 

where 𝐷𝐷′����⃗  is represented in Equation 14 and indicates the distance between the 𝑖𝑖-th whale to the prey 

(best solution obtained so far), 𝑜𝑜 is a constant for defining the shape of the logarithmic spiral, 𝑏𝑏 is a 

random number in [−1,1] and ⋅ is an element-by-element multiplication.  

 𝐷𝐷′����⃗ = �𝑋𝑋∗����⃗ (𝑡𝑡) − �⃗�𝑋(𝑡𝑡)�                                                    [14] 

 is represented in Equation 14 and indicates the distance between the i-th whale to 
the prey (best solution obtained so far), b is a constant for defining the shape of the logarithmic 
spiral, l is a random number in [–1,1] and . is an element-by-element multiplication. 
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�⃗�𝑋(𝑡𝑡 + 1) = 𝐷𝐷′����⃗ ⋅ 𝑒𝑒𝑥𝑥𝑝𝑝𝑜𝑜𝑏𝑏 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐(2π𝑏𝑏) + 𝑋𝑋∗����⃗ (𝑡𝑡)                             [13] 

where 𝐷𝐷′����⃗  is represented in Equation 14 and indicates the distance between the 𝑖𝑖-th whale to the prey 

(best solution obtained so far), 𝑜𝑜 is a constant for defining the shape of the logarithmic spiral, 𝑏𝑏 is a 

random number in [−1,1] and ⋅ is an element-by-element multiplication.  

 𝐷𝐷′����⃗ = �𝑋𝑋∗����⃗ (𝑡𝑡) − �⃗�𝑋(𝑡𝑡)�                                                    [14]        [14]

Humpback whales swim simultaneously in a diminishing circle and spiral pattern 
around their prey. It is assumed that there is a 50% likelihood of picking either the shrinking 
encirclement mechanism or the spiral model to update the whales’ position to characterize 
this concurrent behavior. In addition to the bubble-net method, humpback whales search 
for prey randomly. The mathematical model of the search is as follows.

Search for Prey (Exploration Phase)

Value  �𝐴𝐴� > 1 emphasizes exploration and permits the WOA algorithm to perform a global search. The 

mathematical model looks like this (Equations 15 and 16): 

 𝐷𝐷��⃗ = �𝐶𝐶 ⋅ 𝑋𝑋𝑟𝑟𝑎𝑎𝑛𝑛𝑑𝑑�����������⃗ (𝑡𝑡) − �⃗�𝑋(𝑡𝑡)�                                                    [15]  

 �⃗�𝑋(𝑡𝑡 + 1) = 𝑋𝑋𝑟𝑟𝑎𝑎𝑛𝑛𝑑𝑑�����������⃗ (𝑡𝑡) − 𝐴𝐴 ⋅ 𝐷𝐷��⃗                                                  [16]  

where 𝑋𝑋𝑟𝑟𝑎𝑎𝑛𝑛𝑑𝑑   

 emphasizes exploration and permits the WOA algorithm to perform a global 
search. The mathematical model looks like this (Equations 15 and 16):

 �𝐴𝐴� > 1 emphasizes exploration and permits the WOA algorithm to perform a global search. The 

mathematical model looks like this (Equations 15 and 16): 

 𝐷𝐷��⃗ = �𝐶𝐶 ⋅ 𝑋𝑋𝑟𝑟𝑎𝑎𝑛𝑛𝑑𝑑�����������⃗ (𝑡𝑡) − �⃗�𝑋(𝑡𝑡)�                                                    [15]  

 �⃗�𝑋(𝑡𝑡 + 1) = 𝑋𝑋𝑟𝑟𝑎𝑎𝑛𝑛𝑑𝑑�����������⃗ (𝑡𝑡) − 𝐴𝐴 ⋅ 𝐷𝐷��⃗                                                  [16]  

where 𝑋𝑋𝑟𝑟𝑎𝑎𝑛𝑛𝑑𝑑   

       [15] 

 �𝐴𝐴� > 1 emphasizes exploration and permits the WOA algorithm to perform a global search. The 

mathematical model looks like this (Equations 15 and 16): 

 𝐷𝐷��⃗ = �𝐶𝐶 ⋅ 𝑋𝑋𝑟𝑟𝑎𝑎𝑛𝑛𝑑𝑑�����������⃗ (𝑡𝑡) − �⃗�𝑋(𝑡𝑡)�                                                    [15]  

 �⃗�𝑋(𝑡𝑡 + 1) = 𝑋𝑋𝑟𝑟𝑎𝑎𝑛𝑛𝑑𝑑�����������⃗ (𝑡𝑡) − 𝐴𝐴 ⋅ 𝐷𝐷��⃗                                                  [16]  

where 𝑋𝑋𝑟𝑟𝑎𝑎𝑛𝑛𝑑𝑑   

      [16] 

where Xrand is a random position vector (a random whale) chosen from the current population.

Proposed Modification

In order to further improve the smoothness of the path, an adaptive value of 𝐶𝐶 

𝐷𝐷��⃗  

�⃗�𝑋(𝑡𝑡 + 1) 

 is proposed 
based on the occupancy of the X* points instead of a constant number. The occupancy of 
a grid point inside an occupancy map is shown in Equation 17, where 0 is considered free 
space, 1 is considered occupied space and –1 is considered an unknown space. The constant 
value 2 is replaced with Equation 18, which means that 

𝐶𝐶 

𝐷𝐷��⃗  

�⃗�𝑋(𝑡𝑡 + 1) 

 and consequently 

𝐶𝐶 

𝐷𝐷��⃗  

�⃗�𝑋(𝑡𝑡 + 1)  is 
only updated when the occupancy of the point is free space or an unknown space. The 
modified equation of C is shown in Equation 19.

𝑐𝑐𝑐𝑐𝑐𝑐𝑋𝑋∗(𝑡𝑡)���������������⃗ ∪ 𝑀𝑀 =  �
0                 𝑓𝑓𝑟𝑟𝑒𝑒𝑒𝑒 𝑐𝑐𝑝𝑝𝑎𝑎𝑐𝑐𝑒𝑒
1        𝑐𝑐𝑐𝑐𝑐𝑐𝑜𝑜𝑝𝑝𝑖𝑖𝑒𝑒𝑑𝑑 𝑐𝑐𝑝𝑝𝑎𝑎𝑐𝑐𝑒𝑒
−1      𝑜𝑜𝑛𝑛𝑘𝑘𝑛𝑛𝑐𝑐𝑢𝑢𝑛𝑛 𝑐𝑐𝑝𝑝𝑎𝑎𝑐𝑐𝑒𝑒

                                   [17] 

 𝑢𝑢��⃗ = 1 − 𝑐𝑐𝑐𝑐𝑐𝑐𝑋𝑋∗(𝑡𝑡)���������������⃗                                                        [18] 

 𝐶𝐶 = 𝑢𝑢��⃗ ⋅ 𝑟𝑟𝑎𝑎𝑛𝑛𝑑𝑑( )                     

     [17]𝑐𝑐𝑐𝑐𝑐𝑐𝑋𝑋∗(𝑡𝑡)���������������⃗ ∪ 𝑀𝑀 =  �
0                 𝑓𝑓𝑟𝑟𝑒𝑒𝑒𝑒 𝑐𝑐𝑝𝑝𝑎𝑎𝑐𝑐𝑒𝑒
1        𝑐𝑐𝑐𝑐𝑐𝑐𝑜𝑜𝑝𝑝𝑖𝑖𝑒𝑒𝑑𝑑 𝑐𝑐𝑝𝑝𝑎𝑎𝑐𝑐𝑒𝑒
−1      𝑜𝑜𝑛𝑛𝑘𝑘𝑛𝑛𝑐𝑐𝑢𝑢𝑛𝑛 𝑐𝑐𝑝𝑝𝑎𝑎𝑐𝑐𝑒𝑒

                                   [17] 

 𝑢𝑢��⃗ = 1 − 𝑐𝑐𝑐𝑐𝑐𝑐𝑋𝑋∗(𝑡𝑡)���������������⃗                                                        [18] 

 𝐶𝐶 = 𝑢𝑢��⃗ ⋅ 𝑟𝑟𝑎𝑎𝑛𝑛𝑑𝑑( )                     

        [18]

𝑐𝑐𝑐𝑐𝑐𝑐𝑋𝑋∗(𝑡𝑡)���������������⃗ ∪ 𝑀𝑀 =  �
0                 𝑓𝑓𝑟𝑟𝑒𝑒𝑒𝑒 𝑐𝑐𝑝𝑝𝑎𝑎𝑐𝑐𝑒𝑒
1        𝑐𝑐𝑐𝑐𝑐𝑐𝑜𝑜𝑝𝑝𝑖𝑖𝑒𝑒𝑑𝑑 𝑐𝑐𝑝𝑝𝑎𝑎𝑐𝑐𝑒𝑒
−1      𝑜𝑜𝑛𝑛𝑘𝑘𝑛𝑛𝑐𝑐𝑢𝑢𝑛𝑛 𝑐𝑐𝑝𝑝𝑎𝑎𝑐𝑐𝑒𝑒

                                   [17] 

 𝑢𝑢��⃗ = 1 − 𝑐𝑐𝑐𝑐𝑐𝑐𝑋𝑋∗(𝑡𝑡)���������������⃗                                                        [18] 

 𝐶𝐶 = 𝑢𝑢��⃗ ⋅ 𝑟𝑟𝑎𝑎𝑛𝑛𝑑𝑑( )                            [19] 

The algorithm for the WOA is shown in Figure 6. The maximum iteration number tmax 
is set to 20 for all the experiments.

EXPERIMENTAL SETUP AND PERFORMANCE EVALUATION 

An experimental setup was devised to assess the proposed method’s robustness. Two 
factors were varied in the environment: the start-goal points and the randomness of RRT 
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path solutions. The algorithm’s versatility and robustness in accommodating different 
configurations can be evaluated by altering the start-goal points.

The RRT algorithm generates paths based on random sampling, resulting in potential 
variations with each execution. The Random Number Generator (RNG) seeds were saved 
for data collection to ensure the planned path’s reproducibility. Three sets of RNG seeds 
were selected to test the algorithm’s robustness. The initial solution within the population, 
denoted as X, was recorded to facilitate a fair performance comparison among optimization 
algorithms. This guarantees that all optimization algorithms start with the same set of 
solutions and the same population size for each trial.

Environment Setup

Figures 7 and 8 illustrate the six different environmental setups used in the experiment. The 
occupancy map is based on the Engineering Design Lab in the USM Engineering Campus. 
It is inflated with a radius of 0.4m, corresponding to the physical size of the hardware robot. 
This inflation ensures that the initial planned path generated by the RRT algorithm is feasible 
for the robot to navigate. The simulation experiment was implemented using MATLAB ver. 
2020b and executed on a laptop with an Intel Core i7-1065G7 CPU @1.30GHz.

1: Initialize the whales population Xi(i = 1,2…n)
2: Calculate the fitness of each search agent
3: X* = the best search agent
4: while t < tmax do
5:  for each search agent do
6:  Update a, A, C, l and p
7:  if p < 0.5 then
8:   if│A│< 1 then
9:    Update the position of the current search agnt by eq. (10)
10:   else if │A│ ≥ 1 then
11:    Select random search agent xrand

12:    Update the position of the current search agent by Eq. (17)
13:   end if
14:  else if p ≥ 0.5 then
15:   Update the position of the current search by using Eq. (14)
16:  end if
17: end for
18: Check if any search agent goes beyond the search space and amend it
19:  Plot path using PCHIP
20: Calculate the fitness of each search agent
21: Update X* if there is a better solution
22: end while
21: return X*

Figure 6. RRT-WOA Algorithm
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Benchmark Test

A performance evaluation and comparison were conducted to determine whether the 
proposed method (denoted as WOA (modified) onwards) performs better in smoothing the 
RRT path than other population-based optimization algorithms, namely PSO, ABC, and FA. 
Table 1 presents the parameters used in the performance comparison of these algorithms.

The evaluation focused on key metrics to assess the effectiveness and efficiency of 
these algorithms. The metrics analyzed included the average optimization time, the mean 
smoothness of the resulting paths, and the percentage improvement achieved in path 
smoothing.

Figure 7. Generated RRT for Path 1 (Start point:(5.3,9.0) and Goal point: (8.5,12.0)) using (a) RNG 1, (b) 
RNG 2, and (c) RNG 3 *for ease of viewing, all plot legend used the same indicator

Figure 8. Generated RRT for Path 2 (Start Point: (6.0,2.0) and Goal point: (6.3,9.5)) using (a) RNG 1, (b) 
RNG 2, and (c) RNG 3 *for ease of viewing, all plot legend used the same indicator

(a) (b) (c)

(a) (b) (c)
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RESULTS AND DISCUSSION 

Benchmark Performance Analysis

The first benchmark test evaluated the optimization time of multiple algorithms. Figure 9 
shows that WOA (modified) achieves the lowest median and second smallest spread for 

Table 1
Benchmark test parameters

Algorithm Parameters Values 

Common 
Population size, 𝑛𝑛 30 
Number of iterations, 𝑡𝑡𝑚𝑚𝑎𝑎𝑥𝑥  20 

WOA (Mirjalili & Lewis, 2016) 
Coefficient vector, 𝐶𝐶  2 ⋅ 𝑟𝑟𝑎𝑎𝑛𝑛𝑑𝑑( ) 

Coefficient vector, 𝐴𝐴 2�⃗�𝑎 ⋅ 𝑟𝑟𝑎𝑎𝑛𝑛𝑑𝑑( ) − �⃗�𝑎 
Logarithmic spiral, 𝑏𝑏 [−1,1] 

WOA (modified) 
Coefficient vector, 𝐶𝐶  𝑢𝑢��⃗ ⋅ 𝑟𝑟𝑎𝑎𝑛𝑛𝑑𝑑( ) 

Coefficient vector, 𝐴𝐴 2�⃗�𝑎 ⋅ 𝑟𝑟𝑎𝑎𝑛𝑛𝑑𝑑( ) − �⃗�𝑎 
Logarithmic spiral, 𝑏𝑏 [−1,1] 

PSO (Heris, 2017) 
Cognitive component, 𝑐𝑐1 1.5 
Social component, 𝑐𝑐2 1.5 

ABC (Heris, 2020) 
Inertia weight, 𝑢𝑢𝑖𝑖  1 
Number of employed bees 𝑛𝑛 
Number of onlooker bees 𝑛𝑛 

FA (Yang, 2009) 

Number of scout bees 𝑛𝑛 
Trial limit, 𝐿𝐿 0.6𝑚𝑚𝑛𝑛   ∗  
Mutation number, 𝜙𝜙 𝑟𝑟𝑎𝑎𝑛𝑛𝑑𝑑([−1,1]) 
Attraction coefficient, β0 2 
Absorption coefficient, γ 1 

 

Figure 9. Boxplot analysis of optimization time 
for various optimization algorithms (lower values 
indicate better performance)

optimization time, indicating superior and 
consistent performance. WOA follows with 
the second-lowest median and a smaller 
spread. PSO demonstrates a slightly higher 
median and the smallest spread, indicating 
relatively better and consistent performance. 
ABC performs competitively with a higher 
median and small spread. FA exhibits the 
highest median and largest spread, indicating 
lower performance and greater variability.

The second benchmark test evaluated 
multiple optimization algorithms based on 
path smoothness. From the boxplot shown 
in Figure 10, WOA (modified) demonstrates 
the lowest median and the smallest spread, 
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indicating better and more consistent performance. PSO shows a slightly higher median with 
a small spread, while ABC exhibits the highest median and the largest spread, indicating 
relatively poorer performance with more variability. FA falls in between, with a median 
higher than PSO but lower than ABC and a slightly larger spread than PSO.

The third benchmark test evaluated multiple optimization algorithms based on their 
ability to improve the smoothness of the initial RRT path. From boxplot data in Figure 
11, WOA (modified) demonstrates the highest median and the smallest spread, indicating 

Figure 10. Boxplot analysis of optimization results in 
path smoothness for various optimization algorithms 
(lower values indicate better performance)

Figure 11. Boxplot analysis of optimization 
percentage improvement in path smoothness for 
various optimization algorithms (higher values 
indicate better performance)

Figure 12. Radar chart for performance ranking (best to 
worst: WOA (modified), WOA, PSO, ABC & FA)

the best improvement percentage and most 
consistent performance. On the other hand, 
FA shows the lowest median with a smaller 
spread, suggesting relatively poorer but 
more consistent performance. PSO and 
ABC exhibit larger spreads, indicating 
more variability in their results, with PSO 
having a higher percentage of improvement 
compared to ABC.

The  r e su l t s  o f  t he  benchmark 
performance test were visualized using a 
radar chart, as depicted in Figure 12. The 
chart concisely summarizes the algorithm 
rankings based on their overall performance. 
According to the plot, the algorithm that 

WOA 
(modified)

FA

WOA

PSO ABC
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achieved the highest overall performance was WOA (modified), closely followed by WOA. 
PSO attained the third rank, while ABC and FA demonstrated the lowest performance 
among the tested algorithms. These rankings offer a clear representation of the relative 
performance of each algorithm in the benchmark test.

Results of Smoothed RRT Path

The result of the smoothed RRT path using WOA is shown in Figure 13 for Path 1 and 
Figure 14 for Path 2. From Figures 13 and 14, it could be observed that the optimized 
path (labeled with an orange line) is able to smooth out the original RRT path while still 
maintaining its path validity. 

Figure 14. Smoothed RRT for Path 1 for Path 2 (Start Point: (6.0,2.0) and Goal point: (6.3,9.5)) using (a) 
RNG 1, (b) RNG 2, and (c) RNG 3 *for ease of viewing, all plot legend used the same indicator

Figure 13. Smoothed RRT for Path 1 (Start point:(5.3,9.0) and Goal point: (8.5,12.0)) using (a) RNG 1, (b) 
RNG 2, and (c) RNG 3 *for ease of viewing, all plot legend used the same indicator

(a) (b) (c)

(a) (b) (c)
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CONCLUSION 

In conclusion, this research has successfully addressed the challenges of using the RRT 
algorithm as a path planner. By integrating the RRT path planner with a modified version of 
the WOA (RRT-WOA), significant improvements have been made in trajectory smoothness 
and path curvature reduction. The novel approach of incorporating parameter variation 
(𝐶𝐶 

𝐷𝐷��⃗  

�⃗�𝑋(𝑡𝑡 + 1) 

) in the modified WOA algorithm has effectively optimized trajectory smoothness. 
Additionally, using Piecewise Cubic Hermite Interpolating Polynomial (PCHIP) for point 
interpolation has further contributed to smoothing generated paths. The modified WOA 
algorithm has demonstrated its superiority over popular population-based optimization 
algorithms such as PSO, ABC, and FA through a comprehensive comparative analysis. 
The WOA (modified) algorithm outperformed these alternatives in terms of optimization 
time, trajectory smoothness, and improvement from the initial guess. 

FUTURE WORKS

In future research, we hope to fine-tune the updated equations and parameters so that the 
proposed equation applies to all path types.
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ABSTRACT

Traditional triage tools hospitals use face limitations in handling the increasing number of 
patients and analyzing complex data. These ongoing challenges in patient triage necessitate 
the development of more effective prediction methods. This study aims to use machine 
learning (ML) to create an automated triage model for remote patients in telemedicine systems, 
providing more accurate health services and health assessments of urgent cases in real time. A 
comparative study was conducted to ascertain how well different supervised machine learning 
models, like SVM, RF, DT, LR, NB, and KNN, evaluated patient triage outcomes for outpatient 
care. Hence, data from diverse, rapidly generated sources is crucial for informed patient 
triage decisions. Collected through IoMT-enabled sensors, it includes sensory data (ECG, 
blood pressure, SpO2, temperature) and non-sensory text frame measurements. The study 
examined six supervised machine learning algorithms. These models were trained using patient 
medical data and validated by assessing their performance. Supervised ML technology was 
implemented in Hadoop and Spark environments to identify individuals with chronic illnesses 
accurately. A dataset of 55,680 patient records was used to evaluate methods and determine 
the best match for disease prediction. The simulation results highlight the powerful integration 
of ML in telemedicine to analyze data from heterogeneous IoMT devices, indicating that the 
Decision Tree (DT) algorithm outperformed the other five machine learning algorithms by 

93.50% in terms of performance and accuracy 
metrics. This result provides practical insights 
for developing automated triage models in 
telemedicine systems.

Keywords: Chronic disease, heterogeneous data, 
internet of medical things, machine learning, remote 
patient monitoring, triage 



2344 Pertanika J. Sci. & Technol. 32 (5): 2343 - 2367 (2024)

Omar Sadeq Salman, Nurul Mu’azzah Abdul Latiff, Sharifah Hafizah Syed Arifin  and Omar Hussein Salman

INTRODUCTION

The number of deaths from Cardiovascular diseases (CVDs), mainly heart disease 
and stroke, is projected to rise to 23.6 million by 2030, according to the World Health 
Organization (WHO) (Şahin & İlgün, 2022). Cardiovascular disease (CVD) and 
hypertension, also referred to as high blood pressure (BP), are chronic medical conditions 
with detrimental effects on the cardiovascular system, including the heart and blood vessels. 
These conditions are associated with a range of consequences, including myocardial 
infarctions (heart attacks), cerebrovascular accidents (strokes), and congestive heart 
failure. Individuals afflicted with chronic illnesses frequently require continuous medical 
surveillance, a factor that significantly influences their health status and can precipitate a 
rapid deterioration if not effectively controlled (Hussein et al., 2020). In addition, patients 
with low and high BP, especially the elderly ones, should be monitored and measured, as 
these values are vital to the patient’s life and needed level of care and can determine the 
triage of severity level (Salman et al., 2014).

 The Internet of Medical Things (IoMT) is an emerging technology that supports the 
application of Machine Learning (ML) techniques in healthcare services (Manickam et 
al., 2022). Integrating IoMT with ML algorithms has the potential to transform the field 
of medical sciences by enhancing the quality of healthcare, providing improved treatment 
options, and creating more efficient and affordable systems (Khan et al., 2021). Moreover, 
integrated IoMT provides many solutions ranging from point-of-care health monitoring 
and diagnosis to chronic disease management (Mujawar et al., 2020). Note that quality 
and healthy lifestyles include adequate support for monitoring and assessing human health 
performance (WHO, 2022). 

Telemedicine is a form of medical care that enables providers to diagnose and treat 
various diseases remotely (Sims, 2018). It aims to support healthcare providers in delivering 
medical assistance remotely through Information and Communications Technology 
(Alshammari & Hassan, 2019). Telemedicine consists of three essential layers: body 
sensors in Layer 1 that collect data; a gateway-based system in Layer 2 that sends data to 
the preceding layer (the institution’s server); and the hospital server in Layer 3 that provides 
the services remotely to the patient (Hussein et al., 2020; Salman et al., 2022). Figure 1 
shows this traditional telemedicine framework.

ML algorithms have shown considerable promise in accurately forecasting various 
critical cases by evaluating extensive patient data to detect patterns and risk factors, 
especially when dealing with the analysis of extensive data sets (referred to as “big 
data”) that contain numerous data records and input variables, as well as unorganized 
data fields like those found in image and text recognition algorithms (Barjouei et al., 
2021). Machine learning models can take into account several characteristics, including 
age, gender, blood pressure, cholesterol levels, oxygen saturation, and other medical 



2345Pertanika J. Sci. & Technol. 32 (5): 2343 - 2367 (2024)

Fast Triage Patient Based on Heterogeneous Data

issues, in order to predict the probability of developing CVD and BP diseases (Mohan 
et al., 2019). ML, a constituent of Artificial Intelligence (AI), has been embraced in 
healthcare domains due to its sophisticated capacity to analyze intricate and extensive 
data sets (Rashidi et al., 2021). The rapid growth of technologically driven systems, 
such as EHRs (electronic health records), yields substantial volumes of data that may 
be used to enhance decision-making processes. The utilization of AI facilitated a more 
comprehensive understanding of the data above, aiding in anticipating particular patient 
prognoses (Jampala et al., 2023). However, this requires substantial labeled data for 
effective learning and generalization (Onan, 2023).

Furthermore, Machine Learning (ML) refers to a collection of computer methods 
that acquire patterns from data without explicit programming (Kotwal et al., 2022). 
Therefore, machine learning (ML) is extensively utilized as a valuable computational tool 
in numerous industries. An important characteristic of machine learning is its ability to 
facilitate learning without a previous understanding of the intricate correlations between 
the underlying variables. ML models possess the capability to efficiently manage and 
process extensive datasets containing numerous variables, even when the relationships 
between these variables are non-linear and distributed in complicated manners (Kamali et 
al., 2022). Moreover, they employed ML to analyze their prediction performance models 
(Onan et al., 2017). Predictive clinical apps possess advantageous attributes that may be 
meticulously crafted to provide consistent prognostications and discern patterns within a 
provided data set. Consequently, these applications possess the capacity to predict patient 
outcomes and offer essential aid in the areas of diagnosis and therapy in various clinical 
conditions (Vasina et al., 2022).

Figure 1. The telemedicine framework
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This study implemented supervised ML algorithms, which include Decision Tree 
(DT), Naive Bayes (NB), Random Forest (RF), Support Vector Machine (SVM), K-nearest 
neighbor (KNN), and Logistic Regression (LR), based on Hadoop and Spark environments 
to predict two chronic disease types—heart disease and hypertension. The data set was 
upgraded from Salman, Aal-nouman, et al. (2021) to get 55,680 patient records. While 
Salman, Aal-nouman, et al. (2021) comprises 11 features and 580 records, our study has 
utilized 13 features with 55,680 records, using Hadoop and Spark environments.

This study investigates the potential benefits of supervised machine learning (ML) 
techniques in automating the triage process by analyzing heterogeneous, massive medical 
data. Additionally, it seeks to determine if implementing ML may enhance the decision-
making process for remote patients. This study will employ a comparative methodology to 
evaluate several supervised ML approaches in forecasting triage outcomes for outpatients. 
The objective is to determine the most effective machine-learning strategy for addressing 
this challenge.

RELATED WORKS

The assessment of triage in emergency care systems has presented a significant issue 
owing to the exponential rise in the number of patients exhibiting varying acuity levels 
(Riedel et al., 2023). Although traditional triage methods have demonstrated satisfactory 
effectiveness in addressing hospital overcrowding (Abdalkareem et al., 2022), they are 
found to be inadequate in efficiently categorizing and managing patients, including during 
peak situations such as disasters and flooding (Mahon & Rifino, 2024). As a result of the 
overcrowding problem, nursing staff has been compelled to use the classified decision 
method to manage all patients, potentially resulting in fatal decision errors that could 
jeopardize patient safety ( Abdalkareem et al., 2021; Elhaj et al., 2023).

ML technologies have prompted several academics to capitalize on their potential. 
Recent technological advancements have emerged as promising contenders for 
automating the triage decision-making process. These advancements also facilitate the 
development of models to predict patients’ medical treatment needs and then prioritize 
them based on their level of urgency (AlSereidi et al., 2022). Advanced ML models 
can potentially improve the patient triage process, leading to better distinction among 
patients (Jiang et al., 2021). Automated triaging procedures can be established by applying 
machine learning classification algorithms. Automated E-triage yields exceptionally 
dependable classification outcomes, diminishing the need for extensive medical expertise 
(Liu et al., 2018). Machine learning systems, characterized by adaptable and intelligent 
computer algorithms, leverage data-driven methods to augment the autonomous learning 
and predictive capacities of diverse systems. These algorithms achieve cognition and 
learning by analyzing relationships among recorded data variables and identifying 
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patterns, ultimately enabling the creation of intelligent models for precise predictions 
and decision-making (Barjouei et al., 2021).

Several methods for using ML techniques to predict the severity of urgent cases have 
been implemented. Abe et al. (2022) proposed the adaptive model to develop a prehospital 
triage system for the identification of patients with head trauma according to trauma 
severity using XGBoost techniques, as well as to evaluate the predictive accuracy of these 
techniques. In addition, the work of Morrill et al. (2022) suggests developing a machine-
learning strategy to offer immediate decision help to adults diagnosed with congestive 
heart failure. Compared to physician consensus opinion, the DT algorithm outperforms 
any physician in terms of exacerbation and triage classification.

The RF algorithm is an ensemble learning approach that uses trapping mechanisms. 
In RF, each model is trained separately and often simultaneously. Subsequently, the model 
utilizes the highest probability value to create a classification conclusion (Ghosh et al., 2021).

Moreover, it has been proposed in a previous study by Kadum et al. (2023) that the 
ML-Based Remote Triage (ML-ART) approach serves as a telemedicine framework. 
This framework involves collecting patient data, its transmission to telemedicine servers, 
and the subsequent classification of each patient into one of five distinct categories. The 
performance of the e-triage system was improved by utilizing the DT algorithm, which 
yielded the highest level of accuracy. Additionally, the study by Chatrati et al. (2022) 
proposed a smart home health monitoring system enabling patients to oversee their 
health, monitor the severity levels of their condition at home, and inform their healthcare 
practitioner of any problems using the SVM algorithm. In addition, the triage and priority 
model (TPM) presented by Salman et al. (2020) improves medical response time but 
requires an adaptive approach for heart monitoring. A study by Mohammed, Jaafar, et 
al. (2020) suggested that chronic diseases use vital signs and MCDM instruments. In 
addition, the work by Mohammed, Zaidan, et al. (2020) proposed the TROOIL method, 
which solves patient triage and ordering based on severity status but does not involve big 
data. A classification and prioritization framework for patients with chronic diseases in 
telemedicine was proposed by Hamid et al. (2022) based on a case study of 500 emergency 
patient records. The evaluation utilized the Dempster-Shafer theory and hybridized MLAHP 
and TOPSIS algorithms.

Several RF models may be utilized to assess the severity of emergencies in fail-safe 
and highly accurate operational scenarios (Etu et al., 2022). The work of Chen et al. 
(2023) utilizes multi-supervised ML, such as gradient boosting machines and RFs, to 
understand and aid in the progression of triage for CVD in young black women. Utilizing 
several ML algorithms accomplished the detection of Chronic Heart Disease (CHD). In 
studies conducted by Saranya and Pravin (2023) and Potdar et al. (2022), ML methods 
were employed to analyze historical medical data to predict the occurrence of CHD. The 
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researchers employed three supervised learning methodologies, namely NB, SVM, and DT, 
to detect potential connections within the CHD data set that might enhance the accuracy of 
predictions. In the work of Onan et al. (2017), the experimental investigation demonstrated 
that the combination of NB, SVM, RF, and LR produces encouraging outcomes by 
evaluating the efficacy of various data representations, including diverse textual features 
and different categorization techniques achieved through the fusion of several features. 
As the other study, Onan (2022) illustrates, conventional supervised machine learning 
models introduced an ensemble classification model based on bootstrap aggregation for 
text prediction. In addition, it assessed the predictive performance of six different texts 
and five supervised learning models (NB, Maximum Entropy Classifier (MEC), KNN, 
DT, and SVM) in conjunction with three considered ensemble learning models (Bagging, 
AdaBoost, and Random Subspace).

The development rates of countries around the globe are currently increasing 
tremendously and continuously, and the global population growth rate is on the rise 
(Ahmad et al., 2014). It has led to a growing population of individuals with chronic 
illnesses residing in remote regions, presenting challenges for healthcare professionals 
in accurately interpreting their vital signs and determining the urgency of their medical 
condition. Hence, it is imperative to prioritize the real-time triage of patients afflicted 
with chronic illnesses by including urgent case prediction. Inaccurate assessments have 
the potential to impede timely treatment and, in severe cases, result in fatalities. Hence, 
accurate prediction of patient classification before hospital admission or outpatient 
visits holds significant importance for medical facilities and telemedicine patients. 
Accurate triage holds significant importance in managing all illnesses, particularly in 
the older population (Salman, Taha, et al., 2021). Furthermore, managing the rising data 
heterogeneity on hospital servers poses an unresolved research challenge, requiring 
further inquiry and analysis (Kadum et al., 2023). In addition, the data’s quality has a 
substantial impact on the models’ quality. Training machine learning models using faulty 
data carries the risk of generating predictions that deviate from reality due to biases or 
errors (Onan, 2023).

Therefore, research must include every remote patient as a multi-tiered severity case-
cohort component while considering various manifestations of symptoms and diseases. This 
strategy is particularly significant for patients residing in remote areas who also require 
precise diagnosis of the severity of their diseases.

A literature review revealed that no particular study considered managing big medical 
data with increasing patient populations for any chronic condition, and it is available, as 
demonstrated in Table 1.

Hence, we propose a method for identifying and predicting the presence of five 
categories for triage levels to overcome these limitations. Relevant studies by Chatrati 
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et al. (2022) and Kadum et al. (2023) have chosen these studies as benchmarks after 
thoroughly analyzing the existing literature. These studies align with our focus on triaging 
and determining urgent severity cases for patients through the utilization and evaluation 
of six models of supervised ML.

Table 1
Relevant state-of-the-art studies that addressed triaging patients in a scalable model of the healthcare 
monitoring system
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METHODOLOGY

A comparative analysis was undertaken to assess the efficacy of several supervised machine 
learning models in assessing patients’ real-time triage results. Using the dataset obtained 
from the data source (Salman, Aal-nouman, et al., 2021), the total data was upgraded to 
55,680 patient records. While the original data set from Salman, Aal-nouman et al. (2021) 
comprises 11 features, our study utilized 14 features with 55,680 records using Hadoop and 
Spark environments. The Python 3.9 programming language and scientific libraries such 
as Pandas, NumPy, and Sklearn were utilized for data processing and analysis.

Data Preparation

Data preparation is a crucial stage in the machine learning pipeline and is among the 
most time-intensive activities in constructing machine learning models (Patel et al., 
2022) (Rabash, Nazri, Shapii, & Hasan, 2023). Data pre-processing procedures were 
carried out after data collection, involving label encoding and imputation of missing data. 
The categorical feature labels were transformed into a numerical format to make them 
understandable by machines and to create easy-to-understand forms for ML algorithms. 
Missing values were computed by calculating the mean for each column that contains 
missing data in a provided data set and then filling in the missing value.

Data Set 

The triage model incorporates a modified data set from a source, including sensors like BP, 
oxygen saturation, and ECG, and four non-sensory characteristics (Salman, Aal-nouman, 
et al., 2021). The model’s performance is enhanced by adding temperature degree and 
non-sensory attributes like headache and left-hand discomfort, ensuring data organization 
by medical protocols. All the data has been formulated for patient triage information per 
medical guidelines, as shown in Table 2. 

Table 2
Patient triage information

Summary Mean (-/+) Std. Range 
Patients No.  55680
Patients Detail    
Age 67 14.063 40-89
Sex Female% 27870 50.05% Male / Female
Vital Signs (Input)   
ECG Sensor    
Peaks 90.505 25.405 40 - 139
QRS 0.278 0.098 0.2 - 0.4
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Considering the symptoms and diagnoses of the patients, the probability of a change 
in the values was evaluated based on the medical guidelines (Salman et al., 2020). It is 
important to acknowledge that 55,680 simulated sequences were utilized to illustrate 
the presence of CHD and hypertension, classified as chronic ailments, among 55,680 
individuals. The number of patient requests hypothesis is derived from data from the 
medical institution’s data center, which is responsible for the city. Every patient has been 
evaluated by physicians specializing in chronic diseases, and each set of medical symptoms 
has been categorized into five categories (risk, urgent, sick, cold case, and normal) based 
on the severity of the ailment, as per medical guidelines.

Pre-processing Data

The study encountered a significant challenge of a high-class imbalance in the collected 
data set for designing ML triage models. The Synthetic Minority Over-sampling Data 
Generation Technique (SMODGT) was applied to handle this imbalance (Ratih et al., 2022; 
Rabash, Nazri, Shapii, & Al-Jumaily, 2023). This technique oversamples the minority 
class by creating synthetic examples along the line segments joining the minority class’s 

Summary Mean (-/+) Std. Range 
P_P 0.321 0.467 Regular / Irregular
ST.El. 0.535 0.499 Yes / No
Another sensor  
Spo2 92.993 6.165 80 - 100
Temp 37.741 1.228 36 - 40
Blood Pressures Measurements  
H-Blood 15.764 3.689 11-23
L-Blood 8.902 1.779 6 -12
Text Features    
ChP. 0.514 0.500 Yes / No
SH.B. 0.549 0.498 Yes / No
Palip. 0.473 0.499 Yes / No
Rest 0.627 0.484 Yes / No
L.H.P. 0.589 0.492 Yes / No
Hed. 0.593 0.491 Yes / No
Triage Outcome    
Normal  10360
Risk 14914
Sick 11216
Urgent 11484
Cold Case 7706

Table 2 (continue)
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nearest neighbors. After applying SMODGT, the final training data set had a sample size 
of 55,680, with an equal distribution of samples across the target classes.

The start step was conducted to check and analyze the data to determine the 
correlation between attributes and comprehend the individual impact of each variable 
on the learning process. This technique facilitates the identification of the variable that 
keeps the most pertinent information, enabling prediction accuracy (Jebli et al., 2021). 
The next step is to check the missing values and fill out the missing data or modify it. 
Therefore, to improve the quality of the data set and reduce its size, the next step is to 
lower the dimensions between the features and the actual encoding. Additionally, since 
text features frequently appear in the data set, replacing them with values that the ML 
technique can understand and handle improves the quality of the results. All the values of 
the texts were replaced with integers. For instance, “male” or “female” were substituted 
with 1/0 in the gender feature and “yes” or “no” with 1/0 in the rest and short breath 
features, to name a few (Pan et al., 2018). Afterward, all integer values were converted 
to floats. Following this, it is necessary to normalize the ordinal variable and encode the 
category variable. In this study, the utilization of the Z score, also known as normalization 
Yang (2020), was implemented as a standardized approach for normalization. After 
subtracting the arithmetic mean from the variable, it is then normalized by dividing it 
by its standard deviation, as described in Equation 1:

𝑋𝑋 =  (𝑋𝑋 −  𝜇𝜇)/ 𝜎𝜎                   [1]

where “X” is the input data, “μ” is the mean value of data X, and “σ” is the standard 
deviation of data X.

In addition, the data were divided into 80% training and 20% assessment or testing.

Machine Learning Models

The growth of automation and advanced machine monitoring technologies has facilitated 
the generation of extensive digital datasets for analyzing system behavior, empowering 
machine learning (ML) systems to improve automated learning and prediction capabilities 
(Barjouei et al., 2021). The present work employed a conventional (supervised) machine 
learning technique to train several models using a carefully constructed dataset for triage. 
Several algorithms were initially chosen for the study, namely Logistic Regression (LR), 
Decision Trees (DT), k-nearest Neighbors (KNN), Support Vector Machines (SVM), Naive 
Bayes (NB), and Random Forest (RF). These algorithms were initially selected as they 
exhibit higher predictive ability in triage classification problems (Chatrati et al., 2022; 
Kadum et al., 2023; Salman, Taha, et al., 2021). The description of each classification 
technique is provided as follows:
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Support Vector Machine (SVM)

SVM is a supervised learning technique (Ahmad et al., 2014; Barjouei et al., 2021; Onan, 
2021; Otoom et al., 2020). Given a set of labeled training examples (i.e., every single 
instance in the training set is related to either the positive or negative class), SVM discovers 
the area of the hyperplane that best separates cases from each class and achieves the 
maximum distance between instances of data and the hyperplane. The learned hyperplane 
is then used to assign (or predict) a class label for each new test instance.

Naive Bayes (NB)

NB is a technique for supervised learning that computes model parameters using the Bayes 
theory. Calculating the probabilities, it assigns a class designation to any test instance. It is 
associated with each possible class label. The probability with the highest value determines 
the designation (Berrar, 2019).

Random Forest (RF)

RF is an ensemble-supervised ML model that uses DTs as the base learner and frequently 
constructs regression trees based on training data. Node selection in RF differs, with a 
random subset selection from the present attribute set and a selection of one optimized 
attribute in the sub-feature set. It has been widely employed in classification and regression 
problems (Barjouei et al., 2021; Hadi et al., 2020).

Logistic Regression (LR)

In the LR technique, classification is based on probabilities. It can be considered a particular 
regression case where the outcome is categorical. It uses a sigmoid non-linear activation 
function to produce the output. However, this also indicates that it suffers high sensitivity 
to attribute vector values. This classifier method is a widespread tool in disease prediction 
(Hadi et al., 2020).

Decision Tree (DT)

The procedure for constructing involves dividing the dataset into child subsets. The process 
of partitioning continues with repetitive partitioning of child subsets. The underlying 
concept of the tree method is to employ a series of partitions to identify the optimal 
class. Furthermore, DTs are characterized by feature selection capability, straightforward 
comprehension, interpretability, visualization, and independence from non-linear 
relationships between parameters (Barjouei et al., 2021; Shiwangi et al., 2023).
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K-Nearest Neighbor (KNN) Algorithm

The K-Nearest Neighbors (KNN) algorithm is a supervised machine learning algorithm 
for prediction and classification tasks. One of its notable features is its simplicity and 
effectiveness. The algorithm identifies the ‘k’ training instances in its vicinity closest to 
a new, unseen data point based on a specified distance metric, commonly the Euclidean 
distance. The algorithm then classifies the new data point by a majority vote of its k-nearest 
neighbors (Lestari & Sumarlinda, 2022).

Peculiarity of the Method

Machine learning (ML) algorithms have shown promise in predicting urgent cases by 
analyzing vast amounts of patient data, particularly when processing large data sets. ML 
models can consider multiple factors (heterogeneity medical data) such as age, gender, 
BP, oxygen rate, and other medical conditions to predict the possibility of developing 
CVD and BP chronic diseases. Machine learning is extensively utilized in the healthcare 
industry due to its advanced ability to analyze complex and vast data sets. This study 
investigates the potential benefits of ML techniques in automating the triage process. The 
study revealed a promising future vision in the healthcare field by analyzing heterogeneous, 
massive medical data and assessing whether ML can enhance the decision-making process 
for remote patients.

Performance Evaluation Metrics

Multi-class classification problems play a crucial role in assessing the efficacy of learning 
methodologies and facilitating comparisons between various models. The selection 
of appropriate assessment measures is of utmost importance for reporting the success 
of prediction models, specifically within the sector of healthcare assessment models 
(Alsinglawi et al., 2022). Given that triage is an issue characterized by a high-class 
imbalance, relying just on a single assessment parameter, such as accuracy or precision, 
would be insufficient for assessing the performance of a model. Nevertheless, there is 
currently a lack of a globally approved set of performance metrics that apply to all multi-
class issues. Since the current investigation pertains to a multi-class classification issue, it 
is important to note that the range of accessible performance metrics is restricted. Typically, 
these metrics include accuracy, recall, precision, and F1-score (Ozsahin et al., 2022). 
Moreover, Hameed et al. (2022) also suggested that the assessment of multi-class issues 
may be conducted using Receiver Operating Characteristics (ROC) and Areas Under The 
ROC Curve (AUC). However, it should be noted that the analytical difficulty escalates as 
the number of classes grows. 

Hence, this research will only focus on the established assessment measures for 
assessing the performance of the chosen models. The next step involved the enervation of 
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the confusion matrix for each model. A confusion matrix is a fundamental concept in ML 
that offers insights into the expected and true categorization values produced by a prediction 
system (Huang & Wang, 2023). The data consists of two dimensions: the first dimension 
reflects the true class of the data, while the second dimension indicates the predicted class 
of the data set. The evaluation metrics designed for binary classification are not fully 
appropriate for multi-class classification problems, mainly because of the discrepancy in 
matrix dimensions between the two types of classification matrices (Hameed et al., 2022). 

• True Positives (TP) refers to correctly identifying individuals who are correctly 
classified as patients with a certain chronic condition.

• True Negatives (TN) refer to instances where a forecast accurately identifies 
individuals who do not have a specific sickness or any other ailments.

• False positives (FP) refer to the erroneous identification of a healthy individual as 
being afflicted with a certain ailment.

• False negatives (FN) refer to the erroneous classification of the target as a non-
healthy individual.

Performance metrics evaluate the performance of these ML algorithms. Various 
performance assessment metrics may be established using the confusion matrix, as 
presented in Table 3. The final review considered accuracy, precision, recall, and F1-score 
for each class, as represented in Performance Measure with formal in Table 4.

Table 3 
Confusion matrix

Predicted Negative Predicted Positive 
Actual Negative TN FP
Actual Positive FN TP

Table 4 
Performance evaluation metrics

Performance Measure with formal DescriptionPerformance Measure with formal Description 

𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀 =  
(𝐓𝐓𝐓𝐓 + 𝐓𝐓𝐓𝐓)

(𝐓𝐓𝐓𝐓 + 𝐓𝐓𝐓𝐓 + 𝐅𝐅𝐓𝐓 + 𝐅𝐅𝐓𝐓) 
It assesses the accuracy of a classification model in making 

predictions. 

𝐓𝐓𝐀𝐀𝐏𝐏𝐀𝐀𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏 =  
𝐓𝐓𝐓𝐓

(𝐓𝐓𝐓𝐓 + 𝐅𝐅𝐓𝐓) The assessment assesses the accuracy ratio of correctly predicted 

instances belonging to a certain class and the total number of 

instances anticipated as belonging to the same class. 

𝐑𝐑𝐏𝐏𝐀𝐀𝐀𝐀𝐑𝐑𝐑𝐑 =
𝐓𝐓𝐓𝐓

(𝐓𝐓𝐓𝐓 + 𝐅𝐅𝐓𝐓) The accuracy rate is assessed by calculating the proportion of 

accurate predictions for a certain class and the overall count of 

instances belonging to an actual class. 

𝐅𝐅𝐅𝐅 − 𝐏𝐏𝐀𝐀𝐏𝐏𝐀𝐀𝐏𝐏 = 𝟐𝟐∗ 𝐓𝐓𝐀𝐀𝐏𝐏𝐀𝐀𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏∗𝐑𝐑𝐏𝐏𝐀𝐀𝐀𝐀𝐑𝐑𝐑𝐑
𝐓𝐓𝐀𝐀𝐏𝐏𝐀𝐀𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏+𝐑𝐑𝐏𝐏𝐀𝐀𝐀𝐀𝐑𝐑𝐑𝐑

   This analysis aims to assess the harmonic mean of precision and 

recall. 

 

It assesses the accuracy of a classification model in making 
predictions.

Performance Measure with formal Description 

𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀 =  
(𝐓𝐓𝐓𝐓 + 𝐓𝐓𝐓𝐓)

(𝐓𝐓𝐓𝐓 + 𝐓𝐓𝐓𝐓 + 𝐅𝐅𝐓𝐓 + 𝐅𝐅𝐓𝐓) 
It assesses the accuracy of a classification model in making 

predictions. 

𝐓𝐓𝐀𝐀𝐏𝐏𝐀𝐀𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏 =  
𝐓𝐓𝐓𝐓

(𝐓𝐓𝐓𝐓 + 𝐅𝐅𝐓𝐓) The assessment assesses the accuracy ratio of correctly predicted 

instances belonging to a certain class and the total number of 

instances anticipated as belonging to the same class. 

𝐑𝐑𝐏𝐏𝐀𝐀𝐀𝐀𝐑𝐑𝐑𝐑 =
𝐓𝐓𝐓𝐓

(𝐓𝐓𝐓𝐓 + 𝐅𝐅𝐓𝐓) The accuracy rate is assessed by calculating the proportion of 

accurate predictions for a certain class and the overall count of 

instances belonging to an actual class. 

𝐅𝐅𝐅𝐅 − 𝐏𝐏𝐀𝐀𝐏𝐏𝐀𝐀𝐏𝐏 = 𝟐𝟐∗ 𝐓𝐓𝐀𝐀𝐏𝐏𝐀𝐀𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏∗𝐑𝐑𝐏𝐏𝐀𝐀𝐀𝐀𝐑𝐑𝐑𝐑
𝐓𝐓𝐀𝐀𝐏𝐏𝐀𝐀𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏+𝐑𝐑𝐏𝐏𝐀𝐀𝐀𝐀𝐑𝐑𝐑𝐑

   This analysis aims to assess the harmonic mean of precision and 

recall. 

 

The assessment assesses the accuracy ratio of correctly predicted 
instances belonging to a certain class and the total number of 
instances anticipated as belonging to the same class.

Performance Measure with formal Description 

𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀 =  
(𝐓𝐓𝐓𝐓 + 𝐓𝐓𝐓𝐓)

(𝐓𝐓𝐓𝐓 + 𝐓𝐓𝐓𝐓 + 𝐅𝐅𝐓𝐓 + 𝐅𝐅𝐓𝐓) 
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RESULTS AND DISCUSSION 

Several ML models were tested for the severity of urgent cases and for determining 
patient results on a dataset with a balanced number of classes (Table 2). In this study, the 
above-mentioned supervised ML classifiers made 11,088 predictions, and 11,088 patient 
records were used to test how to classify the triage levels for people with chronic heart 
and hypertension diseases. Of those 11,088 records, 2,083 are normal cases, 1,542 are cold 
cases, 2,936 are risk cases, 2,274 are urgent cases, and 2,253 are sick cases. 

Table 5 summarizes the performance and accuracy results of the evaluated ML 
algorithms. The results indicate that three of the six models, namely DT, KNN, and RF, 
had higher accuracy than others. The DT and KNN models exhibited outstanding results 
compared to the other models, as evidenced by their better prediction metrics: accuracy 
(93.50%); precision (100.00%, 100.00%, 89.00%, 85.00%, 95.00%); recall (100.00%, 
100.00%, 86.00%, 86.00%, 97.00%); and F1-score (100.00%, 100.00%, 88.00%, 
86.00%, 96.00%) for triage levels (normal, cold state, risk, urgent, and sick, respectively). 
Meanwhile, the performance of the KNN algorithm regarding accuracy was (92.0%); 
precision (97.00%, 92.00%, 92.00%, 86.00%, 87.00%); recall (99.00%, 88.00%, 85.00%, 

Table 5 
Performance for all six algorithms (SVM, LR, DT, RF, KNN and NB) for triage categorization for normal, 
cold state, risk, urgent, and sick, respectively

Methods Performance 
Metrics NORMAL COLD 

STATE RISK URGENT SICK Accuracy

SVM Precision   83.00% 80.00% 57.00% 69.00% 64.00% 43.00%
Recall 100.00% 93.00% 74.00% 1.00% 83.00%

F1-score 91.00% 86.00% 65.00% 3.00% 72.00%
LR Precision   98.00% 92.00% 59.00% 55.00% 70.00% 45.00%

Recall 100.00% 95.00% 69.00% 32.00% 80.00%
F1-score 99.00% 93.00% 64.00% 41.00% 75.00%

RF. Precision   100.00% 98.00% 85.00% 80.00% 94.00% 91.00%
Recall 100.00% 99.00% 82.00% 80.00% 97.00%

F1-score 100.00% 99.00% 83.00% 80.00% 96.00%
KNN Precision   97.00% 92.00% 92.00% 86.00% 87.00% 92.00%

Recall 99.00% 88.00% 85.00% 90.00% 92.00%
F1-score 98.00% 90.00% 88.00% 88.00% 90.00%

DT Precision   100.00% 100.00% 89.00% 85.00% 95.00% 93.50%
Recall 100.00% 100.00% 86.00% 86.00% 97.00%

F1-score 100.00% 100.00% 88.00% 86.00% 96.00%
NB Precision   80.00% 73.00% 55.00% 56.00% 52.00% 41.00%

Recall 100.00% 93.00% 53.00% 6.00% 79.00%
F1-score 89.00% 81.00% 54.00% 11.00% 63.00%

 Support 2083 1542 2936 2274 2253 11800 
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90.00%, 92.00%); and F1-score (98.00%, 90.00%, 88.00%, 88.00%, 90.00%) for triage 
levels (normal, cold state, risk, urgent, and sick, respectively), as shown in Figure 2.

Figure 2(d) illustrates that the DT algorithm outperforms other algorithms, particularly 
in the normal and cold cases (100% and 100%, respectively). However, on the other three 
levels (sick, urgent, and risk), the values are roughly close between the DT, KNN, and RF 
algorithms. However, the decision tree consistently holds the highest accuracy.

Figure 3 shows the model performance in the form of a confusion matrix displayed 
standalone for each algorithm.

Figure 2. Performance metrics of six supervised machine learning methods: (a) SVM algorithm; (b) LR 
algorithm; (c) NB algorithm; (d) DT algorithm; (e) KNN algorithm; and (f) RF algorithm
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A confusion matrix is a matrix used to evaluate the performance of a classifier on test 
data, where the actual values are believed to be known data values. In this work, the confusion 
matrix of each algorithm is r. The model performance in a confusion matrix is displayed as 
a standalone value for each algorithm, as shown in Figure 3. A confusion matrix is a matrix 
used to evaluate the performance of a classifier on test data, where the actual values are 
believed to be known data values. In this work, the confusion matrix of each algorithm is 
represented as a 5x5 matrix for the triage levels due to the result consisting of five category 
outputs: normal, cold case, risk, urgent, and sick. Each row in the matrix includes the number 
of actual classes, and each column includes the number of predicted classes. From the result 
of this matrix, we can determine the values for true positive (TP), false positive (FP), true 
negative (TN), and false negative (FN), as illustrated in Table 4. Moreover, the row values 
illustrate the prediction computed for each level within each triage class.

(a) (b)

(c) (d)

(e) (f)
Figure 3. Confusion matrix of six supervised machine learning methods: (a) SVM; (b) LR; (c) NB; (d) DT; 
(e) KNN; and (f) RF
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Consequently, using the actual and predicted values, the class precision and recall 
values are calculated (Figure 3). The class recall and class precision scores are useful for 
assessing the overall accuracy of the classifier. According to the values shown in the table, 
the decision tree classifier has the highest precision and recall values, whereas Naïve Bayes 
has the lowest values. The confusion matrix was applied to analyze model predictions in 
each class during testing. 

In the DT algorithm, all the patients were accurately triaged, with false positives (FP) 
and false negatives (FN) being minimal, generally <100 or close to that, as explained in 
Figure 3(d).

A total of six models were trained and subsequently evaluated on the produced dataset, 
yielding a prediction accuracy range spanning 41.0% to 93.50%, as displayed in Figure 4, 
representing the correlation between algorithm accuracy and processing time.

On the other hand, the SVM, LR, and NB approaches seem to be the least effective 
models compared to the others, as they have the lowest prediction accuracy of 43.00%, 
45.00%, and 41.00%, respectively. 

However, the system has been verified and validated using another measure, the ROC-
AUC score, which compares the relationship between TP and FP rates. In addition, it is 
ensured that the multi-class classification models perform well and make better decisions 
based on their predictions.

Figure 5 presents the ROC-AUC scores for various machine learning classification 
algorithms, facilitating a comparative assessment of their performance.

The ROC-AUC curve, a crucial metric for binary classification, visualizes the trade-off 
between recall and precision. The AUC, or area under the curve, quantifies a classifier’s 
ability to differentiate between the two classes, with a desirable model exhibiting an AUC 
close to 1. The closer the ROC is to the top left of the graph, the better the model is. It 

Figure 4. The Accuracy with the time process for six ML
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is an indication that the model has a good measure of separability. Therefore, the DT 
algorithm achieved the largest area under the ROC curve score of 0.9543, outperforming 
other algorithms, KNN, RF, LR, SVM, and NB, which had 0.9443, 0.9480, 0.6357, 0.6333, 
and 0.6135, respectively (Figure 5).

The DT algorithm outperforms other algorithms because it effectively combines 
decisions. In contrast, RF combines decisions from multiple trees, which may not always 
yield optimal results.

(a) (b)

(c) (d)

(e) (f)
Figure 5. ROC Curves for six supervised machine learning methods: (a) SVM-AUC; (b) LR-AUC; (c) RF-
AUC; (d) DT-AUC; (e) KNN-AUC; and (f) KNN-AUC 
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Additionally, KNN’s reliance on proximity for decision-making can lead to inaccuracies 
in certain cases. Furthermore, the DT algorithm exhibits superior computational efficiency 
and reduced computational burden, making it particularly advantageous for handling 
categorical data. Also, the DT algorithm demonstrates enhanced capability in managing 
collinearity compared to SVMs. What is more, the DT algorithm demonstrates greater 
efficiency in managing outliers and missing values compared to the LR algorithm. Outliers 
do not influence DTs due to their ability to divide the data according to feature values. On the 
other hand, NB is not well-suited for intricate problems. In conclusion, the DT bears certain 
resemblances to the procedural steps followed by nursing staff in categorizing patients. 

CONCLUSION

This paper suggests a way to find and predict the presence of five patient triage levels: 
normal, cold state, risk, urgent, and sick. These levels are for two chronic diseases: CVD 
and hypertension. The paper uses and evaluates six supervised machine learning models: 
SVM, NB, RF, DT, KNN, and LR. The goal is to make an automated triage model for 
remote patients in telemedicine systems and to provide more accurate health services. The 
DT algorithm obtained the highest accuracy and performance compared to the other five 
algorithms. This result was achieved by evaluating each algorithm as a standalone element 
and using three performance measurements: performance metrics (accuracy, precision, 
recall, and F1-score), confusion matrix, and ROC-AUC. All these measurements prove 
that the decision tree algorithm outperformed the other algorithms. Due to this, the results 
illustrate that the proposed system, with the DT algorithm, provides an accuracy of 93.50%, 
higher than that of the other algorithms. The suggested method supports the powerful 
combination of using machine learning in telemedicine and analyzing the huge amounts 
of medical data from different IoMT devices to make accurate decisions by predicting the 
triage levels of patients in real-time, particularly high-severity cases. Furthermore, it is 
advantageous to use structured and unstructured data from the data set with the proposed 
system Salman, Aal-nouman, et al. (2021), using 55,680 patient records. As a result of 
the proposed system, patients can be categorized based on the urgency and severity of 
the cases of patients suffering from CVD and hypertension. In future work, we need to 
consider adding new symptoms to help patients predict more chronic diseases, such as 
diabetes, through case studies.
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ABSTRACT

This study uses numerical simulation to explore the performance of a portable bamboo 
girder designed for emergency scenarios and compares it to its steel counterpart. 
It underscores bamboo’s appeal, offering a lightweight, quickly deployable, and 
eco-friendly alternative to steel. The research aims to assess bamboo’s viability in 
emergency bridge construction, utilising SOLIDWORKS and ANSYS to create and 
simulate bamboo and steel girders. A bamboo girder aimed at humanitarian assistance 
and disaster relief (HADR) operations was analysed through ANSYS software under 
a Toyota Hilux truck’s weight. Material properties, loads, and boundary conditions 
were defined for an accurate simulation. Three individual bamboo culms were tested 
in four-point flexural experiments, and the results revealed a modulus of elasticity of 
14583 MPa and a local failure due to crushing and splitting with an ultimate strength of 
263 MPa. Finite element analysis results indicated that the bamboo girder had a stress 

of 85.56 MPa and a deflection of 84.68 
mm. Although the steel girder showed 
lower deflection, it had significantly higher 
stresses and weighed 180% more than the 
bamboo version. The bamboo girder’s 
deflection surpassed the recommended 
limit under a fully loaded truck, indicating 
room for improvement. However, stress 
analysis revealed that the bamboo’s 
structural integrity remained below its 
design strength. Conversely, the steel girder 
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exhibited higher stresses and considerably greater weight. Despite deflection concerns, 
the bamboo girder demonstrated structural soundness and lower weight compared to 
steel. This positions it as a viable solution for swift emergency deployment, warranting 
further refinement for enhanced performance.

Keywords: Bamboo girder, finite element method, simulation, sustainability

INTRODUCTION

Sustainable development and green technology have become the major engineering 
themes in the 21st century, specifically in civil and structural engineering. New 
environmentally friendly materials such as composite polymer and bio-composite 
materials are developed to partially replace conventional construction materials such as 
steel and concrete (Rahman et al., 2023; Najeeb et al., 2023). On the other hand, bamboo 
has been identified as one of the alternative construction materials for building and bridge 
structures. Bamboo is abundant and well-known for its ability to withstand high bending 
stress, tensile stress and compressive stress, according to Bahari and Krause (Bahari & 
Krause, 2016). Apart from exhibiting a high strength-to-weight ratio, bamboo culms 
are fast-growing, mature in three years, and reach the peak of their strength. In China, 
bamboo was used to construct simple suspension bridges by splitting the bamboo to 
make cables or twisting whole culms of pliable bamboo together (Akinlabi et al., 2017; 
Liu et al., 2018). The utilisation of bamboo as an alternative construction material for 
buildings and bridges has been widely known. Modern studies have proven the use of 
bamboo in the construction of houses (Salzer et al., 2016), multistorey buildings (Yang 
et al., 2020) and various types of bridges (Amede et al., 2021). Because of its unique 
rhizome-dependent system, bamboo is one of the fastest-growing plants in the world, 
growing three times faster than most other plant species (Liu et al., 2022).

Additionally, bamboo can be utilised as a stand-alone material. Bamboo may be a 
viable substitute for steel, concrete, and masonry (Egoh et al., 2020; Auwalu & Dickson, 
2019). Numerous bridges and expansive roofs with long spans have been erected in 
regions where bamboo cultivation thrives. An instance from 1937 involves the United 
States army, which ingeniously employed bamboo for a bridge in the Philippines (Chung 
& Yu, 2002). This bamboo bridge extended to 15 meters and showcased a remarkable 
capacity to endure a load of 16 kN. In contemporary times, bridge construction has 
leveraged laminated bamboo techniques. In 2006, the inaugural prototype of a bamboo 
bridge was introduced to experiment with laminated bamboo’s application. Yan et al. 
(2010) documented the creation of girder samples composed of bamboo, subsequently 
utilised in erecting a 10-meter pedestrian bridge in Daozi. The bridge’s surface was 
covered with precast concrete formed from reinforced bamboo strips. In addition, two 
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bamboo bridge projects in China have also shown that using nature-based solutions like 
bamboo can result in significantly fewer CO2 emissions compared to similar bridges 
made of concrete or steel (Rong et al., 2022).

During peacetime, rapid bridging construction is needed to temporarily replace a 
damaged bridge caused by natural disasters such as floods, landslides, earthquakes or 
tsunamis. In this situation, a portable bridge is usually utilised while the new bridge is 
constructed. Portable bridging has been identified as the fastest and the most effective 
solution to open up the line of communication for Humanitarian Assistance and Disaster 
Relief (HADR) operations (Musthaffa et al., 2018). In this study, a portable bridge girder 
intended for small vehicles and made primarily from bamboo was modelled and analysed. 
The girder has some steel parts to hold the bamboo culms together, ensure they work as 
one unit, and provide a way to connect multiple segments as needed. The finite element 
numerical simulation was conducted using ANSYS software to investigate the girder’s 
performance and deformation under the gross weight of a Toyota Hilux truck. This design 
provides a quick deployment time and the ability to expand for longer spans while being 
environmentally sustainable using a natural and lightweight material.

MATERIAL EXPERIMENT

Based on availability in Malaysia, Buluh Semantan (Gigantochloa scortechinii) bamboo 
harvested from Hulu Selangor was obtained at 3 to 5 years old. These bamboo culms have 
a length of around 4.58 m, an outer diameter between 95 and 120 mm with an average of 
100 mm, and a thickness between 6 and 13 mm with an average of 10 mm. 

In order to establish the properties of the bamboo members used in the analysis, 
a set of four-point bending experimental tests was conducted to assess the structural 
behaviour of the material under applied loads according to ISO 22157:2004 (ISO 22157-
2:2004, 2004). The tests were conducted on three full bamboo tubes with a length of 4 
m in a four-point bending setup, as shown in Figure 1. The setup consisted of a rigid 
steel frame with two fixed supports and two loading points spaced at a specific distance 
along the specimens according to the distance of nodes. ISO 22157:2004 defines the 
minimum free span of the culm to avoid failure by a transverse force to be 30D, where 
D is the outer diameter. This minimum span is around 3054 mm for the bamboo culms 
used in the experiments. 

The specimens were positioned, and load was incrementally applied at a uniformly 
constant speed of 0.5 mm/s to induce bending. The test results revealed that the 
material failed locally due to crushing and splitting, as displayed in Figure 2. The 
average modulus of elasticity was 14583 MPa, and the average ultimate strength was 
263 MPa, which will be used in the numerical simulation. The flexural test results are 
summarised in Table 1.
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Figure 2. Local failure of bamboo due to crushing and splitting

Figure 1. Test setup for bamboo in a four-point bending experiment

Table 1 
Summary of four-point bending experimental results

Sample ID
Inner 

diameter 
(mm)

Outer 
diameter 

(mm)

Thickness 
(mm)

Support 
span 
(mm)

Loading 
span 
(mm)

Modulus 
of elasticity 

(MPa)

Ultimate 
strength 
(MPa)

B1 80.5 98.3 8.9 3,260 580 13306.6 235.1
B2 78.3 104.5 13.1 3,760 855 15859.7 287.5
B3 78.8 102.4 11.8 3,450 765 14585.5 266.5
Average 79.2 101.8 11.3 - - 14583.9 263.0

Load 
actuator

Steel frame

Bamboo

Support

Load 
distributor
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FINITE ELEMENT ANALYSIS METHODOLOGY

The 3D model of the girder is divided into two segments for ease of transportation and 
deployment. Each segment contains a 12-tube bamboo bundle, a steel connection at each 
end, and a steel plate on top. Figure 3 displays a flowchart for the methodology overview.

Figure 3. Methodology overview

Create the 3D 
CAD model

Define 
materials

Define boundary 
conditions and 

loads

Meshing 
parts Run FEA

Creating the 3D Model

The girder was created separately and assembled into the final girder in SOLIDWORKS. 
The bamboo bundle is 4 m long and is arranged in a 3×4 formation, as shown in Figure 
4 (a). The average dimensions taken from Table 1 are used in creating the bamboo cross 
sections where each bamboo tube has an outer diameter of 100 mm and an inner diameter of 
80 mm, giving the bundle a total width of 300 mm and a total depth of 400 mm. In addition, 
there are steel connections, which can be seen in Figure 4 (b), at each end with the same 
dimensions that provide a way to connect segments to create a longer-span girder. In order 

Figure 4. Parts dimensions: (a) cross-section of a bamboo bundle; (b) Steel connection; (c) Support pad; 
and (d) Loading pad

(a) (b)

(c) (d)

Steel plate

440 mm

340 mm

Steel 
bracket

Φ 100 mm

Φ 80 mm Φ 30 mm

68 mm

68 mm 400 mm

Bamboo

50 mm

200 mm 10
0 m

m

Steel plate

Bamboo

Steel bracket

Steel 
connection

Steel 
plate

Bamboo

150 mm

34
0 

m
m
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to keep the bundle in its 3×4 arrangement and work as one unit, four steel brackets were 
created at 800 mm spacing, as seen in Figure 5, each with a thickness of 20 mm. Moreover, 
load and support pads were created to apply the loading and boundary conditions on the 
girder, as displayed in Figures 4 (c) and (d). The loading pads’ dimensions of 100×200 mm 
are the wheel patches that a car would form on the girder. At the same time, the loading 
span is 3085 mm based on the Toyota Hilux truck’s dimensions and positioned on the 
girder to induce the maximum bending moment.

Figure 5. The full two segments girder

3085 mm

7748 mm
P/2 P/2

P/2P/2

Symmetry 
plane

Generating the Numerical Model

After creating the fully assembled 3D model was transferred to ANSYS to generate the 
numerical model where materials are defined, loads and boundary conditions are assigned, 
and the simulation results are checked. Three materials were defined and used in the 
simulation, as shown in Table 2. A bamboo material is used for all the bamboo tubes, and 
structural steel is used for all the steel parts like the connections, brackets, and top plates. 
As for the loading and support pads, a soft, nearly incompressible material was created 
to transfer the loads while preventing stress concentrations at their locations and helping 
with convergence. The average modulus of elasticity obtained from the experimental 
flexural tests was used. On the other hand, design strength is used to assess the safety and 
feasibility of the bamboo girder design, which was obtained by utilising a factor of safety 
1.5 for the ultimate strength, which would cover the uncertainty in bamboo strength, as 
shown in Equation 1.

Design strength =
Ultimate strength

1.5
     [1]

To take advantage of the symmetry in this girder and to reduce the computation time, 
only half of this girder was transferred to ANSYS, and a symmetry plane was created. 
As seen in Figure 5, the loading configuration follows the spacing and loads of a Toyota 
Hilux with a total gross weight of 28.5 kN. Furthermore, a dynamic amplification factor 
Φ that takes account of the dynamic magnification of stresses and vibration effects in the 
structure should be considered in a quasi-static analysis according to EN-1991-2 (Technical 

3085 mm

7748 mm
P/2

P/2

P/2

P/2

Symmetry 
plane
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Committee CEN, 2003). Although the code disregards the dynamic factor for vehicles 
moving at low speed (not more than 5 km/h), it requires the inclusion of a dynamic factor 
for vehicles moving at normal speed (70 km/h). For the case of a vehicle moving at normal 
speed, this factor is taken as illustrated in Equation 2:

𝜙𝜙 = 1.40− 𝐿𝐿
500

 ≥ 1           [2]

where L is the span length for a simply supported girder in meters, it is around 1.3 for this 
girder, which makes the total load 37.05 kN. Since this girder is part of a bridge system 
consisting of 2 girders, only half of the total load was applied on this girder, which comes to P 
= 18.53 kN, giving each loading pad a downward force of 9.26 kN. Moreover, the self-weight 
of the girder was added by defining the standard earth gravity acceleration of 9.81 m/s2, and 
fixed support was applied to the bottom of the support pads, as illustrated in Figures 6 and 7.

For meshing, ANSYS offers a comprehensive library of elements that covers a wide 
range of engineering problems such as thermal, fluid, stress and many more. In this 
simulation, higher-order 3D solid elements exhibiting quadratic displacement behaviour 
were used for accuracy. Most solid elements were SOLID186, a higher-order 3D 20-node 
solid element that exhibits quadratic displacement behaviour. This element is defined by 
20 nodes with three degrees of freedom per node: translations in the directions of the nodal 
x, y, and z. In addition, some elements of SOLID187 were used, such as a higher order 
3D, 10-node element with a quadratic displacement behaviour well suited to modelling 
irregular meshes. Both elements above can be seen in Figure 8.

Table 2 
Material properties

Property Bamboo Structural Steel Bearing Pads
Density (Kg/m3) 740 7850 1
Modulus of Elasticity (MPa) 14583 200000 70
Poisson's Ratio 0.3 0.3 0.4999
Ultimate Strength (MPa) 263 460 -
Design/Yield Strength (MPa) 175 250 -

Figure 6. Defining self-weight, applied force, fixed support, and the symmetry plane

Symmetry plane
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Furthermore, a mesh independence check was conducted, starting with a 20 mm mesh 
size while checking the maximum equivalent stress in bamboo (Table 3). Increasing the 
number of elements over six times to nearly 525000 resulted in a slight decrease in the stress.

Therefore, a global size of 20 mm was chosen to balance accuracy with computational 
time, as seen in Figure 9. It resulted in a total number of nodes 270572 and a total number 
of solid elements 79803. ANSYS offers many types of contacts to define the behaviour 
between different parts coming into contact with each other, such as bonded, frictional, and 
frictionless. The contacts between the support and loading pads and the steel parts they touch 
were defined as bonded, a linear contact that prevents sliding and separation. The contacts 
and interactions between bamboo tubes were defined as frictional contact with a friction 
coefficient of 0.1, a nonlinear contact type that allows separation and sliding with some 

Figure 7. Defining boundary conditions and loads

Downward applied 
force = 9260 N

Fixed support

Figure 8. The geometry, node locations, and the element coordinate system for: (a) SOLID186; and (b) 
SOLID187 (Ansys Inc., 2017)

(a) (b)
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friction. Moreover, the contact between 
bamboo tubes and surrounding steel parts 
was also defined as frictional contact with a 
friction coefficient of 0.1. Accordingly, the 
total number of contact elements is found 
to be 64090. The contact pair elements used 
are CONTA174 and TARGE170. The first 
element, CONTA174, represents contact 
and sliding between 3D target surfaces and 

Table 3 
Mesh independence study

Iteration Equivalent Stress Bamboo (MPa) Change (%) Nodes Elements
1 85.564 - 270572 79803
2 83.977 -1.85 926570 526237

Figure 9. The meshing size is 20 mm

a deformable surface defined by this element. It has the same geometric characteristics as 
the solid or shell element face with which it is connected, and the contact occurs when the 
element surface penetrates an associated target surface. On the other hand, TARGE170 is 
used to represent various 3D “target” surfaces for the associated contact elements, such 
as CONTA174, where the contact elements themselves overlay the solid, shell, or line 
elements describing the boundary of a deformable body and are potentially in contact with 
the target surface. As for the steel parts, they are considered to be welded together, and as 
a result, a mesh continuity was provided between them.

The Governing Equations

For many structures, it is difficult to determine the distribution of deformation and stress 
using conventional methods, and thus the finite element method (FEM) is necessarily used. 
This method is a powerful numerical technique for solving partial differential equations 
and analysing complex physical systems in engineering and science. FEM starts by 
creating what is known as a mesh which divides a complex physical domain into small 
elements connected at rigid points called nodes. Each element has a mathematical function, 
known as the shape function, which describes and approximates the behaviour of the 
physical quantities within the element based on the element’s geometry and connectivity. 
Additionally, these elements are bound and behave according to the governing equations, 
which are the equations that define the principles of physics and describe the behaviour of 
the system under consideration. In the case of static structural analysis, they are (1) material 
constitutive equations, (2) equilibrium equations, and (3) displacement-strain equations. 
These equations express the relationships between the physical quantities and external 
forces, ensuring that equilibrium and other physical laws are satisfied.
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Three primary methods can be used to derive the finite element equations of a physical 
system. These are (1) the direct method or direct equilibrium method for structural analysis 
problems, which is typically used in analytical hand calculations; (2) the variational 
methods, such as the principle of minimum of potential energy and the principle of 
virtual work, and (3) the weighted residual methods. While the direct method gives exact 
solutions, solving complicated cases is much more difficult. Therefore, finite element 
analysis programs use weak forms, such as the variational method, to describe the problem 
in integral form and give an approximate numerical solution.

ANSYS uses the principle of virtual work to derive the governing equations, which 
state, “If a deformable body in equilibrium is subjected to arbitrary virtual (imaginary) 
displacements associated with a compatible deformation of the body, the virtual work of 
external forces on the body is equal to the virtual strain energy of the internal stresses.” 
The advantage of this principle over the minimum potential energy is that it applies more 
generally to both materials that behave in a linear elastic, as well as those that behave in a 
nonlinear fashion. Applying the principle to a finite element gives Equation 3:

𝛿𝛿𝑈𝑈(𝑒𝑒) =  𝛿𝛿𝑊𝑊(𝑒𝑒)         [3]

Where δU(e) is the virtual strain energy due to internal stresses (the internal virtual work), 
and δW(e) is the virtual work of external forces on the element (the external virtual work). 
Another set of equations that relate stresses to strains are called the constitutive equations, 
which define the relationship between stress and strain within a material as in Equation 4:
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 where σij is the stress components, Cijkl is the components of the elastic stiffness tensor, and 
εkl is the strain components. These equations form the basis for solving three-dimensional 
stress analysis problems, where the goal is to determine the stress and strain distribution 
within a solid body subject to applied loads and boundary conditions. The specific form of 
these equations can be modified for different material behaviours and boundary conditions. 
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where E is the Young’s modulus, and ν is Poisson’s ratio. All aforementioned governing 
equations must satisfy the equilibrium equations, which. in the case of a 3D static stress 
state, are given by Equations 6, 7 and 8:
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+ 𝜌𝜌𝑔𝑔𝑥𝑥 = 0         [7] 

𝜕𝜕𝜏𝜏𝑥𝑥𝑥𝑥
𝜕𝜕𝑥𝑥

+ 𝜕𝜕𝜏𝜏𝑥𝑥𝑥𝑥
𝜕𝜕𝑥𝑥

+ 𝜕𝜕𝜎𝜎𝑥𝑥
𝜕𝜕𝑥𝑥

+ 𝜌𝜌𝑔𝑔𝑥𝑥 = 0         [8]       [8]

where σ is the normal stress, τ is the shear stress, τxy = τyx, τxz = τzx, and τyz = τzy, and ρg 
represents the body forces in three directions. Figure 10 shows the stress state of a 3D 
differential element in space.

The third governing equation for 3D static structural analysis is displacement-strain 
relations. It can be expressed in a matrix form by considering a vector of displacements 
(d) and a vector of strains (ε); the relationship is given by Equation 9:

{𝜀𝜀} = [𝐵𝐵]{𝑑𝑑}   

[𝑖𝑖] = �[𝐵𝐵]𝑇𝑇[𝐶𝐶][𝐵𝐵]𝑑𝑑𝑑𝑑 

{𝐹𝐹} = [𝐾𝐾]{𝑑𝑑}  

        [9]

where B is the strain-displacement matrix and d is the nodal displacement in each degree 
of freedom. Consequently, the element stiffness matrix is calculated by Equation 10:

Figure 10. 3D stress state in a differential 
element

{𝜀𝜀} = [𝐵𝐵]{𝑑𝑑}   

[𝑖𝑖] = �[𝐵𝐵]𝑇𝑇[𝐶𝐶][𝐵𝐵]𝑑𝑑𝑑𝑑 

{𝐹𝐹} = [𝐾𝐾]{𝑑𝑑}  

                  [10]

where B is the strain-displacement matrix, 
and C is the constitutive matrix. Assembling 
the element’s stiffness matrix [k] into a global 
stiffness matrix [K] and the global nodal forces 
{F}, the nodal displacements {d} can be found 
from the global simple Equation 11:

{𝜀𝜀} = [𝐵𝐵]{𝑑𝑑}   

[𝑖𝑖] = �[𝐵𝐵]𝑇𝑇[𝐶𝐶][𝐵𝐵]𝑑𝑑𝑑𝑑 

{𝐹𝐹} = [𝐾𝐾]{𝑑𝑑}                       [11]

RESULTS AND DISCUSSION

A static structural analysis was carried out in ANSYS to evaluate the design of a bamboo 
girder used as a part of an emergency bridge system. Figure 11 shows the deformation 
of the girder along the Y-axis, which has a maximum downward deflection of 84.68 mm. 
In the American Association of State Highway and Transportation Officials (AASHTO) 
design guidelines 2020, deflection limitations are stated to be generally optional, except 
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for some cases, and some limits are given for steel, aluminium, and concrete vehicular 
bridges in the range of span/1000 to span/300, depending on the case. Since this girder is 
intended to be used as a temporary emergency system under small vehicles, the deflection 
limit is taken as span/100, which makes the limit for this girder 7748/100 = 77.48 mm. It 
indicates that a fully loaded pickup truck, similar to a Toyota Hilux, might be too heavy 
for the serviceability requirements of this girder.

The von-Mises stress for the bamboo tubes shows a maximum of 85 MPa, as shown in 
Figure 12 (a), much lower than the design strength of 175 MPa. Moreover, this maximum 
stress is concentrated at the nodes of the bottom three tubes, and more specifically, where 
the bamboos coincide with the edge of the steel connection at the support side, as seen in 
Figure 13 (a). Table 4 shows the utilisation ratio and demand over the capacity ratio of the 
bamboo tubes based on design strength.

Figure 11. Directional deformation in the Y axis (true scale)

Figure 12. Equivalent von-Mises stress: (a) bamboo tubes; and (b) steel tubes
(a) (b)

Table 4 
The utilisation ratio for the bamboo tubes based on design strength

Bamboo tubes Utilisation (Design strength)
Max Equivalent stress Bamboo (MPa) 85.564 0.49
Min Normal Stress-Z Bamboo (MPa) 102.53 0.59
Max Normal Stress-Z Bamboo (MPa) 42.342 0.24
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Figure 14 shows the normal stress in the 
Z direction with a maximum compressive 
stress of 102.5 MPa and a maximum tensile 
stress of 42.3 MPa, much lower than the 
design stress of 175 MPa. The maximum 
compressive stress happens at the same 
location as the maximum von-Mises stress.

The von-Mises stress for the steel parts 
shows a maximum of 410 MPa, as shown 
in Figure 15, which is much higher than 
the yield strength of 250 MPa but lower 
than the ultimate strength of 460 MPa. This 
high stress could be explained, considering 
it was achieved at a single node, indicating 
a numerical singularity. In addition, this 
maximum stress is concentrated at the node 
connecting the top steel plate with a steel 
connection, as seen in Figure 16.

An identical girder was simulated using 
steel tubes to compare the performance of the 
bamboo girder. The results are summarised 
in Table 5, where the deformation was 
70% lower using steel tubes, as expected 
due to their remarkably higher stiffness. 
However, the maximum equivalent stress in 

Figure 13. The Equivalent von-Mises stress at the location of stress concentration: (a) bamboo tubes; and 
(b) steel tubes

(a) (b)

Figure 14. The location of the stress concentration 
on the bamboo tubes (normal stress Z axis)

Figure 15. Equivalent von-Mises stress for the steel 
parts
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the steel tubes was significantly higher, reaching the yield strength of 250 MPa, while the 
bamboo tubes stayed well below their design strength of 175 MPa, as shown in Figure 12. 
Nevertheless, the stress concentration was higher in the steel tubes, reaching 249.39 MPa 
at the middle span, Figure 13 (b), unlike the 
bamboo tubes, where the stress was much 
lower and concentrated at the support side, 
as seen in Figure 13 (a). Moreover, the 
total mass of the steel girder is almost 2.8 
times the mass of the bamboo bridge, which 
makes it notably more difficult to carry and 
transport. Given that the main objective of 
this design is to be deployed quickly during 
emergencies, the relatively low weight of the 
bamboo girder gives it an advantage over its 
steel counterpart.

Figure 16. The location of the stress concentration 
on the steel parts (Equivalent von-Mises stress)

Table 5 
Results comparison between bamboo tubes and steel tubes

2 Segments 4-point bending Bamboo Tubes Steel Tubes Difference %
Load (N) -9260 -9260 0%
Max deformation (mm) 84.678 25.53 70%
Max Equivalent stress tubes (MPa) 85.564 249.4 -191%
Min Normal Stress-Z tubes (MPa) -102.53 -95.75 7%
Max Normal Stress-Z tubes (MPa) 42.342 65.41 -54%
Max Equivalent Stress Steel Parts 
(MPa) 410.5 388.58 5%

Volume (m3) 0.19481 0.19481 0%
Mass (kg) 536.48 1501.4 -180%

CONCLUSION

This paper conducted a detailed finite element analysis of a bamboo girder for an emergency 
bridge system. The girder was made primarily from bamboo with some steel parts to hold 
the bamboo tubes together ens, where they work as one unit and provide a way to connect 
multiple segments as needed. The following points were concluded from this study:

• The four-point flexural experimental tests on individual culms showed that the 
material failed locally due to crushing and splitting. The average modulus of 
elasticity was 14583 MPa, and the average ultimate strength was 263 MPa.

• The maximum deflection was 84.68 mm, exceeding the limit of L/100, which is 
77.48 mm. It indicates that a fully loaded pickup truck might be too heavy for the 
serviceability requirements of this girder.
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• For the bamboo tubes, the maximum equivalent von-Mises stress reached 85 MPa, 
much lower than the design strength of 175 MPa. Moreover, the maximum normal 
compressive stress was 102.5 MPa, and the maximum normal tensile stress was 
42.3 MPa along the longitudinal axis Z, lower than the design strength of 175 MPa.

• The steel parts had a stress of 410 MPa at a single node, exceeding the yield 
strength of 250 MPa but lower than the ultimate strength of 460 MPa. This high 
stress could be explained by numerical inaccuracy.

• The comparison with an identical girder using steel tubes showed that the steel 
girder resulted in lower deflection but significantly higher equivalent stresses. 
However, its weight was 180% higher than that of the bamboo girder, making it 
more difficult to transport and deploy quickly during emergencies.
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ABSTRACT

Invasive fish species pose several threats to aquatic biodiversity and health, necessitating 
a good understanding of their biology and ecology. This study aims to understand the 
biology of invasive fish species collected from a Langat River tributary, Selangor, focusing 
on their growth, reproduction, and feeding habits. Fish and water samples were collected 
between March and August 2022. A total of 171 specimens were recorded, including 71, 
55, and 45 individuals of Pterygoplichthys disjunctivus, P. pardalis, and Oreochromis sp. 
The b values for length-weight relationships of P. disjunctivus, P. pardalis, and Oreochromis 

sp. were 2.79, 2.92, and 2.89, respectively. 
The mean condition factor for Oreochromis 
sp. was significantly (p < 0.05) higher than 
that of the other two species. There were 
no significant differences between the 
observed and expected number of males and 
females for all three species. The females 
had higher mean gonadosomatic index values 
compared to males. The mean fecundity for 
P. disjunctivus, P. pardalis, and Oreochromis 
sp. were 973 ± 596, 10562 ± 830, and 1052 
± 1068, respectively. The most important 
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stomach contents of the three species were detritus, mineral particles, and diatoms, with a 
higher proportion of mineral particles found in the diets of P. disjunctivus and P. pardalis. 
The information on growth patterns, reproductive strategies, and dietary preferences 
provides valuable insights for controlling their invasion of local rivers.

Keywords: Feeding, fish ecology, food, gonadosomatic index, length-weight relationship, non-native species, 
water quality 

INTRODUCTION

Invasive fish species pose a significant threat to native aquatic biodiversity, ecosystems, 
and fisheries worldwide because they can displace native species, alter habitats, and spread 
diseases (Xiong et al., 2023). These fish species might act as predators or rivals against 
indigenous species (Camacho-Cervantes et al., 2023), transmit parasites or pathogens 
(Šimková et al., 2019), or result in unexpected hybridization (Arndt et al., 2018). Thus, it 
may ultimately result in the loss of local biodiversity by eradicating indigenous species 
(Bezerra et al., 2019).

The Langat River is a crucial watercourse in Selangor, Malaysia, which ordinarily 
should be rich in diverse native fish species that have also been recorded in other adjoining 
water bodies. Native fishes are important because they can contribute to the river’s 
ecological functioning (Wang et al., 2021). However, the presence of invasive fish species 
threatens the delicate balance and functioning of freshwater ecosystems (Nagelkerke et 
al., 2018). 

Initially, alien fish species were imported to Malaysia for a variety of purposes, 
including the necessity to increase the nation’s fish productivity and uses, such as 
ornamental fish keeping, sport fishing, and the biological control of undesirable species 
(Saba et al., 2020a). Unfortunately, when these fish are introduced into local waters, and 
their detrimental effects reach a tipping point, resulting in environmental dominance, alien 
fish become invasive (Havel et al., 2015; Piria et al., 2018). Besides that, they may spread 
to other water bodies, which may further increase their impact on the native ecosystem’s 
biodiversity.

Alien fish species like tilapia (Oreochromis sp.) and sailfin catfishes (Pterygoplichthys 
pardalis and P. disjunctivus) have been imported intentionally and unintentionally for 
various purposes to Malaysia, including aquaculture, aquarium, recreational, and biological 
control purposes, resulting in their introduction and establishment of breeding populations 
in inland waters in Malaysia (Rahim et al., 2013; Saba et al., 2021). These invasive species 
can spread diseases, compete with native species for food and space, and predate on them, 
leading to population decline and the elimination of many native species (Ahmad et al., 
2020). More so, some species have been categorized as invasive to Malaysia based on the 
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risk assessment using the fish invasiveness screening kit (FISK) and the aquatic species 
screening kit (AS-ISK) (Saba et al., 2020b; Vilizzi et al., 2021).

Research on different aspects of the biology of fish species, including the length-weight 
relationship, condition factor, reproductive biology, and the food and feeding habits of fish, 
are crucial for understanding how different species are likely to interact with each other 
and their possible roles in their resident aquatic ecosystems (Tran et al., 2021). Despite 
numerous introduced fish species present in Malaysia’s inland waterbodies and the growing 
research on their negative impacts on native species and the aquatic ecosystem, there still 
exists a dearth of information on the biology of non-native fish species recorded in many 
other waterbodies in Malaysia. Apart from Samat et al. (2016) and Saba et al. (2021), most 
of the previous studies have focused mainly on distribution and occurrence (Aqmal-Naser 
et al., 2023; Hamid et al., 2022; Khaleel et al., 2020), and invasion risk screening (Kiat 
& Rahim, 2023; Saba et al., 2020b; Vythalingam et al., 2022) of these species. To better 
understand the potential impacts of these invasive species in the inland waters of Malaysia, 
this study aims to explore some aspects of the biology of invasive fish species from a 
Langat River tributary, Selangor. The objectives are, therefore, to assess the length-weight 
relationships and condition factors of the three important invasive fish species, evaluate 
the sex ratio, gonadosomatic index, and fecundity of the species, and determine the food 
and feeding habits. 

MATERIALS AND METHODS

Study Area 

The study area refers to a stream that flows through a dense residential area of Sungai Merab 
and into the Langat River, Selangor. The stream’s bottom is shallow and sandy, with a depth 
ranging from 0.2 to 1.2 m and a width of 2.5 to 10.0 m. The riverbank is densely vegetated 
with tall grasses and several crops, such as banana trees, sugar cane, and coconut trees.

The sampling was undertaken over six months at three different times, which coincided 
with 18th March 2022, 26th May 2022, and 25th August 2022. The rainfall patterns are 
significantly influenced by two distinct monsoon seasons: the northeast monsoon, which 
takes place between October and March, and the southwest monsoon, which typically starts 
in May and concludes in September (Amirudin et al., 2022). Fish sampling was conducted 
within 200 m along the stream at points A (2°55’03.6”N 101°45’13.6”E), B (2°55’01.1”N 
101°45’12.5”E), and C (2°54’57.5”N 101°45’13.7”E) (Figure 1). 

Water Quality Measurement

Water quality was measured at three different points along a 200 m stretch of the sampling 
site. During each of the three times of sampling, a total of three readings were taken. Water 
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quality parameters were measured, including dissolved oxygen, pH, water temperature, 
and total dissolved solids (TDS). On-site measurements were taken using a YSI 556 MPS 
probe (YSI, Yellow Springs, OH, USA). Additionally, chemical parameters, including 
ammonia, nitrite, nitrate, phosphate, and sulfate concentrations, were analyzed using 
a spectrophotometer (HACH, Loveland, CO, USA). The ex-situ measurements were 
conducted less than 24 hours after collecting the water samples using sterilized 500 mL 
polyethylene bottles.

Fish Sampling and Processing

Fish were sampled using a cast net with a length of 150 cm, a diameter of 305 cm, and a 
mesh size of 2 cm. The sampling activity was accomplished in 2 hours by four individuals 
for each sampling day, with the cast nets deployed approximately 24 times on each sampling 
day. All specimens collected were stored in a cool box containing ice cubes before being 
transported back to the laboratory for further assessment. Fishes were identified based on 
Zakaria-Ismail et al. (2019) and Saba et al. (2020c). All samples were dissected after the 
fish length and weight measurements were completed. The total length (TL), standard length 
(SL), and body weights (BW) of all collected specimens were measured to the nearest 0.1 
cm and 0.1 g, respectively, by using a fish measuring board and a digital weighing scale. 
The ventral side of the fish was dissected to expose the viscera. The esophagus, intestine, 
stomach, and gonad (testis and ovary) were collected and separated from other visceral 

Figure 1. Map showing the location of the sampling points along the Langat River tributary, Selangor, 
Malaysia (Source: Google Earth)
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organs. The collected gut and gonad were then measured for length and weight to the 
nearest 0.1 cm and 0.1 g, respectively. The gut was preserved in 5% of formalin, while 
the gonad was preserved in 10% of buffered formalin. The gut and gonad were labeled 
and stored in a separate bottle.

Length-weight Relationship and Condition Factor 

The relationship between fish weight and length may be shown using Equation 1 (Fakoya 
et al., 2019): 

𝑊𝑊 =  𝑎𝑎𝑎𝑎𝑏𝑏  
LogW =  𝑎𝑎 + 𝑏𝑏LogL 

𝐾𝐾 = 100𝑊𝑊/𝑎𝑎3 (Mozsár et al., 2015)  

         [1]

where: W = weight of the fish (g); L = total length of fish (cm); a = regression constant; 
and b = allometric coefficient.

Log-transformed data was utilized, and the least-square approach was used to estimate 
the values of constants a and b (Equation 2) (Zar, 1984).

𝑊𝑊 =  𝑎𝑎𝑎𝑎𝑏𝑏  
LogW =  𝑎𝑎 + 𝑏𝑏LogL 

𝐾𝐾 = 100𝑊𝑊/𝑎𝑎3 (Mozsár et al., 2015)  
       [2]

Condition Factor

The Equation 3 for condition factor (K) is as follows:𝑊𝑊 =  𝑎𝑎𝑎𝑎𝑏𝑏  
LogW =  𝑎𝑎 + 𝑏𝑏LogL 

𝐾𝐾 = 100𝑊𝑊/𝑎𝑎3 (Mozsár et al., 2015)   (Mozsár et al., 2015)     [3]

where: K= condition factor; W= weight (g); and L= total length of fish (cm).
Kruskal-Wallis’s test was used to compare the well-being of the three invasive fish 

species at a p < 0.05.

Sex Ratio, Gonadosomatic Index and Fecundity

To statistically assess the sex ratio, Pearson’s chi-square goodness of fit test in IBM SPSS, 
ver. 26.0 (IBM Corp., Chicago, IL, USA) was used based on Equation 4 for the chi-square 
statistic, which is:

𝑋𝑋2 =  �[(𝑂𝑂 − 𝐸𝐸)2 /𝐸𝐸] 

𝐺𝐺𝐺𝐺𝐺𝐺 = 100 ×𝑊𝑊𝑔𝑔/𝑊𝑊 

       [4]

where O is the observed frequency, and E is the expected frequency.
The gonadosomatic index (GSI) was determined after collecting ovaries from fish, 

blotting them, weighing them individually, and separating the eggs. Measurements of the 
weight of the fish gonad and the weight of the body without the gonad were then used to 
determine the GSI as in Equation 5:
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where: Wg = weight of wet gonad (g); and W = total wet body weight without gonad (g).
Small sub-samples from the posterior, middle, and anterior portions of the ovary were 

removed to calculate the fecundity. Then, each sub-sample was weighed to the nearest 
0.1 g. The eggs within each sub-sample were counted using a dissecting microscope. 
The fecundity was, therefore, calculated according to Rahman and Samat (2021) as in 
Equation 6:

Fecundity =
Average number of eggs in sub-samples × Weight of ovary (g)

[6]
Weight of sub-sample (g)

Gut Content Extraction and Identification

Gut content analysis was performed by collecting the contents from the gut and transferring 
them to a petri dish containing 5 mL of distilled water to facilitate dilution. The occurrence 
frequency, volumetric approach, and index of preponderance were applied to obtain a more 
comprehensive perspective on dietary importance. The stomach contents were examined 
under a stereomicroscope using a 0.2 mm deep, 16 × 16 Fuchs Rosenthal counting chamber. 
The contents were then classified as multicellular green algae, unicellular green algae, red 
algae, plant parts, euglenoids, Xanthophyceae, Cyanobacteria, diatom, detritus, and mineral 
particles (Wickramaratne, 2021; Saba et al., 2021). 

Frequency of Occurrence

The total number of stomachs containing prey items was expressed as a percentage of 
all non-empty stomachs to determine the frequency of occurrence (Hyslop, 1980). The 
frequency of occurrence method Equation 7 is as follows:

%𝑂𝑂𝑂𝑂 =  𝑁𝑁𝑂𝑂
𝑁𝑁

 × 100          [7]

where: %Oi = the frequency of occurrence of given food i ; Ni = number of stomachs 
containing prey I; and N = total number of stomachs with food.

Percentage Volume

The percentage volume was calculated using the volumetric method, where the volume of 
each food item was expressed as a proportion of the total volume of food in the stomach 
(Silveira et al., 2020). The following Equation 8 was used:

%𝑉𝑉𝑂𝑂 =  
𝑉𝑉𝑂𝑂
𝑉𝑉𝑉𝑉

 × 100        [8]
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where: %Vi = percentage of food items I; Vi = volume of item I; and Vt = total volume of 
food (gut content).

Index of Preponderance

The index of preponderance was used to determine the relative significance of each food 
category based on the percent volume and frequency of occurrence values (Santi et al., 
2017). This index’s Equation 9 is as follows:

𝐺𝐺 =  𝑉𝑉𝑂𝑂𝑂𝑂𝑂𝑂
∑𝑉𝑉𝑉𝑉𝑂𝑂𝑉𝑉

 × 100          [9]

where: I = index of preponderance; Vi = percentage volume of food component; Oi = 
Percentage of occurrence of food item; Vt = total percentage volume of food component; 
and Ot = total percentage of occurrence of food item.

Data Analysis

Microsoft Excel spreadsheet software (Office 365, Version 2016, Microsoft Corp., 
Berkshire, UK) was used for record-keeping purposes and analyzed to obtain descriptive 
statistics. Data collected from the condition factor and length-weight relationship was 
analyzed using simple linear regression from the log equation. All inferential statistics 
were done in IBM SPSS, ver. 26.0 (IBM Corp., Chicago, IL, USA).

RESULTS 

Water Quality Assessment

From March to August 2022, temperature, dissolved oxygen, and ammonia levels showed 
declining patterns, whereas pH, conductivity, and TDS demonstrated increasing tendencies. 
Phosphate and sulfate declined over time, with March showing the greatest average 
values for both parameters, while August had the lowest average values. The nitrate 
concentration gradually rose from March to May and declined from May to August. The 
nitrite concentration declined from March to August (Table 1).

Table 1
Summary of water quality parameter measurements from the three sampling months 

Readings (Mean ± SD)
Parameters March May August
Temperature (⁰C) 28.8 ± 0.2 27.8 ± 0.2 27.7 ± 0.3
Dissolve oxygen (mg/L) 4.5 ± 0.3 4.9 ± 1.1 5.6 ± 0.8
Conductivity (µS/cm) 0.1 ± 0.0 0.2 ± 0.0 0.2 ± 0.0
Total dissolved solids (mg/L) 80.4 ± 0.4 90.1 ± 2.7 93.0 ± 0.7
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Fish Length and Weight 

A total of 171 specimens were collected, including 71, 55, and 45 individuals of P. 
disjunctivus, P. pardalis, and Oreochromis sp., respectively. The overall mean lengths and 
weights for the three species spanning the study duration are presented in Table 2, while 
Figure 2 shows the invasive species sampled.

Readings (Mean ± SD)
Parameters March May August
pH 7.63 ± 0.10 7.70 ± 0.00 8.00 ± 0.10
Phosphate (mg/L) 12.7 ± 0.8 11.6 ± 0.9 1.1 ± 0.4
Sulphate (mg/L) 20.2 ± 3.3 9.4 ± 1.9 7.3 ± 1.3
Nitrate (mg/L) 5.2 ± 0.7 7.2 ± 1.6 5.2 ± 0.6
Nitrite (mg/L) 0.1 ± 0.0 0.1 ± 0.0 0.1 ± 0.0
Ammonia (mg/L) 0.3 ± 0.0 0.2 ± 0.0 0.1 ± 0.0

Table 1 (continue)

Table 2
Overall length and weight information of the invasive fish species

Species Mean ± SD Min Max
P. disjunctivus Length (cm) 22.9 ± 6.8 12.3 46.1

Weight (g) 125.7 ± 20.0 15.0 665.0
P. pardalis Length (cm) 24.5 ± 6.2 11.6 42.6

Weight (g) 149.9 ± 113.6 15.0 550.0
Oreochromis sp. Length (cm) 16.3 ± 3.4 8.9 24.0

Weight (g) 96.0 ± 59.3 15.0 275.0

Figure 2. Invasive fish specimens: (A) Pterygoplichthys disjunctivus, (B) P. pardalis, and (C) Oreochromis sp.

Pterygoplicthys disjunctivus Pterygoplicthys pardalis

Oreochromis sp.

10 cm 10 cm

5 cm
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A summary of length and weight information for the three different sampling months 
is presented in Table 3. In March, the average body weight of P. disjunctivus was 287.4 
± 215.5 g, with the highest recorded weight being 1125.0 g. In May, the weight reduced 
to 165.5 ± 135.9 g, while in August, it decreased even further to 72.4 ± 42.9 g. In March, 
the average body weight of P. pardalis was 146.0 ± 120.8 g, with the highest recorded 
weight being 550.0 g. In May, the weight rose to 176.2 ± 137.3 g and in August, it 
dropped to 126.8 ± 58.5 g. The average body weight of Oreochromis sp. was 72.7 g ± 
41.6 g in March, ranging from 15.0 g to 180.0 g. The average body weight in May rose 
to 133.5 g ± 70.8 g, ranging from a minimum of 40.0 g to a maximum of 275.0 g. The 
average body weight in August declined to 94.8 g ± 57.6 g, ranging from a minimum of 
25.0 g to a maximum of 220.0 g.

Table 3
Monthly length and weight information of the invasive fish species

Month Species N Mean BW (g) 
± SD

Min 
BW (g) 

Max 
BW (g)

Mean TL 
(cm) ± SD

Min TL 
(cm)

Max TL 
(cm)

March P. disjunctivus 30 287.4 ± 215.5 15.0 1125.0 43.2 ± 6.9 12.3 41.1
May P. disjunctivus 23 165.5 ± 135.9 45.0 665.0 26.4 ± 6.9 16.7 46.1
August P. disjunctivus 18 72.4 ± 42.9 20.0 170.0 19.6 ± 4.6 12.4 28.4
March P. pardalis 25 146.0 ± 120.8 15.0 550.0 24.2 ± 7.0 11.6 42.5
May P. pardalis 16 176.2 ± 137.3 35.0 475.0 25.5 ± 6.8 16.0 40.2
August P. pardalis 14 126.8 ± 58.5 45.0 235.0 23.9 ± 3.6 17.6 31.7
March Oreochromis sp. 15 72.7 ± 41.6 15.0 180.0 15.1 ± 2.9 8.9 21.0
May Oreochromis sp. 10 133.5 ± 70.8 40.0 275.0 18.8 ± 3.1 12.8 24.0
August Oreochromis sp. 20 94.8 ± 57.6 25.0 220.0 16.0 ± 4.0 10.0 23.0

Length-frequency Distribution 

The highest number of individuals in any size class for the entire sampling period was 34, 
as recorded for P. disjunctivus in the 15.0–19.9 cm size class. Pterygoplichthys pardalis 
recorded the largest number of individuals in the 20.0–24.9 cm and 25–29.9 cm size classes, 
while Oreochromis sp. recorded the largest number of individuals in the 15.0–19.9 cm 
size class (Figure 3).

Length-weight Relationship and Condition Factor

The results of the length-weight relationships (LWR) and condition factors (CF) are 
presented in Table 4. The b values for P. disjunctivus, P. pardalis, and Oreochromis sp. 
were 2.79, 2.92, and 2.89, respectively. Oreochromis sp. had the highest mean condition 
factor (1.97 ± 0.23) while the sailfin catfishes (P. disjunctivus and P. pardalis) recorded 
CF values less than 1. 
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Throughout the study period, the b values recorded for P. disjunctivus in March (2.93), 
May (2.89), and August (2.61) were found to be less than 3. Pterygoplichthy pardalis 
recorded b values of 2.91, 2.87, and 2.93 in March, May, and August, respectively, while 
Oreochromis sp. was 2.95 in March, 3.09 in May, and 2.85 in August. All the b values were 
less than 3, indicating negative allometric growth, except for May, where Oreochromis sp. 
recorded a b value of 3.09, exhibiting positive allometric growth.

Sex Ratio, GSI and Fecundity

There were no significant differences between the observed and expected number of males 
and females for P. disjunctivus X2 (1, N = 45) = 0.56, p = 0.456, P. pardalis X2 (1, N = 49) 
= 0.67, p = 0.184 and Oreochromis sp. X2 (1, N = 53) = 0.17, p = 0.680. Therefore, the 
proportion of males and females was not significant (p > 0.05). The females had higher 
mean GSI values for all three species than males. However, female Oreochromis sp. had 
a lower mean GSI compared to the females of the two sailfin catfishes (Table 5). 

The temporal variation in GSI for the three invasive species is presented in Figure 4. 
The highest GSI values for female P. disjunctivus were recorded in August (2.09), and the 
lowest GSI values were in March (0.61) during the study period. For the males, the highest 

Figure 3. Length frequency distribution of invasive fish species 

Table 4
The three invasive species’ length-weight relationship and condition factor values over the entire sampling period

Species N Equation R2 Mean CF ± SD Min CF Max CF
P. disjunctivus 71 y = 2.7939x - 1.7909 0.9705 0.86 ± 0.14a 0.50 1.16
P.  pardalis 55 y = 2.9232x - 1.9586 0.9785 0.86 ± 0.11a 0.80 1.12
Oreochromis sp. 45 y = 2.8942x - 1.5834 0.9761 1.97 ± 0.23b 1.42 2.53

Note. Means with different superscripts indicate significant differences at p < 0.05
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GSI values were recorded in May (0.68), and the lowest GSI values recorded were in 
March (0.21). For P. pardalis, the highest GSI value for males was in May (0.89), whereas 
the highest GSI value recorded for females was in August (11.01). The lowest GSI value 
for males was detected in August (0.19), whereas the lowest GSI value for females was 
recorded in March (6.88) for P. pardalis. The GSI for female Oreochromis sp. was found 

Table 5
Gonadosomatic index (GSI) values of the three invasive fish species

Species Sex N Mean ± SD Min GSI Max GSI 
P. disjunctivus Male 19 1.18 ± 2.62 0.12 11.85

Female 24 9.63 ± 6.50a 0.19 21.29
Total 43 5.90 ± 6.59 0.12 21.29

P. pardalis Male 26 0.41 ± 0.64 0.08 3.22
Female 23 8.06 ± 5.32a 0.35 19.11
Total 49 4.47 ± 5.46 0.08 19.11

Oreochromis sp. Male 19 0.38 ± 0.52 0.03 2.22
Female 18 1.72 ± 1.32b 0.23 4.93
Total 37 1.03 ± 1.19 0.03 4.93

Note. The same superscript for female P. disjunctivus and P. pardalis indicates no significant difference (p > 
0.05) in their GSI values. GSI values were computed only for specimens with identifiable gonads

Figure 4. Temporal variation of the gonadosomatic index (GSI) for males and females of (A) Pterygoplichthys 
disjunctivus, (B) Pterygoplichthys pardalis, and (C) Oreochromis sp. 
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to be the highest (2.87) in March and the lowest (1.30) in August. On the other hand, male 
GSI was highest (0.78) in March and the lowest (0.13) in August. 

The mean fecundity for P. disjunctivus, P. pardalis, and Oreochromis sp. were 972.5 ± 
595.7, 10562.0 ± 829.6, and 1052.3 ± 1068.1, respectively. For P. disjunctivus, the highest 
fecundity was observed in May. 

Food and Feeding Habits

Overall Stomach Contents 

Details of food items found in the stomachs of the three invasive fish species throughout the 
study period are presented in Table 6. The food categories most important to P. disjunctivus 
and P. pardalis based on percentage frequency of occurrence, FO (%), and percentage 
index of preponderance, IP (%) were detritus, mineral particles, and diatoms. In contrast, 
detritus, mineral particles, and unicellular green algae were the most important factors for 
Oreochromis sp.

By percentage volume, VO (%), detritus, mineral particles, diatoms, and plant parts 
were the most important stomach contents to P. disjunctivus and P. pardalis, respectively, 
while by IP (%) detritus, mineral particles, diatoms were the most important for P. 
disjunctivus and P. pardalis. Detritus, mineral particles, and unicellular green algae were 
the most important stomach contents for Oreochromis sp. by IP (%).

Table 6
Summary of overall food items of three invasive species

FO (%) VO (%) IP (%)
Stomach content PD PP OR PD PP OR PD PP OR
Mineral particles 95.56 100 86.67 22.66 29.82 6.84 4.68 34.59 0.89
Detritus 100 100 100 51.50 27.2 63.53 10.59 31.56 10.41
Diatom 61.80 81.57 56.67 5.11 9.59 2.49 0.71 9.09 0.23
Cyanobacteria 23.59 77.56 76.67 1.48 9.38 6.23 0.08 8.50 0.71
Unicellular green 
algae

55.27 30.32 77.78 5.81 1.96 6.74 0.65 0.69 0.82

Multicellular green 
algae

54.96 54.39 56.11 4.18 6.63 3.53 0.45 4.45 0.30

Red algae 0.00 63.01 43.33 1.91 3.99 1.32 0.00 2.90 0.10
Xanthophyceae 0.00 27.19 31.37 0.00 1.24 0.00 0.12 0.39 0.00
Euglenoids 18.21 41.92 0.00 1.23 2.18 0.06 0.00 1.11 0.00
Plant parts 58.17 70.43 90.00 6.13 8.01 5.98 0.70 6.72 0.82
Insect part 0.00 0.00 50.56 0.00 1.99 0.00 0.00 0.00 0.15
Zooplankton 0.00 41.11 0.00 0.00 1.36 0.00 0.00 0.00 0.09

Note. FO% = percentage frequency of occurrence, VO% = percentage volume, IP% = Percentage index of 
preponderance, PD = P. disjunctivus, PP = P. pardalis, OR = Oreochromis sp.
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Monthly Stomach Contents

The feeding habits of the three invasive species over the sampling months indicated 
that detritus is the primary food source for all organisms (Table 7). Pterygoplichthys 
disjunctivus exhibits a debris predilection and a minimal inclination towards euglenoids. 
Pterygoplichthys pardalis mostly ingest mineral particles and shows minimal attraction 
towards Xanthophyceae. Oreochromis sp. exhibits a preference for debris; however, there 
is a transition to diatoms in March and August, and there is a minimal intake of unicellular 
algae in May.

Table 7 
Most and least important stomach content in invasive fish species by sampling months 

Species Month The most important food items FO (%) VO (%) IP (%)
P. disjunctivus March Detritus 100 48.4 9.2

May Detritus 100 61.9 12.4
August Detritus 100 47.4 11.1

P. pardalis March Mineral particles 100 32.8 37.9
May Mineral particles 100 27.6 32.6
August Mineral particles 100 29.1 33.9

Oreochromis sp. March Detritus 100 52.6 7.5
May Detritus 100 57.8 6.7
August Detritus 100 80.2 17.1

Species Month Least important food items FO (%) VO (%) IP (%)
P. disjunctivus March Euglenoids 31.1 1.1 0.1

May Euglenoids 13 0.4 0
August Euglenoids 6.6 0.3 0

P. pardalis March Xanthophyceae 28 1.1 0.4
May Xanthophyceae 25 1.5 0.5
August Xanthophyceae 28.6 1.1 0.4

Oreochromis sp. March Diatoms 40 1.7 0.1
May Unicellular Algae 0.9 0.5 0.2

 August Diatoms 0.9 0.2 0.2

Note. FO% = percentage frequency of occurrence, VO% = percentage volume, IP% = Percentage index of 
preponderance

DISCUSSION

This study assessed some aspects of the biology of invasive fish species in the Langat River 
tributary, Selangor, Malaysia, based on growth, reproduction, and feeding habits over six 
months. Selangor, Malaysia, experiences considerable climatic variability throughout the 
year, which allowed the possibility of documenting aspects of fish biology during different 
seasons within the sampling duration. 
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Water Quality Assessment

Most physico-chemical parameters observed in this study were within the recommended 
ranges for the survival of tropical freshwater fish (Towers, 2015). However, it is worth 
noting that some parameters exhibited a high standard deviation, indicating the presence 
of readings that may not be optimal for fish. However, invasive fish species are known for 
their hardiness and may thrive in suboptimal water quality conditions.

Length-weight Relationship and Condition Factor

Although P. pardalis had the highest overall b value in this study, all three species 
exhibited negative allometry. Oreochromis sp., however, exhibited a positive allometry 
in May. More so, compared to P. disjunctivus and P. pardalis, Oreochromis sp., which 
had the highest mean CF, exhibited better well-being. It may translate to the fact that 
Oreochromis sp., despite a drop in some water quality parameters, could flourish, 
underscoring the significantly higher CF values for this species compared to its invasive 
counterparts. This competitive advantage could contribute to the outcompeting of the 
native species by Oreochromis sp. (Beatty et al., 2022; Saba et al., 2021). The invasive 
species’ ability to flourish under suboptimal water quality conditions, coupled with their 
higher CF, may give them an upper hand in resource utilization and potentially lead to 
the displacement or decline in the diversity and abundance of native species.

Sex Ratio, GSI and Fecundity

The sex ratio in the three invasive species is not influenced by any factor that would 
lead to a non-random distribution of males and females. More so, for all three species, 
the female sex had higher mean GSI values compared to the males, indicating active 
reproduction. The significantly higher GSI values of P. disjunctivus and P. pardalis than 
Oreochromis sp. suggest better reproductive capacity. It is also indicated in the fecundity 
values. The highest GSI values for the female of each of the sailfin catfishes were recorded 
in August, while that of female Oreochromis sp. was in March. The highest fecundity 
for each of the three species was recorded in May, which coincides with the southwest 
monsoonal season (Amirudin et al., 2022). 

The differences in LWR, CF, and reproductive biology among the invasive fish 
species in this Langat River tributary suggest that the sailfin catfishes have different life 
history strategies compared to tilapia, which may impact the native ecosystem in different 
ways. For example, species with a higher growth rate and CF may have a competitive 
advantage over native species for resources, while species with active reproduction 
may have a greater potential for population growth and expansion (Hudina et al., 2015; 
Paula et al., 2014). 
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Food and Feeding Habits

Detritus, mineral particles, and diatoms were the most important contents found in the 
stomachs of sailfin catfishes. Detritus is a significant carbon source in the global carbon 
cycle and serves as a food supply for detritivores, which are prominent elements of almost 
all ecosystems. The high percentage of mineral particles (mud and sand) in this species 
may be explained by a suction-type ventral mouth adapted to erode food from a rough 
surface, such as sand and mud at the base of rivers and lakes (Samat et al., 2016). This 
finding aligns with Iskandar (2021), who found a higher proportion of detritus and mineral 
particles in the stomach of P. pardalis collected from the Pusu River, Selangor. 

Although detritus is difficult to digest for some fishes, P. disjunctivus and P. pardalis 
have well-developed gizzard-shaped pyloric stomachs, which helps them to digest the 
detritus (Samat et al., 2016). Besides, the preference for diatom (Bacillariophyta) as the 
essential natural diet of P. pardalis indicates that it is abundant in this area. In addition, it 
is an epilithic kind of microalgae, thus making it ideal for P. pardalis. Morphologically, 
P. disjunctivus and P. pardalis have ventrally oriented triangular mouth that supports their 
feeding habits (Elfidasari et al., 2020). Therefore, evidence suggests that P. disjunctivus 
and P. pardalis might be categorized as herbivores and detritivores. It agrees with the 
findings of Wickramaratne (2021) for the Victoria and Kalawewa reservoirs in Sri Lanka 
and Stolbunov et al. (2021) in Vietnam, detritus was the most important food found in the 
stomachs of loricariid fishes such as P. disjunctivus and P. pardalis.

Similarly, the most important food of Oreochromis sp. was detritus, coinciding with 
the finding of Shalloof and Khalifa (2009), who found a high proportion of detritus in 
the diet of Oreochromis sp. from Zabaal Lakes, Egypt. The findings of this study are also 
supported by Iskandar (2020), who found a high amount of detritus (48.99%) in the gut of 
O. niloticus from Pusu River, Selangor. Contrarily, Saba et al. (2021) found that diatoms 
were the most commonly occurring food item in the diet of Oreochromis sp. From the 
Gombak River, Selangor by occurrence, volume, and preponderance, and from the Klang 
River, diatoms and detritus were the most significant food items by volume. In the Langat 
River, detritus was the most important food item by volume and preponderance, followed 
by worms, suggesting that Oreochromis sp. from various Malaysian rivers have a diverse 
diet, with detritus and diatoms being the most essential components. 

The high proportion of mineral particles indicates that Oreochromis sp. are bottom 
grazers, which agrees with Oso et al. (2006), while an abundance of detritus indicates their 
omnivorous nature (Shalloof et al., 2020). Also, the diet composition of fish species may be 
influenced by the abundance of specific food categories in the water body, making the fish 
explore what is available (Whitfield et al., 2022). According to Idowu et al. (2019), cichlids 
may adapt to numerous tropical functions, such as having a detritivorous, herbivorous, and 
planktivorous diet, and they could act as predators. 
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CONCLUSION

This study provides valuable information on the LWR, CF, reproductive biology, and food 
preferences of invasive fish species collected from a stream that flows into the Langat River 
in Selangor, Malaysia. During sampling for alien fish species, some samples of two native 
fish species, the blunt-snout barb Mystacoleucus obtusirostris and marble goby Oxyeleotris 
marmorata, were encountered. In this study, tilapia Oreochromis sp. recorded a better 
condition and well-being compared to the sailfin catfishes (P. disjunctivus and P. pardalis), 
which are likely to contribute more to the negative impact on native fish species through 
their prolific reproductive capacity. The results highlight the importance of understanding 
the life history traits of invasive fish species for their management and control and serve as 
a preliminary investigation of the potential of these species to impact the ecosystem of the 
Langat River. More so, the information gathered in this study serves as a baseline for further 
research and conservation efforts. It can guide informed decisions in managing invasive 
species by controlling their invasion of local rivers and preserving native fish populations.
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