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PERTANIKA JOURNAL OF SCIENCE & TECHNOLOGY 
About the Journal 

Overview 
Pertanika Journal of Science & Technology is an official journal of Universiti Putra Malaysia. It is an open-
access online scientific journal. It publishes original scientific outputs. It neither accepts nor commissions 
third party content. 

Recognised internationally as the leading peer-reviewed interdisciplinary journal devoted to the publication 
of original papers, it serves as a forum for practical approaches to improve quality on issues pertaining to 
science and engineering and its related fields. 

Pertanika Journal of Science & Technology currently publishes 6 issues a year (January, March, April, 
July, August, and October). It is considered for publication of original articles as per its scope. The journal 
publishes in English and it is open for submission by authors from all over the world. 

The journal is available world-wide. 

Aims and scope 
Pertanika Journal of Science & Technology aims to provide a forum for high quality research related to 
science and engineering research. Areas relevant to the scope of the journal include: bioinformatics, 
bioscience, biotechnology and bio-molecular sciences, chemistry, computer science, ecology, engineering, 
engineering design, environmental control and management, mathematics and statistics, medicine and 
health sciences, nanotechnology, physics, safety and emergency management, and related fields of study. 

History 
Pertanika Journal of Science & Technology was founded in 1993 and focuses on research in science and 
engineering and its related fields. 

Vision 
To publish a journal of international repute. 

Mission 
Our goal is to bring the highest quality research to the widest possible audience. 

Quality 
We aim for excellence, sustained by a responsible and professional approach to journal publishing. 
Submissions can expect to receive a decision within 90 days. The elapsed time from submission to 
publication for the articles averages 180 days. We are working towards decreasing the processing time 
with the help of our editors and the reviewers. 

Abstracting and indexing of Pertanika 
Pertanika Journal of Science & Technology is now over 27 years old; this accumulated knowledge and 
experience has resulted the journal being abstracted and indexed in SCOPUS (Elsevier), Clarivate Web 
of Science (ESCI), EBSCO, ASEAN CITATION INDEX, Microsoft Academic, Google Scholar, and MyCite.

Citing journal articles 
The abbreviation for Pertanika Journal of Science & Technology is Pertanika J. Sci. & Technol.

Publication policy 
Pertanika policy prohibits an author from submitting the same manuscript for concurrent consideration by 
two or more publications. It prohibits as well publication of any manuscript that has already been published 
either in whole or substantial part elsewhere. It also does not permit publication of manuscript that has 
been published in full in proceedings. 

Code of Ethics 
The Pertanika journals and Universiti Putra Malaysia take seriously the responsibility of all of its journal 
publications to reflect the highest in publication ethics. Thus, all journals and journal editors are expected 
to abide by the journal’s codes of ethics. Refer to Pertanika’s Code of Ethics for full details, or visit the 
journal’s web link at http://www.pertanika.upm.edu.my/code_of_ethics.php 
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Originality 
The author must ensure that when a manuscript is submitted to Pertanika, the manuscript must be an original 
work. The author should check the manuscript for any possible plagiarism using any program such as Turn-It-
In or any other software before submitting the manuscripts to the Pertanika Editorial Office, Journal Division. 

All submitted manuscripts must be in the journal’s acceptable similarity index range: 
≤ 20% – PASS; > 20% – REJECT. 

International Standard Serial Number (ISSN) 
An ISSN is an 8-digit code used to identify periodicals such as journals of all kinds and on all media–print 
and electronic. 

Pertanika Journal of Science & Technology: e-ISSN 2231-8526 (Online). 

Lag time 
A decision on acceptance or rejection of a manuscript is reached in 90 days (average). The elapsed time from 
submission to publication for the articles averages 180 days. 

Authorship 
Authors are not permitted to add or remove any names from the authorship provided at the time of initial 
submission without the consent of the journal’s Chief Executive Editor. 

Manuscript preparation 
For manuscript preparation, authors may refer to Pertanika’s INSTRUCTION TO AUTHORS, available on 
the official website of Pertanika.

Editorial process 
Authors who complete any submission are notified with an acknowledgement containing a manuscript ID on 
receipt of a manuscript, and upon the editorial decision regarding publication. 

Pertanika follows a double-blind peer-review process. Manuscripts deemed suitable for publication are 
sent to reviewers. Authors are encouraged to suggest names of at least 3 potential reviewers at the time 
of submission of their manuscripts to Pertanika, but the editors will make the final selection and are not, 
however, bound by these suggestions. 

Notification of the editorial decision is usually provided within 90 days from the receipt of manuscript. 
Publication of solicited manuscripts is not guaranteed. In most cases, manuscripts are accepted conditionally, 
pending an author’s revision of the material. 

The journal’s peer review 
In the peer-review process, 2 to 3 referees independently evaluate the scientific quality of the submitted 
manuscripts. At least 2 referee reports are required to help make a decision. 

Peer reviewers are experts chosen by journal editors to provide written assessment of the strengths and 
weaknesses of written research, with the aim of improving the reporting of research and identifying the most 
appropriate and highest quality material for the journal. 

Operating and review process 
What happens to a manuscript once it is submitted to Pertanika? Typically, there are 7 steps to the editorial 
review process: 

1. The journal’s Chief Executive Editor and the Editor-in-Chief examine the paper to determine 
whether it is relevance to journal needs in terms of novelty, impact, design, procedure, language 
as well as presentation and allow it to proceed to the reviewing process. If not appropriate, the 
manuscript is rejected outright and the author is informed. 

2. The Chief Executive Editor sends the article-identifying information having been removed, to 2 to 
3 reviewers. They are specialists in the subject matter of the article. The Chief Executive Editor 
requests that they complete the review within 3 weeks. 

 Comments to authors are about the appropriateness and adequacy of the theoretical or conceptual 
framework, literature review, method, results and discussion, and conclusions. Reviewers often 
include suggestions for strengthening of the manuscript. Comments to the editor are in the nature 
of the significance of the work and its potential contribution to the research field. 
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3. The Editor-in-Chief examines the review reports and decides whether to accept or reject the 
manuscript, invite the authors to revise and resubmit the manuscript, or seek additional review 
reports. In rare instances, the manuscript is accepted with almost no revision. Almost without 
exception, reviewers’ comments (to the authors) are forwarded to the authors. If a revision is 
indicated, the editor provides guidelines for attending to the reviewers’ suggestions and perhaps 
additional advice about revising the manuscript. 

4. The authors decide whether and how to address the reviewers’ comments and criticisms and 
the editor’s concerns. The authors return a revised version of the paper to the Chief Executive 
Editor along with specific information describing how they have addressed’ the concerns of 
the reviewers and the editor, usually in a tabular form. The authors may also submit a rebuttal 
if there is a need especially when the authors disagree with certain comments provided by 
reviewers. 

5. The Chief Executive Editor sends the revised manuscript out for re-review. Typically, at least 1 
of the original reviewers will be asked to examine the article. 

6. When the reviewers have completed their work, the Editor-in-Chief examines their comments 
and decides whether the manuscript is ready to be published, needs another round of revisions, 
or should be rejected. If the decision is to accept, the Chief Executive Editor is notified. 

7. The Chief Executive Editor reserves the final right to accept or reject any material for publication, 
if the processing of a particular manuscript is deemed not to be in compliance with the S.O.P. of 
Pertanika. An acceptance letter is sent to all the authors. 

 The editorial office ensures that the manuscript adheres to the correct style (in-text citations, 
the reference list, and tables are typical areas of concern, clarity, and grammar). The authors 
are asked to respond to any minor queries by the editorial office. Following these corrections, 
page proofs are mailed to the corresponding authors for their final approval. At this point, only 
essential changes are accepted. Finally, the manuscript appears in the pages of the journal 
and is posted on-line.
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Foreword

Welcome to the second issue of 2024 for the Pertanika Journal of Science and Technology (PJST)! 

PJST is an open-access journal for studies in Science and Technology published by Universiti Putra 
Malaysia Press. It is independently owned and managed by the university for the benefit of the 
world-wide science community.

This issue contains 25 articles; six review articles and the rest are regular articles. The authors 
of these articles come from different countries namely Brazil, India, Indonesia, Iraq, Kingdom of 
Saudi Arabia and Malaysia.

Marco Pereira de Souza et al. presented an article titled “A comparison of results from two multi-
criteria decision-making methods for solar photovoltaic plant site location: Case study Rio De 
Janeiro” from Brazil. Their study compares the results of two studies on the optimal site selection 
of PV in the Brazilian state of Rio de Janeiro. This comparison was carried out by map analysis 
and applying different correlation coefficients. The map comparison showed a high similarity 
of results; 83% of the best sites were identical in studies 01 and 02. It is relevant because the 
intersections of this study show great potential for PV plants as different methods validated them. 
The four coefficients used had a very high degree of correlation, with all of them above 0.9. Thus, 
the consistency of all the ranks also validates the results of both studies since they gave similar 
results, although they were tested in different ways. Therefore, the consistency of the results of 
the analysed studies indicates the potential for installing photovoltaic solar power plants in Rio 
de Janeiro and validates the methods used and the results themselves. The detailed information 
of this study is available on page 551.

Another article we wish to highlight is “Integrating Fuzzy Logic and Brute Force Algorithm in 
Optimizing Energy Management Systems for Battery Electric Vehicles” by Abdulhadi Abdulsalam 
Abulifa and colleagues from Universiti Putra Malaysia, Malaysia. This research proposes a solution 
to achieve more efficient control of heating, ventilation, and air conditioning consumption by 
integrating fuzzy logic techniques with brute-force algorithms to optimise the energy management 
system in battery electric vehicles. The model was based on actual parameters, implemented 
using MATLAB-Simulink and ADVISOR software, and configured using a backwards-facing design 
incorporating the technical specifications of a Malaysian electric car, the PROTON IRIZ. An optimal 
solution was proposed based on the Satisfaction ratio and state of charge metrics to achieve the 
best system optimisation. The results demonstrate that the optimised fuzzy energy management 
system improved power consumption by 23.2% to 26.6% compared to a basic fuzzy energy 
management system. Further details of the investigation can be found on page 797.

i



The next article uses the Coats Redfern model-free method to investigate the thermal 
decomposition and combustion analysis of Malaysian peat soil samples. The sample analyses 
include virgin peat from a forest reserve and agricultural peat from a cultivated area. Virgin peat 
experiences a 43% mass loss during pyrolysis, while agricultural peat shows a 46% mass loss, 
emphasising insights into thermal behaviour and consistent decomposition patterns across peat 
types. Furthermore, the study determines average activation energy trends, measuring 14.87 kJ/
mol for virgin peat and 5.37 kJ/mol for agricultural peat under an inert atmosphere, and 28.89 
kJ/mol for virgin peat and 36.66 kJ/mol for agricultural peat under an oxidative atmosphere. 
The study underscores the higher flammability of virgin peat due to its elevated carbon content, 
impacting ignition points and decomposition rates, emphasising the need for tailored management 
strategies based on peat type to mitigate fire risks. Details of this study are available on page 839.

We anticipate that you will find the evidence presented in this issue to be intriguing, thought-
provoking and useful in reaching new milestones in your own research. Please recommend the 
journal to your colleagues and students to make this endeavour meaningful.

All the papers published in this edition underwent Pertanika’s stringent peer-review process 
involving a minimum of two reviewers comprising internal as well as external referees. This was to 
ensure that the quality of the papers justified the high ranking of the journal, which is renowned 
as a heavily-cited journal not only by authors and researchers in Malaysia but by those in other 
countries around the world as well.

We would also like to express our gratitude to all the contributors, namely the authors, reviewers, 
Editor-in-Chief and Editorial Board Members of PJST, who have made this issue possible. 

PJST is currently accepting manuscripts for upcoming issues based on original qualitative or 
quantitative research that opens new areas of inquiry and investigation.

Chief Executive Editor
Mohd Sapuan Salit
executive_editor.pertanika@upm.edu.my

ii
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Analysis Study of Thermal and Exergy Efficiency in Double-
Layers Porous Media Combustion Using Different Sizes of 
Burner: A Comparison
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ABSTRACT

Experimental investigations are currently exploring the impact of adding porous layers 
within burner housing on thermal and exergy efficiency. Specifically, the focus is on 
understanding the significance of double layers on porous media combustion and how 
it can improve fuel mixing and flame stability. Premixed butane-air combustion in rich 
conditions was examined using three different sizes of burners (i.e., 23 mm, 31 mm, and 44 
mm) porous media with equivalence ratios ranging from ф = 1.3 to 2.0. The experimental 
findings revealed a substantial improvement in performance efficiency (thermal and 
exergy) as the equivalence ratio increased. This study reveals that smaller burner diameters 
(ID, inner diameter = 23 mm) provide greater efficiency than larger ones (ID = 31 mm 
and 44 mm). The maximum flame temperature and porous wall temperature are found 
to decrease as the equivalence ratio increases. The highest temperature measured was 
924.82°C for 23 mm, 910.23°C for 31 mm, and 850.76°C for 44 mm at ф = 1.3. Lastly, the 

thermal and exergy efficiency in a 23 mm 
porous media burner (PMB) is higher at ф 
= 2.0 at 84.30% and 83.47%, respectively. 
It can be concluded that the diameter size 
of the burner and equivalence ratio for 
double-layer porous material influence the 
performance (efficiency) of PMB.

Keywords: Burner, exergy efficiency, porous media, 

rich combustion, surface flame, thermal efficiency
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INTRODUCTION

In recent years, the use of fossil fuels has intensified global warming and pollution. These 
fossil fuels threaten the nation and will impact the economy in the future due to depletion. 
This issue has impacted the demand for crude oil and has been increasing the price until 
today, which cannot be overlooked. A free flame from a combustion burner commonly 
generates higher pollution emissions and less efficiency, leading to high fuel consumption 
and environmental problems due to improper air-fuel mixing inside the burner.

Home burners like portable butane stoves are now widely recognized and used for 
domestic and commercial applications. In a normal household burner, combustion is a free 
flame, with heat transmission primarily by conduction. Porous media combustion (PMC) 
has grown more popular in residential burners in recent years due to its superior features 
over free flame combustion (Mujeebu et al., 2009; Javier et al., 2003). Indeed, double-layer 
porous media are becoming increasingly attractive to researchers because of their flame 
stability, high thermal efficiency, and decreased pollutant emissions (Zeng et al., 2017; 
Hashemi & Hashemi, 2017; Chen et al., 2019).

Many scholars have attempted to study double-layer PMC with various types of 
characteristics such as porous media materials (Liu et al., 2016), porosity (Yu et al., 
2013), diameter size and thickness (Janvekar et al., 2017), and layers of pores (Dai et al., 
2018) to enhance porous medium combustion's efficiency and performance. Furthermore, 
premixed fuel-air combustion is more likely to be acceptable for domestic burner stoves 
because it may improve performance while operating with flame control, provide minimal 
emission, and shorten the residence time of the gas mixture. Mishra and Muthukumar 
(2018) conducted an experimental study on fabricating and developing a self-aspirating 
liquefied petroleum gas (LPG) cooking stove with a two-layer porous radiant burner and 
three different types of orifice diameters. The results reveal that the maximum thermal 
efficiency of the porous radiant burner is 75.1% in the power range of 1–3 kW, whereas 
the traditional burner is only 65%. At the same time, Fan et al. (2019) numerically studied 
the combustion efficiency of microburners with single-layered and double-layered walls. 
The SiC inner wall significantly improves the heat recirculation effect of a double-layered 
micro burner compared to a quartz burner. Furthermore, compared to the SiC burner, the 
heat loss rate can be reduced by utilizing quartz exterior walls. Ghorashi et al. (2018) 
studied experimentally pollution emission of the burners with the effect of diameter hole 
on silicon carbide (SiC) and alumina oxide (Al2O3) with three different pore densities (i.e., 
10, 20, and 30 pores per inch). Their results indicated that CO concentration decreases in 
the Al2O3 porous medium compared to that of the SiC porous medium. 

Various studies of the characteristics of the PMB have been conducted due to the 
variation of equivalence ratio in the combustion. To maintain steady flame operation, 
the influence of the equivalence ratio on PMB stability becomes crucial in terms of 
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sustainability and performance. The implementation of porous media inside burners also 
plays an important role in temperature distribution (Wang et al., 2014; Li et al., 2019) and 
thermal efficiency (Sharma et al., 2009). In fuel-rich combustion, Dhamrat and Ellzey 
(2006) investigated a porous media reactor with rich equivalence ratios ranging from 
1.5 to 5.0 and discovered that the initial fuel-air mixture intake velocity increases with 
conversion efficiency. In addition, a study made by Ismail et al. (2013) found that the 
thermal efficiency of the porous media burner improved with the rise in fuel-air mixture 
ratio as fuel mass fraction increased to create higher heating value in alumina foam (Al2O3) 
in fuel-rich equivalence ratio at ф = 1.3 to ф = 1.6. Qu et al. (2015) studied the combustion 
of premixed methane air in a two-zone alumina pellets burner, and the findings revealed 
that raising the equivalence ratio and pellet diameter enhanced the flame stability limits.  

In the last few years, most researchers have focused on studying an alternative method 
to improve thermal and exergy efficiency inside a burner’s combustion. Mohseni et al. 
(2021) examined the effect of inserted porous media, perforated fins, and 8-tube and 24-
tube outlets on the geometry model at the outlet micro-combustor to improve the thermal 
efficiency and performance of exergy. Meanwhile, Cai et al. (2021) examined the effect 
of inserting a bluff body in a hydrogen-fueled meso-combustor by optimizing thermal 
performance and exergy efficiency. They observed that the exergy efficiency of the bluff-
body combustor is higher than that of the conventional combustor. Different studies by 
Johar et al. (2017) focus on analyzing thermal storage’s energy and exergy efficiency 
integrated with a micro-cogeneration system. Also, Nadimi and Jafarmadar (2019) used 
a micro-combustor for thermophotovoltaic systems to investigate energy conversion and 
exergy efficiency to improve thermal performance. 

In similar work, Sharma et al. (2016) conducted an experimental study on the 
thermodynamics performance of a double-layered porous burner made of alumina and 
silicon carbide. According to the findings, the highest efficiency of the porous media stove 
is determined to be ~10 % greater than that of a standard conventional stove. Since it affects 
the distribution of heat and reactants inside the porous medium, burner diameter is essential 
in PMC. This study could use porous media materials to monitor flame characteristics and 
combustion efficiency, and the findings could be examined to determine the optimal burner 
diameter, which might provide valuable insight into the design and optimization of PMC 
systems for enhanced combustion performance.

As a result, investigations on the thermal management (performances) of double-layer 
PMB in premixed butane-air combustion with varied burner sizes remain insufficient. 
This study aims to investigate the influence of burner diameter size on thermodynamic 
efficiencies, such as thermal and exergy of PMB performance and flame characteristics for 
double-layer porous media configurations using premixed butane-air combustion under 
rich conditions.
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EXPERIMENTAL SETUP

Figure 1 (a) depicts a schematic design of the experimental setup used to examine the 
combustion of double-layer porous media with varied equivalence ratios. The burner 
housing comprises mild steel with a constant length of 100 mm and an inner diameter 
(ID) of 23 mm, 31 mm, and 44 mm. On the top of the burner are two porous media stacks 
with large pore sizes (alumina foam) for the reaction zone and small pore sizes (porcelain 
foam) for the pre-heat zone (Figure 2).

Alumina-porcelain-
double layers

Reaction Zone 
(Alumina foam)

Preheat Zone
(Porcelain foam)

Premixed fuel 
(Butane + Air)

T1
T2
T3

T4
T5

Height from 
the top of the 
burner

85 mm
73 mm
58 mm
44 mm
31 mm
17 mm
9 mm
1 mm

1. Butane unit
2. Air pump
3. Butane gas flow controller
4. Air flow controller
5. Pre-mix unit
6. Mixing unit
7. Burner
8. Smokestack collector
9. Gas analyzer
10. Data acquisition system 
(DAQ)
11. Computer
12. K-type thermocouples

Figure 1. Schematic diagram of the experimental setup and layout, (a) the porous media combustion (PMC) 
system, and (b) the double layers porous configuration with thermocouples placement.

The alumina and porcelain foam utilized 
in this study were fabricated and modified 
in diameters (ID) of 23 mm, 31 mm, and 
44 mm, respectively. The properties of 
the porous media materials employed in 
this experiment are shown in Table 1. Two 
digital flow meters with a control valve 
(Vögtlin instrument) measure the butane 
fuel (C4H10) and airflow rates. Both digital 
flow meters display the value in liters per 
minute (L/min) for measuring flow rate. 

The temperature readings were 
monitored using a K-type thermocouple 

Figure 2. Photographic image of the alumina and 
porcelain foam in different sizes of burner (i.e., 23 
mm, 31 mm, and 44 mm)

and recorded using Advantech DAQ (Data acquisition) devices (Model: USB-4718) with 
8 thermocouple input channels at a sampling rate of one data (temperature) per second. 
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Temperature measurements were collected, analyzed, and saved on a personal computer. 
All eight thermocouples were mounted on the top of the PMB at varying heights [Figure 1 
(b)] to evaluate the flame temperature distributions. Meanwhile, the thermocouple indicates 
T1, T2, and T3, which were used to determine the average porous wall temperature of 
alumina foam and T4 and T5 of porcelain foam. For the initial conditions, the experiments 
were carried out at room temperature.

Table 1
Porous media materials specifications for porcelain and alumina foam

Specifications Porcelain Alumina
Pore size 26 ppcm 8 ppcm
Porosity 86% 84%

Made by

School of Materials 
and Mineral Resources 

Engineering, Universiti Sains 
Malaysia

Goodfellow Cambridge 
Limited (LS 3699006/1), 

England

Type Foam Foam
Note. ppcm - pore per centimeter

The difference between air-fuel ratios is used to supply air and butane fuel, which is then 
routed to the burner through a rubber tube. The experiments were carried out using a fuel 
source with a butane cartridge manufactured by Milux Sdn. Bhd. (Malaysia). A commercial 
aquarium air pump manufactured by Atman Co. Ltd. (China) provided natural air. Before 
entering the burner, air and butane fuel were mixed in the box. The images representing 
the outside wall burner housing temperature were captured using the FLUKE Thermal 
Imager (Ti27 Industrial Commercial model). Carbon monoxide (CO) and nitric oxide 
(NO) pollution emissions in part per million (ppm) are measured using a handheld flue gas 
analyzer type (Kane 251 Combustion Analyzer). The equivalent ratio, ф, was determined 
for each experiment based on the air and fuel flow rates. Table 2 shows the detailed mass 
flow rate of butane fuel and air used, including the relevant equivalence ratios. 

Equivalence 
Ratio, ф 1.3 1.5 1.8 2.0

Air (liters/min) 3.10
Butane fuel 
(liters/min) 0.13 0.15 0.18 0.20

Table 2
The specification of mass flow rate for butane fuel 
and air at various equivalence ratios

P o r o u s  m e d i a  p o r o s i t y  a n d 
configurations are important factors that 
affect the flame stability and temperature 
distributions inside the burner. For complete 
combustion, the chemical formula for 
butane gas and natural air is as Equation 1.

C4H10 + 6.5 (O2 + 3.76 N2) → 4 CO2 + 
5 H2O + 24.44 N2              (1)  
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where,
O2 - Oxygen 
N2 - Nitrogen
CO2 - carbon dioxide 

The assessment of thermal efficiency, ηThermal of the burner performance for heating 
purposes based on the water boiling test, the energy provided, Qactu [Energy generated from 
combustion (J/s)], is equal to the energy generated, Qtotal [total energy (J/s)] by combustion 
as in Equation 2. 

Qtotal = ṁ × Cv        (2)

where ṁ is the mass flow rate of the butane fuel and Cv [Calorific value of butane fuel 
(J/kg)] is the calorific value of the butane fuel. Furthermore, the energy generated by the 
combustion burner is denoted by Qactu (Equation 3):

Qactu = [(MwCw + McCp) × (50°C – To)] / time     (3)
where,
Mw - Mass of water (kg)
Cw - Specific heat of water (kJ/kg.K)
Mc - Mass of container (kg)
Cp - Specific heat of container (kJ/kg.K)

Mw and Mc are the masses of water and container, respectively. The water's and the 
container's standard specific heat values are 4.1826 kJ/kg.K for the water and 0.5024 
kJ/kg.K for the container. Another thing is the ambient temperature of the room, 302 K 
(Equation 4). 

Hence, the total exergy in the combustion burner is: 

Qexergy [Total exergy (J/s)] = (Qactu / ṁ) – To (Smax – Samb)   (4)

where Samb [Specific entropy at ambient temperature (J/kg.K)]is the total entropy at 
room temperature, whereas Smax [Specific entropy at maximum temperature (J/kg.K)] 
represents the total entropy at the highest flame temperature.

While exergy efficiency, ηExergy based on basic thermodynamics fundamentals from the 
second law allows for the direct derivation of exergy analysis. The procedure for calculating 
these parameters was the same as in prior research (Equations 5 & 6) (Ismail et al., 2020).

ηThermal = (Qactu / Qtotal) × 100%                                                                   (5)
ηExergy = (Qexergy / Qtotal) × 100%       (6)
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where Qactu is the energy produced by the combustion, Qexergy is the overall exergy in 
the combustion, and Qtotal is the energy provided by the combustion.

RESULTS AND DISCUSSION

Experiments were conducted to investigate the thermal and exergy efficiency of porous 
medium combustion double layers. In these experiments, the equivalence ratio is measured 
from 1.3 to 2.0. The effect of the equivalence ratio on flame stability and emissions is 
a factor that influences the performance of PMB. Figure 3 illustrates a photographic 
picture of the surface flame characteristics for burner diameter, ID = 23 mm double-layer 
configurations ranging from ф = 1.3 to 2.0 taken with a Nikon J1 digital camera. Based 
on the findings, the surface flame is stable at ф = 1.3 and 1.5 with a predominance of blue 
flame but unstable at ф = 1.8 and 2.0 with an orange flame. Furthermore, the surface flame 
images reveal that the flame length increases when the equivalence ratio rises from 1.3 to 
2.0 as the butane fuel mass flow rate rises.

Figure 3. Photographic images of the surface flame stability with the double-layer configuration using a digital 
camera

Figure 4. Thermal images of the porous media burner (PMB) with varied equivalence ratio

Figure 4 depicts the thermal pictures as the equivalence ratio fluctuates based on 
the temperature wall of the PMB. The thermal pictures are characterized by porous wall 
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temperature, indicating the location of the thermocouples and porous medium. The porous 
wall temperature of double layers PMB decreases substantially as the equivalence ratio 
increases (from ф = 1.3 to 2.0), as seen in the picture, where the red contour color gradually 
disappears. Heat radiation from the porous burner housing is stronger at ф = 1.3 and 
diminishes at ф = 2.0 (see the contour color of purple around the burner housing). It is due 
to the propagation of the flame speed combustion when the butane fuel mass flow increases. 

The CO emission in double layers PMB measured with a portable flue gas analyzer was 
within the 12–67 ppm range for all equivalence ratios. While NO emission measurements 
were taken, they were within the 5–14 ppm range. It has been shown that emissions 
concentrations are still at a low pollution level and below an acceptable limit for human 
health (Ghorashi et al., 2018). 

For the temperature distribution, Figures 5 (a), (b), and (c) show the maximum flame 
temperature of the PMB as well as the average porous wall temperature of the pre-heat and 
reaction zones with variations in equivalence ratio. The highest temperature measured by 
eight thermocouples positioned on top of the burner at different equivalence ratios is the 
maximum flame temperature (Gao et al., 2012). It is also noted that the maximum flame 
temperature reduces when the equivalence ratio increases from ф = 1.3 to 2.0. At PMB ID 
= 23 mm, maximum flame temperature is recorded at 924.37°C at ф = 1.3, followed by 
887.43°C at ф = 1.5, 840.35°C at ф = 1.8, and 825.17°C at ф = 2.0. The same trend happens 
to PMB ID = 31 mm, where the maximum flame temperature is recorded at 910.23°C at 
ф = 1.3, followed by 850.34°C at ф = 1.5, 830.73°C at ф = 1.8, and 820.11°C at ф = 2.0. 
Also, at PMB ID = 44 mm, the maximum flame temperature is recorded at 850.76°C at 
ф = 1.3, followed by 824.68°C at ф = 1.5, 817.68°C at ф = 1.8, and 810.66°C at ф = 2.0.

The findings reveal that porous materials aided the burner in improving heat 
recirculation and retention within the burner. This phenomenon arises owing to flame 
stability in double layers PMB at ф = 1.3 and 1.5 but becomes unstable as the mass flow 
fuel mixture increases (ф = 1.8 and 2.0). The maximum flame temperature decreased 
significantly with increased equivalence ratios owing to the lower power output generated 
from the combustion for three different PMB IDs. Thus, as shown in Figure 4, double-layer 
porous media increased internal heat recirculation in the pre-heat zone, and the heat was 
transferred from the reaction zone to the pre-heat zone via radiation heat.

The average temperature of the burner wall is another critical element in assessing the 
efficiency of porous medium combustion. It illustrates a declining trend in average wall 
burner temperature as equivalence ratios rise from ф = 1.3 to 2.0 for pre-heat and reaction 
zones for all three different PMB ID. From Figure 5 (a), (b), and (c), the highest average 
wall temperature achieved at ф = 1.3 is 95.43°C (reaction zone) and 85.52°C (pre-heat 
zone) for PMB ID = 23 mm. Then, it starts to reduce the highest average temperature 
porous wall as the PMB ID = 31 mm at 93.42°C (reaction zone) and 84.75°C (pre-heat 
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zone), and then PMB ID = 44 mm at 90.68°C (reaction zone) and 35.86°C (pre-heat zone), 
respectively. According to the results, the temperature decreases significantly at small 
burner diameters (PMB ID = 23 mm) but only slightly at large burner diameters (PMB 
ID = 44 mm), implying that the different burner sizes in PMC have a significant impact 
on controlling the temperature of double-layer porous walls. Surprisingly, the average 
porcelain foam porous wall temperature (pre-heat zone) appears to be almost consistent 
with an increase in the equivalence ratios (from ф = 1.3 to ф = 2.0) in larger diameter 
burners (PMB ID = 44 mm) compared to the others (PMB ID = 23 mm and 31 mm) due 
to the quenching effect that occurs inside porcelain foam, which prevents the flame from 
propagating far enough to reach the burner wall in bigger PMBs.

From Equations 2 and 3, the thermal efficiency, ηThermal, and exergy efficiency, ƞExergy 
achieved for double-layer porous medium design with various equivalence ratios for three 
different PMB IDs are shown in Figure 6 (a), (b), and (c). PMB ID's thermal and exergy 
efficiency = 23 mm, 31 mm, and 44 mm double layers PMB improved as the premixed 
butane-air equivalence ratios increased from 1.3 to 2.0. Besides, at PMB ID = 23 mm, the 
results also show the percentage performance efficiency is higher at ф = 2.0 with ηThermal 
= 84.30% and ƞExergy = 83.47%, respectively. While the lowest percentage efficiency 
performance at ф = 1.3 with ηThermal = 71.80% and ƞexergy = 70.95%. Then, the thermal and 
exergy efficiency starts to reduce as the burner diameter size (PMB ID) increases from 
23mm to 31 mm and 44 mm. At PMB ID = 31 mm, the highest thermal and exergy efficiency 
happen at ф = 2.0 with ηThermal = 78.90% and ƞExergy = 78.07%, while the lowest thermal and 
exergy efficiency happen at ф = 1.3 with ηThermal = 68.80% and ƞExergy = 65.91%. Moreover, at 
PMB ID = 44 mm, the highest thermal and exergy efficiency happen at ф = 2.0 with ηThermal 
= 75.00% and ƞExergy = 74.18%, while the lowest thermal and exergy efficiency happen at 
ф = 1.3 with ηThermal = 63.40% and ƞExergy = 62.55%, respectively. 

The thermal and exergy efficiency rises as the fuel mass flow rates (butane fuel) improve 
with increases in equivalence ratios, indicating that it substantially impacts both thermal 
and exergy performances. The increase in thermal efficiency with a higher fuel flow rate is 
related to lower convective and radiative heat losses, whereas increased exergy efficiency 
implies better heat energy utilization inside PMBs.

Moreover, the amount of exergy the system destroys is determined by the difference 
in efficiency between thermal and exergy. Exergy destroyed is the amount of energy that 
could have been used for useful work but was wasted due to irreversibilities (Dincer & 
Bicer, 2020). The exergy destroyed is determined to be 0.83% for PMB ID = 23 mm at 
ф = 1.5 and 2.0, followed by ф = 1.3 at 0.85% and ф = 1.8 at 0.88%. On the other hand, 
for PMB ID = 31 mm, the amount of exergy destroyed is 2.89% at ф = 1.3, 0.85% at ф = 
1.5, 0.84% at ф = 1.8, and 0.83% at ф = 2.0. Additionally, the exergy destroyed for PMB 
ID = 44 mm at ф = 1.3 is 0.85%, followed by ф = 1.5 and 1.8 at 0.83% and ф = 2.0 is 
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0.82%, respectively. According to the findings, the highest amount of exergy destroyed 
occurred inside PMB ID = 31 mm at ф = 1.3 and was wasted on the environment, which 
cannot be recovered. 

(a)

(b)
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Figure 6. Thermal efficiency, ηThermal, and exergy 
efficiency, ηExergy with varies equivalence ratios: (a) 
23 mm, (b) 31 mm, and (c) 44 mm
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Figure 5. Maximum flame temperature and average temperature porous wall varies with equivalence ratio: 
(a) 23 mm, (b) 31 mm, and (c) 44 mm
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The impact  of  improving PMB 
performance efficiency is attributed to 
reduced radiation heat transfer from the 
porous media burner wall as fuel mass flow 
rates in premixed combustions increase. It 
can be concluded that the mass flow input of 
the mixture significantly affects the thermal 
performance of the PMB’s (Ismail et al., 
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2013). Overall, it can be said that the double-layer designs and equivalence ratio affect 
the thermal and energy efficiency characteristics.

CONCLUSION

In this research, a double-layer porous media combustion with varied burner diameters 
was constructed and experimentally tested for thermal and exergy efficiency. Studies were 
carried out with three different sizes of burner, PMB ID = 23 mm, 31 mm, and 44 mm, at 
equivalence ratios, ф = 1.3, 1.5, 1.8, and 2.0. The following are the study's primary findings:

1. The highest flame temperature was found in PMB ID = 23 mm, Tmax [maximum 
temperature (°C)] = 924.37°C at ф = 1.3 for various equivalence ratios, while the 
lowest flame temperature was obtained in PMB ID = 44 mm, Tmax = 810.66°C at 
ф = 2.0.  

2. In addition, for both pre-heat and reaction zones for three different PMB IDs, the 
wall porous temperature decreases as the equivalence ratio increases. 

3. The highest thermal and exergy efficiency were observed in PMB ID = 23 mm at 
ф = 2.0 with 84.30% and 83.47%, respectively.

4. The exergy destroyed, edes [Exergy destroyed (W)] in all the experiments in the 
range of 0.82% to 0.88% except for the PMB ID = 31 mm at ф = 1.3 is 2.89%, 
which is higher. 

The results demonstrate that the temperature distribution, thermal efficiency, and 
exergy efficiency analyses show that the equivalence ratio significantly defines the PMB 
characteristics. This study reveals that the advantages of utilizing porous media materials 
and smaller diameter burners produced better performances are related to the thermal and 
exergy efficiency using double-layer configurations. Therefore, this study indicates to 
other researchers the advantages of varying burner sizes for improving PMB performance 
in the future.
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ABSTRACT

Bacteria have produced many important secondary metabolites, especially in the 
pharmaceutical industry. However, the increase in the rediscovery rate of the known 
compound has been inconvenient to researchers and the pharmaceutical industry. 
Nevertheless, genome mining in bacteria has uncovered several cryptic metabolic pathways 
that may be key to discovering new secondary metabolites. The conventional laboratory 
environment, however, limits the metabolic pathways of microorganisms, making it 
impossible for secondary metabolites to be produced. As a result, researchers began using 
epigenetics to change the expression of the genes that code for secondary metabolites in 
microorganisms. Using epigenetics modifiers, secondary metabolite gene clusters are 
activated without altering the bacterial DNA sequence. This review article focuses on 

the different epigenetic changes and how 
they affect gene expression to activate 
the synthesis of secondary metabolites in 
bacteria. 

Keywords: Bacterial, epigenetic modifiers, gene 

clusters, secondary metabolites

INTRODUCTION
Microorganisms create a wide range of 
secondary metabolites with industrial 
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and medicinal applications. Microbial natural products remain an unrivalled source of 
pharmacological leads and are essential in modern medicine. Alexander Fleming's ground-
breaking discovery of penicillin from the fungus Penicillium notatum in 1929 triggered a 
surge in interest in microorganism-derived natural goods. Microorganisms have produced 
almost 50,000 natural compounds, with over 10,000 having biological functions (Shah et al., 
2017). Natural products contribute to 49% of the 175 small-molecule anticancer medicines 
authorised since the 1940s (Okada et al., 2017). Natural product derivatives comprised 
about 80% of commercial medications by the 1990s. Due to the expansion of synthetic 
combinatorial methods and a rise in the rediscovery rates of natural compounds through 
classical discovery campaigns, this percentage has fallen over the last few decades. Despite 
several secondary metabolite biosynthetic gene clusters discovered by genome sequencing, 
some of these genes are silenced under normal conditions (Scherlach & Hertweck, 2021). As 
a result, only a small amount of secondary metabolites were discovered. Gene expression 
can be induced through epigenetic modification methods such as DNA methylation and 
histone modification.

Several significant challenges exist in discovering novel microbial natural product-
derived drug leads, including being unable to cultivate most microorganisms found in 
environmental samples. Next, there is a general lack of tools that can be used to promote 
the production of small bioactive molecules from a variety of "silent" pathways in 
microorganisms that are simple to cultivate in the lab, as well as challenges in identifying 
and dereplicating unknown metabolites from expressed pathways that typically have 
unpredictably structured and functional features (Trautman & Crawford, 2016). Most 
companies, however, have stopped or limited their efforts in natural product screening due 
to the frequent rediscovery of existing chemicals (Li et al., 2009). Antibiotic resistance, 
cancer chemotherapeutics, and pesticide resistance are all on the rise, posing a threat to 
current healthcare and agricultural practices. Many routine surgical operations would be 
complicated without effective antibiotics, and one-third of agricultural commodities would 
be destroyed without effective pesticides, according to estimates (Rutledge & Challis, 
2015). Previous studies have estimated that the global economic impact of antimicrobial 
resistance will result in more than 10 million annual deaths by 2050, corresponding to 
a loss of 2.0–3.5% of the global gross world product (Murray et al., 2022). This rising 
problem emphasises the importance of natural product discovery, particularly in the search 
for novel antimicrobials to replace antibiotics that have become abused.

In the last few decades, the research on epigenetic regulation of gene function has 
become more critical in the sciences. In plants, animals, and microbes, the mechanisms and 
effects of processes including DNA methylation, histone post-translational modifications, 
non-coding RNAs, and their impact on chromatin structure and dynamics are all engaged 
in physiological homeostasis (Poças-Fonseca et al., 2020). One approach to this problem 
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would be stimulating novel secondary metabolite production via epigenetic modification. 
Epigenetics was initially described as the addition of changes in genetic sequence. However, 
the term has now extended to include any processes that alter gene activity without changing 
the DNA sequence (Weinhold, 2006). Epigenetic processes include methylation, acetylation, 
phosphorylation, ubiquitylation, and sumoylation. These processes can be essential to 
modulate gene transcription in secondary metabolite production.

The production of the potential metabolites must be stimulated to obtain access to this 
untapped reservoir of potentially bioactive molecules. This review article will focus on how 
epigenetic modifications play a role in biosynthetic pathway silencing and how epigenetic 
changes allow scientists to access a hidden treasure of natural bacterial products. This article 
highlights the mechanism of epigenetic modification in bacteria and some of the most 
recent documented discoveries of secondary metabolites from epigenetic modifications. 

Biosynthetic Gene Clusters for Secondary Metabolites 

Biosynthesis of natural chemicals happens more frequently inside distinct localised sections 
of the microorganisms' genome known as biosynthetic gene clusters. The biosynthetic 
gene clusters often contain all the genes essential for metabolite production, regulation, 
and transport. Biosynthesis gene clusters are groupings of two or three genes that code 
for a secondary metabolite biosynthetic pathway (Medema et al., 2015). Non-ribosomal 
peptide synthetases (NRPS), polyketide synthases (PKS), terpenes, and ribosomally 
synthesised and post-translationally modified peptides (RiPPs) are all structural classes 
of biosynthetic gene clusters. NRPS and PKS are well-known for synthesising products 
with beneficial applications in medicine and science, such as antibiotics, antifungals, and 
immunosuppressants. They are popular for synthesising natural products (Le Govic et al., 
2019). Meanwhile, RiPPs are a significant group of natural products with a wide range of 
bioactivities and high structural diversity (Zhang et al., 2018).

The size of metabolic gene clusters varies highly depending on the complexity of the 
end product’s pathway. For instance, the production of the glycosylated anthracycline 
nogalamycin is encoded by a gene cluster that contains 32 enzymes (Baral et al., 2018). 
From assembly to expression control, many clustered genes perform diverse functions 
in the synthesis and complexity of a natural substance. Secondary metabolite-producing 
microbes frequently create various chemicals from a single strain. Cumulative research 
implies that activating gene clusters can vastly speed up the discovery of novel natural 
compounds with high pharmaceutical potential. 

In bacteria, gene regulation is controlled by operon structures. The activation and 
repression of biosynthetic gene clusters, secondary metabolite production, and other 
developmental processes of the organism may be based on the differences in gene 
cluster mechanisms (Chakraborty, 2022). According to a study by Tanaka et al. (2013), 



Pertanika J. Sci. & Technol. 32 (2): 495 - 507 (2024)498

Joana Noor Rashidah Rosli, Sharifah Aminah Syed Mohamad, Anis Low Muhammad Low and Suhaidi Ariffin

microorganisms' ability to generate beneficial secondary metabolites has been underestimated 
due to cryptic gene clusters. Genome data analysis of sequenced Streptomyces revealed 
that a single Streptomyces genome generally encodes 25–50 biosynthetic gene clusters, 
and about 90% of them are silent or cryptic under standard laboratory growth conditions 
(Liu et al., 2021). It concludes that only a small fraction of the constitutively expressed 
biosynthetic gene clusters has contributed to the current collection of naturally derived 
drugs. Methods to access the silent majority would significantly impact drug discovery 
and increase the collection of bioactive molecules. 

According to Jackson et al. (2017), only about 10% of the genes encoding small 
molecules in bacteria have been found to date. Several Gram-negative bacteria genomes, 
including Pseudomonas, Burkholderia, and Clostridium, were known to have possible 
cryptic biosynthetic gene cluster repositories (Gross & Loper, 2009; Klaus et al., 2020; 
Pahalagedara et al., 2020). According to much more meticulous estimations based on 
genome sequence data, the genus Streptomyces alone can create 150,000 secondary 
metabolites, with only around 5% being identified thus far (Smanski et al., 2016). A 
genome mining study by Lebedeva et al. (2021) revealed a higher number of biosynthetic 
gene clusters in two strains of cave Paenibacillus sp. compared to a report in 2019 for 
Paenibacillus sp. indicating that the strains encode additional clusters that may range 
significantly from strain to strain, thus having the potential for novel secondary metabolites. 

Meanwhile, in another study by Belknap et al. (2020), gene clusters in Streptomyces 
bacteria showed a wide range and plenty of biosynthetic gene clusters across the genus 
Streptomyces, with hybrid biosynthetic gene clusters vastly enlarging the supply of 
secondary metabolites, therefore aiding the novel secondary metabolites discovery. They 
also reported that biosynthetic gene cluster diversity varies significantly among members 
of the same species. It implies that strain-level genome sequencing can find significant 
biosynthetic gene cluster variety levels and potentially valuable derivatives of any 
compounds. 

The studies of full genome sequencing revealed more gene clusters that encode 
enzymes that are generally engaged in specialised metabolite production (Lee et al., 2020; 
Little et al., 2020; Lebedeva et al., 2021). Although the metabolic products of these new 
biosynthetic gene clusters are unknown, bioinformatics-based predictions suggested that 
some of them may encode novel structures. Potentially intriguing gene clusters that may 
encode chemicals that increase competitiveness in natural habitats can go undetected in 
the artificial setting of the microbiology laboratory. According to Trautman and Crawford 
(2016), many cases of microbes’ biosynthetic secondary metabolite gene clusters now 
exceed the number of natural products synthesised in the lab. These cryptic gene clusters 
are rich in unique bioactive components that can be exploited to build new drugs. Due 
to the constraints on secondary metabolite production imposed by these vital regulatory 
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systems, natural product scientists face unique problems. The fact that many microbes 
have many secondary-metabolite-encoding biosynthetic pathways, yet only a portion of 
their small-molecule products are identified in the laboratory, exemplifies this point. As a 
result, heterologous expression platforms and gene modification technologies in situ have 
been developed to bypass transcriptional barriers and directly access natural products from 
quiet metabolic processes.

The number of secondary metabolites identified by bacteria and fungi may only be 
the tip of the iceberg. Homologous and heterologous expression of these mysterious 
secondary metabolites-biosynthetic genes, which are typically "silent" under standard 
laboratory fermentation conditions, might facilitate the identification of new secondary 
metabolites. The discovery and prioritising of relevant biosynthetic genes, their activation, 
and, ultimately, establishing the link between the genes and the encoded secondary 
metabolites are all significant challenges in achieving this potential. It has given rise to a 
new field known as genomics-driven natural product discovery, a strategy for identifying 
novel microbial metabolites with potential medical and agricultural uses that complement 
traditional bioactivity-guided methods. 

Biosynthetic gene clusters typically respond to various environmental stimuli, although 
the relationship between the regulators and the stimuli is frequently unclear. Native 
environmental signals may not be present in the laboratory, rendering biosynthetic gene 
clusters transcriptionally inactive. Different techniques must be used to awaken these 
clusters and investigate their potential for biosynthesis because cryptic gene clusters seem 
silent in lab settings. The epigenetic modification technique is suggested to ensure the 
discovery of novel bioactive natural products to overcome these issues.

Epigenetic Modification and Transcription 

Epigenetics are heritable traits that do not involve changes in the DNA sequence. The term 
"epi" refers to traits that are "on top of" or "in addition to" inheritance through traditional 
genetics (Pfannenstiel & Keller, 2019). Epigenetic and post-translational modifications 
have been suggested to affect gene transcription and are likely to be engaged in secondary 
and primary metabolism (Yang et al., 2022). 

Epigenetic mechanisms include DNA methylation and histone modification, which 
both use DNA modifications to modulate gene expression. Due to epigenetic regulation, 
unicellular organisms can adapt quickly to environmental stresses or signals (Xue & 
Acar, 2018). While some of these changes, such as phosphorylation, ubiquitination, and 
ADP-ribosylation, have been discovered in the past, methylation and acetylation are the 
most well-studied and prevalent. DNA methylation involves the covalent attachment of a 
methyl group to the 5-carbon position of the cytosine ring, resulting in the production of 
5-methylcytosine, which extends into the main groove of the DNA and inhibits transcription 
(Bind et al., 2022). Hypermethylation is linked with the repression of gene expression in 
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the gene promoter region, while hypomethylation is associated with the activation of gene 
expression.

Gene expression is influenced by post-translational modifications such as DNA 
methylation, histone acetylation, and phosphorylation at certain times and locations (Akone 
et al., 2018). Histone acetylation is frequently associated with transcriptional activation, 
with enzyme inhibition leading to greater gene activation and secondary metabolite 
production (Strauss & Reyes-Dominguez, 2011).

DNA methyltransferases, histone acetyltransferases, and histone deacetyltransferases 
are only a few of the epigenetic modifying enzymes discovered. Small molecule inhibitors 
and activators are powerful tools for activating cryptic biosynthetic gene clusters to create 
novel natural products.

Epigenetic Modification by Small Molecules 

Epigenetic modifiers, or epidrugs, are natural or manufactured tiny molecular substances 
that target epigenetic marks or enzymes with epigenetic activity, causing epigenetic changes 
(Pillay et al., 2022). Treatment of the microorganism with epigenetic modifiers has proven 
highly successful in stimulating the activation of silent biosynthetic gene clusters to create 
unknown secondary compounds. Epigenetic modifiers, histone deacetyltransferases 
(HDAC), and DNA methyltransferases (DNMT) inhibitors can cause cryptic biosynthetic 
gene cluster activation (Pettit, 2011). DNMT inhibitors impact developmental and other 
cellular processes by silencing genes, resulting in unique phenotypic features (Ramesha 
et al., 2018). Two main epigenetic modifiers induce the expression of silent biosynthetic 
gene clusters. Table 1 shows the epigenetic modifiers with the example of chemical elicitor 
and their mode of action.

Table 1
Comparisons of epigenetic modifier and their mode of actions

Group of inhibitors Target Chemical elicitor Mode of actions

HDAC inhibitor HDAC enzyme

SAHA

Inhibit class I and II HDACs
Valproic acid
Trichostatin A

Sodium butyrate
Apicidin Inhibit Class I HDACs

Nicotinamide
Inhibit Class III HDACs

Sirtinol

DNMT inhibitor DNMT enzyme
5-azacytidine

Inhibit DNMT enzyme
RG-108
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The first group of epigenetic modifiers would be histone deacetylase inhibitor, which 
usually targets histone deacetylase enzymes. The chemical inhibitors that have succeeded 
in boosting the secondary metabolites production target Class I and Class II histone 
deacetylases are SAHA, valproic acid, trichostatin A, sodium butyrate, and apicidin (Kim 
& Bae, 2011; Li et al., 2020). Also, Class III histone deacetylase inhibitors can alter 
strain metabolite profile. The most common Class III histone deacetylase inhibitors are 
nicotinamide and sirtinol. Most Class I and II enzyme inhibitors interrupt the binding of 
zinc ions. For example, SAHA has a hydroxylamine group that binds to Zn2þ, linked by a 
straight alkyl chain to a hydrophobic group that interacts with the amino acids at the rim 
of the catalytic site to control the specificity of the inhibitor (Moore et al., 2012).

The second group of inhibitors is DNA methyltransferase inhibitor, which inhibits the 
enzyme DNA methyltransferases. 5-azacytidine is the most used DNA methyltransferase 
inhibitor to inhibit DNA methylation when incorporated with DNA. Another DNA 
methyltransferase inhibitor is RG-108, which can block the active site of DNA 
methyltransferases and is the only epigenetic modifier capable of direct enzyme inhibition 
(Ou et al., 2018).

Figure 1. Epigenetic writers, readers, and erasers 
regulate the production of secondary metabolites, 
which induce epigenetic modifications

Figure 1 shows the main components 
responsible for epigenetic modification in 
microbes for natural compound discovery. 
Two enzyme families that are “writers” 
(histone acetyltransferase) and “erasers” 
(histone deacetylases) of these changes 
regulate histone acetylation. Histone 
acetyltransferases add an acetyl group to 
histones, increasing chromatin opening 
and gene expression, whereas histone 
deacetylases remove acetyl groups, 
favouring transcriptionally silent chromatin 
(Lauffer et al., 2013). The presence or 
absence of methyl groups on specific target 
sites is defined as the methylation pattern of 
a DNA region. Histone acetyltransferases 

(HAT), DNMT, and HDAC are among the epigenetic-modifying enzymes discovered so 
far. HAT adds acetyl groups to the ɛ-amino group of nucleosomal histone lysine residues, 
whereas HDAC removes them (Fischer et al., 2016). Small molecule inhibitors and 
activators are used as biological probes and possible therapeutic agents and as effective 
tools for activating cryptic biosynthetic gene clusters for novel natural product manufacture. 
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Epigenetic Modifiers Studies on Bacteria

Epigenetic controls have primarily been investigated in eukaryotes, where they play a role 
in cell differentiation via various processes, including histone modifications and DNA 
methylation. However, evidence for epigenetic regulation in prokaryotes is becoming 
more widespread. Table 2 summarises the results of bacteria being treated with epigenetic 
modifiers and the compounds obtained. Marisol et al. (1995) studied the effects of 
sinefungin and 5-azacytidine on the development of Streptomyces antibioticus, which later 
revealed that it specifically affects Streptomyces antibioticus sporulation; 5-azacytidine 
also stimulates antibiotic production in Streptomyces antibioticus and Streptomyces 
coelicolor. Moore et al. (2012) used sodium butyrate to stimulate the expression of 
secondary metabolites in Streptomyces coelicolor on two different types of media: minimal 
agar and R5 agar. The result demonstrated that sodium butyrate influences actinorhodin 
production, increasing secondary metabolite production under poor nutrient conditions. 
The qPCR results also demonstrated that sodium butyrate induced five cryptic pathways in 
Streptomyces coelicolor. According to Kumar et al. (2016), Streptomyces coelicolor treated 
with 5-azacytidine showed twelve compounds, whereas untreated Streptomyces coelicolor 
showed five compounds in HPLC analysis. The crude extract from cultures treated with 
5-azacytidine was also effective against five human pathogenic bacteria. The crude extract 
from untreated culture was only effective against three human pathogenic bacteria.  

A study by Wang et al. (2013) investigated the plausibility of increasing secondary 
metabolite production in Pseudomonas aeruginosa bacteria through epigenetic 
modification. This study, however, was inconclusive regarding whether the observed 
changes in metabolite formation were due to epigenetic modifying modifier treatments 
or co-culturing. Extracts from neither epigenetic modification-treated nor co-cultured 
cells showed increased bioactivity in antimicrobial assays, yet co-cultures treated with 
epigenetic modifiers had more bioactivities. Research by Militello et al. (2016), which 
incorporated 5-azacytidine to study the DNA methylation in Escherichia coli, revealed 
that 5-azacytidine increased gene expression at the early stationary phase, and 62 gene 
expressions were detected. Other than that, 5-azacytidine was also reported to influence the 
structure of the bacterial transcriptome in Escherichia coli. Meanwhile, a gene expression 
study on respiratory tract opportunistic pathogen Burkholderia cenocepacia using DNMT 
inhibitor, sinefungin resulted in overexpression of specific genes, including BCAM0820 
and BCAL0079, whose function can be linked to the biofilm and motility observed 
(Vandenbussche et al., 2020).

As the research demonstrated, epigenetic modifiers are essential in activating the 
silent gene cluster of secondary metabolites, which can boost the production of various 
bioactive chemicals. Although epigenetic modification is complex, it is one of the most 
effective methods for synthesising industrial secondary metabolites with pharmacological 
applications. 
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Table 2
The compound obtained from bacteria treated with epigenetic modifiers

Bacteria Epigenetic 
modifiers

Compound obtained References

Streptomyces 
antibioticus

5-azacytidine
Sinefungin,

1 mM

Rhodomycin
Actinorhodin

Fernandez et al. 
(1995)

Streptomyces 
coelicolor

Sodium butyrate, 
25 mM

Actinorhodin Moore et al. 
(2012)

Pseudomonas 
aeruginosa

Manzamine A, 
kahalalide F,

Sceptrin,
ilimaquinone

1-phenazine-carboxamide
1-phenazine carboxylic acid

1-hydroxy-2-heptyl-4-quinolone
2-Octyl-4(1H)-quinolone
2-nonyl-4(1H)-quinolone

2-(2-nonenyl)-4(1H)-quinolone
2-(1-nonenyl)-4(1H)-quinolone

Rhamnolipids
D-rhamnose

α-hydroxy fatty acid moieties

Wang et al.
(2013)

Bacillus 
pumilus

5-azacytidine, Amicoumacin Schumacher 
(2014)

Streptomyces 
coelicolor

5-azacytidine,
25 µM

-
(Twelve compounds present in 

HPLC analysis)

Kumar et al. 
(2016)

Escherichia coli 5- azacytidine,
0.5–50 μg/mL

- Militello et al. 
(2016)

Burkholderia 
cenocepacia

Sinefungin
50 μg/ml

- Vandenbussche et 
al. (2020)

CONCLUSION

The significance of secondary metabolites in numerous sectors increases the desire to 
regulate them by manipulating their synthesis process. The abundance of cryptic and 
silent pathways in bacterial genomes offers excellent potential for synthesising a novel 
compound with significant therapeutic properties. These regulatory mechanisms could 
be altered to increase the production of secondary metabolites. However, it is not easy 
to activate the numerous quiet gene clusters. Furthermore, understanding the control of 
secondary metabolism and the activation or silencing of gene clusters is crucial. This article 
outlines the several types of epigenetic regulation used in bacteria to increase secondary 
metabolite synthesis. 

On the one hand, the rising need for novel pharmaceuticals raised the demand for 
alternative epigenetic modifiers, and on the other, innovative technologies for high-
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throughput natural product discovery. Nowadays, epigenetics is an emerging tool that is 
gaining importance in microbial biotechnology for synthesising new bioactive chemicals 
and their increased concentration in microorganisms. The epigenetic modifiers can be 
considered an effective tool to stimulate the silent or poorly expressed biosynthetic 
pathways in bacteria, thus stimulating the production of secondary metabolites. However, 
learning the impact of epigenetic modifiers on DNA structure via DNA methylation analysis 
and DNA-protein interaction analysis, as well as the effectiveness of their ability to activate 
a silent biosynthetic gene cluster must be continued.

ACKNOWLEDGEMENTS 

This study was supported by the Ministry of Higher Education Malaysia under the 
Fundamental Research Grants Scheme 2019 (FRGS/1/2019/STG05/UITM/02/03). The 
authors would like to thank the Atta-ur-Rahman Institute for Natural Products Discovery 
(AuRIns), Universiti Teknologi MARA, Malaysia for providing facilities and the 
anonymous participants for their cooperation and time in providing the researchers’ needs.

REFERENCES
Akone, S. H., Pham, C.-D., Chen, H., Ola, A. R., Ntie-Kang, F., & Proksch, P. (2018). Epigenetic modification, 

co-culture and genomic methods for natural product discovery. Physical Sciences Reviews, 4(4), Article 
20180118. https://doi.org/10.1515/psr-2018-0118

Baral, B., Akhgari, A., & Metsä-Ketelä, M. (2018). Activation of microbial secondary metabolic pathways: 
Avenues and challenges. Synthetic and Systems Biotechnology, 3(3), 163-178.  https://doi.org/10.1016/j.
synbio.2018.09.001

Belknap, K., Park, C., Barth, B., & Andam, C. (2020). Genome mining of biosynthetic and chemotherapeutic 
gene clusters in streptomyces bacteria. Scientific Reports, 10, Article 2003. https://doi.org/10.1038/
s41598-020-58904-9

Bind, S., Bind, S., Sharma, A. K., & Chaturvedi, P. (2022). Epigenetic modification: A key tool for secondary 
metabolite production in microorganisms. Frontiers in Microbiology, 13, Article 784109. https://doi.
org/10.3389/fmicb.2022.784109

Chakraborty, P. (2022). Gene cluster from plant to microbes: Their role in genome architecture, organism's 
development, specialised metabolism and drug discovery. Biochimie, 193, 1-15. https://doi.org/10.1016/j.
biochi.2021.12.001

Fernandez, M., Soliveri, J., Novella, I., Yebra, M., Barbés, C., & Sánchez, J. (1995). Effect of 5-azacytidine 
and sinefungin on streptomyces development. Gene, 157(1-2), 221-223. https://doi.org/10.1016/0378-
1119(94)00672-F

Fischer, N., Sechet, E., Friedman, R., Amiot, A., Sobhani, I., Nigro, G., Sansonetti, P. J., & Sperandio, B. 
(2016). Histone deacetylase inhibition enhances antimicrobial peptide but not inflammatory cytokine 
expression upon bacterial challenge. Proceedings of the National Academy of Sciences of the United 
States of America, 113(21), E2993-E3001. https://doi.org/10.1073/pnas.1605997113



Pertanika J. Sci. & Technol. 32 (2): 495 - 507 (2024) 505

Secondary Metabolite Activation Through Epigenetic Modifier

Gross, H., & Loper, J. E. (2009). Genomics of secondary metabolite production by pseudomonas spp. Natural 
Product Reports, 26(11), 1408. https://doi.org/10.1039/b817075b 

Jackson, S., Crossman, L., Almeida, E., Margassery, L., Kennedy, J., & Dobson, A. (2018). Diverse and abundant 
secondary metabolism biosynthetic gene clusters in the genomes of marine sponge derived streptomyces 
spp. isolates. Marine Drugs, 16(2), Article 67. https://doi.org/10.3390/md16020067

Kim, H. J., & Bae, S. C. (2011). Histone deacetylase inhibitors: Molecular mechanisms of action and clinical 
trials as anticancer drugs. American Journal of Translational Research, 3(2), 166-179.

Klaus, J., Coulon, P., Koirala, P., Seyedsayamdost, M., Déziel, E., & Chandler, J. (2020). Secondary metabolites 
from the Burkholderia pseudomallei complex: Structure, ecology, and evolution. Journal of Industrial 
Microbiology and Biotechnology, 47(9-10), 877-887. https://doi.org/10.1007/s10295-020-02317-0

Kumar, J., Sharma, V. K., Singh, D. K., Mishra, A., Gond, S. K., Verma, S. K., Kumar, A., & Kharwar, R. N. 
(2016). Epigenetic activation of antibacterial property of an endophytic Streptomyces coelicolor strain 
AZRA 37 and identification of the induced protein using MALDI TOF MS/MS. PloS One, 11(2), Article 
e0147876. https://doi.org/10.1371/journal.pone.0147876

Lauffer, B. E. L., Mintzer, R., Fong, R., Mukund, S., Tam, C., Zilberleyb, I., Flicke, B., Ritscher, A., Fedorowicz, 
G., Vallero, R., Ortwine, D. F., Gunzner, J., Modrusan, Z., Neumann, L., Koth, C. M., Lupardus, P. J., 
Kaminker, J. S., Heise, C. E., & Steiner, P. (2013). Histone deacetylase (HDAC) inhibitor kinetic rate 
constants correlate with cellular histone acetylation but not transcription and cell viability. Journal of 
Biological Chemistry, 288(37), 26926-26943. https://doi.org/10.1074/jbc.M113.490706

Le Govic, Y., Papon, N., Le Gal, S., Bouchara, J., & Vandeputte, P. (2019). Non-ribosomal peptide synthetase 
gene clusters in the human pathogenic fungus Scedosporium apiospermum. Frontiers in Microbiology, 
10, Article 2062. https://doi.org/10.3389/fmicb.2019.02062

Lebedeva, J., Jukneviciute, G., Čepaitė, R., Vickackaite, V., Pranckutė, R., & Kuisiene, N. (2021). Genome 
mining and characterisation of biosynthetic gene clusters in two cave strains of Paenibacillus sp. Frontiers 
in Microbiology, 11, Article 612483. https://doi.org/10.3389/fmicb.2020.612483

Lee, N., Hwang, S., Kim, J., Cho, S., Palsson, B., & Cho, B. K. (2020). Mini review: Genome mining approaches 
for the identification of secondary metabolite biosynthetic gene clusters in Streptomyces. Computational 
and Structural Biotechnology Journal, 18, 1548-1556. https://doi.org/10.1016/j.csbj.2020.06.024

Li, G., Tian, Y., & Zhu, W. (2020). The roles of histone deacetylases and their inhibitors in cancer 
therapy. Frontiers in Cell and Developmental Biology, 8, Article 576946. https://doi.org/10.3389/
fcell.2020.576946

Li, J. W., & Vederas, J. C. (2009). Drug discovery and natural products: End of an era or an endless frontier? 
Science, 325(5937), 161-165. https://doi.org/10.1126/science.1168243

Little, R. F., Samborskyy, M., & Leadlay, P. F. (2020). The biosynthetic pathway to tetromadurin (SF2487/
A80577), a polyether tetronate antibiotic. PloS One, 15(9), Article e0239054. https://doi.org/10.1371/
journal.pone.0239054

Liu, Z., Zhao, Y., Huang, C., & Luo, Y. (2021). Recent advances in silent gene cluster activation in 
streptomyces, Frontiers in Bioengineering and Biotechnology, 9, Article 632230. https://doi.org/10.3389/
fbioe.2021.632230

Medema, M. H., Kottmann, R., Yilmaz, P., Cummings, M., Biggins, J. B., Blin, K., de Bruijn, I., Chooi, Y. 
H., Claesen, J., Coates, R. C., Cruz-Morales, P., Duddela, S., Düsterhus, S., Edwards, D. J., Fewer, D. 



Pertanika J. Sci. & Technol. 32 (2): 495 - 507 (2024)506

Joana Noor Rashidah Rosli, Sharifah Aminah Syed Mohamad, Anis Low Muhammad Low and Suhaidi Ariffin

P., Garg, N., Geiger, C., Gomez-Escribano, J. P., Greule, A., … & Glöckner, F. O. (2015). Minimum 
information about a biosynthetic gene cluster. Nature Chemical Biology, 11(9), 625-631. https://doi.
org/10.1038/nchembio.1890

Militello, K. T., Simon, R. D., Mandarano, A. H., DiNatale, A., Hennick, S. M., Lazatin, J. C., & Cantatore, 
S. (2016). 5-azacytidine induces transcriptome changes in Escherichia coli via DNA methylation-
dependent and DNA methylation-independent mechanisms. BMC Microbiology, 16, Article 130. https://
doi.org/10.1186/s12866-016-0741-4

Moore, J. M., Bradshaw, E., Seipke, R. F., Hutchings, M. I., & McArthur, M. (2012). Use and discovery 
of chemical elicitors that stimulate biosynthetic gene clusters in Streptomyces bacteria. Methods in 
Enzymology, 517, 367-385. https://doi.org/10.1016/B978-0-12-404634-4.00018-8

Murray, C., Ikuta, K., Sharara, F., Swetschinski, L., Robles Aguilar, G., & Gray, A., Gray, A., Han, C., 
Bisignano, C., Rao, P., Wool, E., Johnson, S. C., Browne, A. J., Chipeta, M. G., Fell, F., Hackett, S., 
Haines-Woodhouse, G. Hamadani, B. H. K., Kumaran, E. A. P., McManigal, B., ... & Naghavi, M. 
(2022). Global burden of bacterial antimicrobial resistance in 2019: A systematic analysis. The Lancet, 
399(10325), 629-655. https://doi.org/10.1016/S0140-6736(21)02724-0

Okada, B. K., & Seyedsayamdost, M. R. (2017). Antibiotic dialogues: Induction of silent biosynthetic 
gene clusters by exogenous small molecules. FEMS Microbiology Reviews, 41(1), 19-33. https://doi.
org/10.1093/femsre/fuw035

Ou, Y., Zhang, Q., Tang, Y., Lu, Z., Lu, X., Zhou, X., & Liu, C. (2018). DNA methylation enzyme inhibitor 
RG108 suppresses the radioresistance of esophageal cancer. Oncology Reports, 39(3), 993-1002. https://
doi.org/10.3892/or.2018.6210

Pahalagedara, A. S. N. W., Flint, S., Palmer, J., Brightwell, G., & Gupta, T. B. (2020). Antimicrobial production 
by strictly anaerobic clostridium spp. International Journal of Antimicrobial Agents, 55(5), Article 105910. 
https://doi.org/10.1016/j.ijantimicag.2020.105910

Pettit, R. (2011). Small-molecule elicitation of microbial secondary metabolites. Microbial Biotechnology, 
4(4), 471-478. https://doi.org/10.1111/j.1751-7915.2010.00196.x

Pfannenstiel, B. T., & Keller, N. P. (2019). On top of biosynthetic gene clusters: How epigenetic machinery 
influences secondary metabolism in fungi. Biotechnology Advances, 37(6), Article 107345. https://doi.
org/10.1016/j.biotechadv.2019.02.001

Pillay, L. C., Nekati, L., Makhwitine, P. J., & Ndlovu, S. I. (2022). Epigenetic activation of silent biosynthetic 
gene clusters in endophytic fungi using small molecular modifiers. Frontiers in Microbiology, 13, Article 
815008. https://doi.org/10.3389/fmicb.2022.815008

Poças-Fonseca, M. J., Cabral, C. G., & Manfrão-Netto J. H. C. (2020). Epigenetic manipulation of filamentous 
fungi for biotechnological applications: A systematic review. Biotechnology Letters, 42, 885-904. https://
doi.org/10.1007/s10529-020-02871-8

Ramesha, K., Mohana, N., Nuthan, B., Rakshith, D., & Satish, S. (2018). Epigenetic modulations of 
mycoendophytes for novel bioactive molecules. Biocatalysis and Agricultural Biotechnology, 16, 663-
668. https://doi.org/10.1016/j.bcab.2018.09.025

Rutledge, P. J., & Challis, G. L. (2015). Discovery of microbial natural products by activation of silent 
biosynthetic gene clusters. Nature Reviews Microbiology, 13, 509-523. https://doi.org/10.1038/
nrmicro3496



Pertanika J. Sci. & Technol. 32 (2): 495 - 507 (2024) 507

Secondary Metabolite Activation Through Epigenetic Modifier

Scherlach, K., & Hertweck, C. (2021). Mining and unearthing hidden biosynthetic potential. Nature 
Communication, 12, Article 3864. https://doi.org/10.1038/s41467-021-24133-5

Schumacher, J. D. (2014). Epigenetic modification and analysis of natural product gene clusters to enhance 
drug discovery from bacteria (Publication no. 309). [Master’s thesis]. University of Rhode Island, USA. 
https://doi.org/10.23860/thesis-schumacher-justin-2014

Shah, A. M., Shakeel-U-Rehman, Hussain, A., Mushtaq, S., Rather, M. A., Shah, A., Ahmad, Z., Khan, I. A., 
Bhat, K. A., & Hassan, Q. P. (2017). Antimicrobial investigation of selected soil actinomycetes isolated 
from unexplored regions of Kashmir Himalayas, India. Microbial Pathogenesis, 110, 93-99. https://doi.
org/10.1016/j.micpath.2017.06.017

Smanski, M., Zhou, H., Claesen, J., Shen, B., Fischbach, M., & Voigt, C. (2016). Synthetic biology to access and 
expand nature's chemical diversity. Nature Reviews Microbiology, 14, 135-149. https://doi.org/10.1038/
nrmicro.2015.24

Strauss, J., & Reyes-Dominguez, Y. (2011). Regulation of secondary metabolism by chromatin structure and 
epigenetic codes. Fungal Genetics and Biology, 48(1), 62-69. https://doi.org/10.1016/j.fgb.2010.07.009

Tanaka, Y., Kasahara, K., Hirose, Y., Murakami, K., Kugimiya, R., & Ochi, K. (2013). Activation and products 
of the cryptic secondary metabolite biosynthetic gene clusters by rifampin resistance (rpoB) mutations 
in actinomycetes. Journal of Bacteriology, 195(13), 2959-2970. https://doi.org/10.1128/JB.00147-13

Trautman, E. P., & Crawford, J. M. (2016). Linking biosynthetic gene clusters to their metabolites via pathway-
targeted molecular networking. Current Topics in Medicinal Chemistry, 16(15), 1705-1716. https://doi.
org/10.2174/1568026616666151012111046

Vandenbussche, I., Sass, A., Pinto-Carbó, M., Mannweiler, O., Eberl, L., & Coenye, T. (2020). DNA methylation 
epigenetically regulates gene expression in Burkholderia cenocepacia and controls biofilm formation, 
cell aggregation, and motility. Molecular Biolody and Physiology, 5(4), Article e00455-20. https://doi.
org/10.1128/mSphere.00455-20

Wang, B., Waters, A. L., Sims, J. W., Fullmer, A., Ellison, S., & Hamann, M. T. (2013). Complex marine natural 
products as potential epigenetic and production regulators of antibiotics from a marine Pseudomonas 
aeruginosa. Microbial Ecology, 65, 1068-1075. https://doi.org/10.1007/s00248-013-0213-4

Weinhold B. (2006). Epigenetics: The science of change. Environmental Health Perspectives, 114(3), 
A160-A167. https://doi.org/10.1289/ehp.114-a160

Xue, Y., & Acar, M. (2018). Mechanisms for the epigenetic inheritance of stress response in single cells. 
Current Genetics, 64, 1221-1228. https://doi.org/10.1007/s00294-018-0849-1

Yang, K., Tian, J., & Keller, N. P. (2022). Post-translational modifications drive secondary metabolite 
biosynthesis in aspergillus: A review. Environmental Microbiology, 24(7), 2857-2881. https://doi.
org/10.1111/1462-2920.16034

Zhang, Y., Chen, M., Bruner, S., & Ding, Y. (2018). Heterologous production of microbial ribosomally 
synthesised and post-translationally modified peptides. Frontiers in Microbiology, 9, Article 1801. https://
doi.org/10.3389/fmicb.2018.01801 





Pertanika J. Sci. & Technol. 32 (2): 509 - 520 (2024)

Journal homepage: http://www.pertanika.upm.edu.my/

© Universiti Putra Malaysia Press

SCIENCE & TECHNOLOGY

ISSN: 0128-7680
e-ISSN: 2231-8526

Article history:
Received: 01 February 2023
Accepted: 07 September 2023
Published: 23 February 2024

ARTICLE INFO

DOI: https://doi.org/10.47836/pjst.32.2.03

E-mail addresses:
rifqi.kamaddin@gmail.com (Rifqi Kamaddin Sholeh Lubis) 
rahmatrasyid@sci.unand.ac.id (Rahmat Rasyid) 
meqorryyusfi@sci.unand.ac.id (Meqorry Yusfi) 
* Corresponding author

Baby Weight and Length Measurement System with Data 
Storage Using MySQL Database

Rifqi Kamaddin Sholeh Lubis, Rahmat Rasyid and Meqorry Yusfi*
Department of Physics, Faculty of Mathematics and Natural Sciences, Andalas University, Pauh, Padang 
25163, Indonesia

ABSTRACT

Baby weight and length measurement system has been designed based on ultrasonic and load 
cell sensors with data storage using MySQL database and website interface. This research 
aims to produce a baby weight and length measurement system with microcontroller 
NodeMCU ESP32. The system is designed with an ultrasonic sensor HC-SR04 and four 
half-bridge load cells of 50 kg. The ultrasonic sensor works on the piezoelectric and 
inverse piezoelectric principles, while load cell sensors work on strain gauge principles. 
An ultrasonic sensor measures body length, while a load cell sensor measures body weight. 
According to the Ministry of Health of the Republic of Indonesia’s regulations, this system 
also has an LCD 20×4 to display measurement and nutritional status assessment results. The 
experiment used four doll objects with different lengths and weights. This research shows 
that the ultrasonic sensor HC-SR04 used in this research has an average error of 0.494% 
in length measurement. The load cell sensor and HX711 ADC used in this research has 
an average error of 0.949% in weight measurement. The designed system automatically 
assesses the nutritional status and stores the measurement result and nutritional status in 
the database to be displayed on the website.

Keywords: Anthropometric, HC-SR04 sensor, load 
cell, NodeMCU ESP32, website

INTRODUCTION

Having a healthy child is every parent’s 
dream. Parents can maintain the child’s 
growth from birth until the age of five 
years old in an optimal range. Children who 
experience growth and development not in 
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line with their age may face various consequences, such as hindering brain development, 
increased susceptibility to illnesses and weakened immune systems, excessive anxiety or 
fear, inability to control emotions, and cognitive disorders (Merita, 2019). Their weight 
and length must be maintained within their anthropometric standard range to determine if 
a child is growing optimally. Generally, anthropometry assesses the human body’s size, 
proportion, and composition (Sari et al., 2017). Child anthropometrics is a collection of 
data on body size, proportion, and composition to assess infants’ nutritional status and 
growth trends (Kementrian Kesehatan Republik Indonesia, 2020). The baby’s growth is 
usually observed as a body length and weight change.   

Body length measurement can be done by measuring from the feet to the baby’s head 
using a ruler, while body weight can be measured using a weight scale. The result of this 
measurement is then compared with the values in the child anthropometric standard table 
to see if the child is overweight or underweight (Wahyudi et al., 2021). This process is 
carried out manually by health workers in public health centres. This process is considered 
less effective because the result must be compared with table data and graphs from standard 
anthropometrics, which takes up much time and is prone to mistakes when comparing or 
human error while conducting the measurement.

Several studies have built measurements of body weight and length systems. 
Fajri and Wildian (2014) have made a height and weight measurement instrument 
based on microcontroller ATmega 8535 and used a phototransistor to measure the 
weight and body length. The built system is only for measurement without storing 
the measurement result. Akbar and Rachmat (2018) also built a measurement system 
using an ultrasonic transducer for body length measurement and a strain gauge for 
body weight measurement, and they displayed the result in LCD. The system sends 
and stores the result to a personal computer using PLX-DAQ software with a USB 
cable. The nutritional status assessment system based on Arduino Nano was built by 
Ardianto et al. (2022). This system measures body weight with a load cell sensor and 
body length with an ultrasonic sensor. Arduino processes the measurement result and 
sends it to a smartphone wirelessly using Bluetooth.

Based on the above problem, the body weight and length measurement system was 
developed using microcontroller NodeMCU ESP32. An ultrasonic HC-SR04 sensor was 
selected to measure the body length, and a load cell sensor was chosen to measure the body 
weight. The developed system can store measurement results in the MySQL database and 
display the data on the website. The website is intended to see changes in body weight 
and length between the measurements. The data stored in MySQL is transferred using a 
WiFi connection without any additional device. The system can also display the measured 
height, weight, and nutritional status on an LCD.
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METHODS

Tools and Materials

A sensor is a device that converts a physical quantity into a signal that an electronic device 
can read. Sensors are used in various applications, such as industrial automation, medical 
diagnostics, and home automation (Wilson, 2005).

The measurement system uses an HC-SR04 ultrasonic sensor for length measurement 
sensor and a load cell sensor as a weight measurement sensor. The HC-SR04 sensor consists 
of two ultrasonic transducers, a transmitter, and a receiver. The transmitter side works with 
inverse piezoelectric effect to create and transmit an ultrasonic sound, while the receiver 
side works with direct piezoelectric effect to perceive the echo. The immediate piezoelectric 
effect is when mechanical stress is applied to a piezoelectric material, causing it to generate 
an electric charge. The inverse piezoelectric effect is when an electric current is applied to 
a piezoelectric material, causing it to deform (Casini, 2016).

The transmitter creates and emits ultrasonic sound at 40 kHz to the object. These waves 
travel to the object and are reflected to the receiver. The time it takes for the ultrasonic waves 
to travel to the objects and back is measured by the sensor and sent to a microcontroller to 
calculate the distance (Zhmud et al., 2018). Ultrasonic sensors are chosen due to their high 
object detection capability for the wood material used for the system (Adarsh et al., 2016).

A load cell sensor is a device that measures force and converts it into an electrical signal. 
It uses strain gauges, small devices that change their resistance when deformed. The strain 
gauges are arranged in a Wheatstone bridge configuration, a type of electrical circuit that is 
very sensitive to changes in resistance. When a force is applied to the load cell, it causes the 
strain gauges to deform, which changes their resistance. This change in resistance is changing 
the voltage difference in the Wheatstone bridge to be measured (Ajibola et al., 2018).

The voltage difference in the Wheatstone bridge usually has a very small value (in μV). 
An analog-digital converter (ADC) with a high resolution is required to measure the tiny 
voltage difference (Marcelino et al., 2018). ADC is an electronic circuit used to convert 
analogue signals to digital signals. It converts continuous voltage signals into discrete signal 
form, allowing them to be processed by a microcontroller (Fraden, 2016).

LCD or Liquid Crystal Display is a type of display media that utilizes liquid crystals 
to generate the desired output (Kho, 2018). LCDs do not produce light on their own. 
Instead, they use a backlight or reflector to provide light. The light is then passed through 
the liquid crystals, which control how much light can pass through. It allows the LCD to 
create images by controlling the light that is allowed to pass through the crystals (Gabriel, 
2020). The system used LCD to display measurement results and nutritional status results. 
A personal computer (PC) stores the data in the MySQL database and displays the data 
on the website. The weight scale is used to compare the load cell reading, and the ruler is 
used to compare the ultrasonic reading.
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Hardware Design

The system block diagram can be seen in Figure 1. The body weight was measured with 
a load cell sensor, and the body length was measured with an ultrasonic sensor HC-SR04. 
The output from the load cell sensor is then sent to the HX711 ADC to be changed from an 
analogue signal to a digital signal before being sent to NodeMCU ESP32. The ultrasonic HC-
SR04 output is sent directly to NodeMCU ESP32 to be processed. The system’s electronic 
circuit can be seen in Figure 2, and the system’s overall design can be seen in Figure 3.

Figure 1. Block diagram of baby weight and length measurement system with data storage using MySQL 
database

Figure 2. The circuit schematic of baby weight and length measurement system

Load cell

Ultrasonic sensor 
HC-SR04

Keypad

NodeMCU
ESP32

LCD 20×4

Database Website

Body weight

Body length
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All data that NodeMCU ESP32 
has processed is sent to the database 
server using a WiFi connection to 
be displayed on the website and 
to assess nutritional status. Weight 
measurement, length measurement, 
and nutritional status assessment 
results are also displayed on a 20×4 
LCD. The website also shows the 
measurement record based on ID 
to track the body weight and length 
changes in graphs and tables.

Figure 3. The hardware design of the baby weight and length 
measurement system

Ultrasonic 
sensor Load cell

Load cell

Load cell

Load 
cell

Characterization of HC-SR04 and Load Cell Sensor

Sensor characterization is used to determine the sensitivity of a sensor by subjecting it to 
a series of tests. A ruler is used to characterize the HC-SR04 sensor, and the weight scale 
is used to characterize the load cell sensor. The characterization of the HC-SR04 sensor is 
done by giving the sensor several distances and recording the time for the ultrasonic wave 
to propagate from the transmitter and back to the receiver. The recorded time is then used 
to find the transfer function to calculate the distance.

The load cell sensor characterization is done by connecting the load cell sensor to 
HX711 ADC and then to the microcontroller. The characterization is done by giving the 
sensor various masses and recording each ADC decimal output from HX711. This value 
is then used to find the calibration factor to determine the measured mass.

Software Design

The software is used to control how the hardware works. Figure 4 shows the flowchart 
of how the software works. NodeMCU ESP32 will try to connect to the WiFi network. 
If NodeMCU ESP32 cannot connect to the WiFi network, the NodeMCU will open the 
WiFi setting page, and if the NodeMCU ESP32 connects to the WiFi network, the system 
will wait for ID input from the keypad. The system will read the name, gender, and age 
in the database based on the input ID. The system will measure the weight from the load 
cell sensor and length from the ultrasonic sensor until the save button is pressed. After 
pressing the save button, the NodeMCU ESP32 will send the measured height and weight 
to the database. The database will send back the nutritional assessment result, and the LCD 
will display the length measurement result, weight measurement result, and nutritional 
assessment status.
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Database Design

The database in this system is built with 
MySQL and uses XAMPP software. The 
database is used to store the required data for 
the system. The database consists of several 
tables that have their own function.

Website Design

The website is used as an interface system 
for the user. The website displayed the data 
from the database to be easy to understand. 
The website can also change user data such 
as name, date of birth, and gender. The 
website consists of several pages that have 
their function. The pages are index, view, 
edit, and add users.

RESULT AND DISCUSSION

Characterization and Testing of the HC-
SR04 Sensor as a Distance Sensor

Characterizing the HC-SR04 sensor begins 
with giving the sensor various distances 
and recording the ultrasonic sound time to 
propagate from transmitter to receiver. The 
record time is from 0 cm to 50 cm with an 
increase of 5 cm. The graph of change in 
distance with time is shown in Figure 4. 
According to Figure 5, the transfer function 
of the ultrasonic sensor is y = -17.7x + 
115.41, and this equation is used to find the 
distance in the ultrasonic sensor.

Testing the HC-SR04 sensor begins 
by giving the sensor various distances and 
comparing the distance reading from the 
sensor with a ruler. The distance is set from 5 
cm to 50 cm with an increase of 5 cm. Table 
1 shows the result of the HC-SR04 sensor Figure 4. The software flowchart of baby weight and 

length measurement system
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test with an average error of 0.494%. It 
indicates that the sensor used in this system 
can operate properly.

Characterization and Testing of the 
Load Cell Sensor with HX711 ADC as a 
Weight Sensor

The load cell sensor characterization begins 
by giving the sensor several weights and 
recording the decimal number from the 
HX711 ADC output to find the calibration 
factor. The calibration factor value is 
obtained by subtracting the decimal value 
when there is a mass with a decimal value 
when no mass is given and dividing the 

Figure 5. Graph of the distance over time

Table 1
HC-SR04 sensor testing result

Distance (cm)

Ruler
HC-SR04 sensor

Attempt No-
Average Error (%)

I II III IV V
5 4.960 5.080 5.010 5.080 5.080 5.042 0.840
10 9.840 9.960 9.900 9.900 9.900 9.900 1.000
15 15.020 15.020 14.850 14.900 14.900 14.938 0.413
20 19.950 19.950 19.890 19.890 19.840 19.904 0.480
25 25.140 25.140 25.020 25.020 25.070 25.078 0.312
30 29.770 29.770 30.120 29.740 30.240 29.928 0.240
35 35.020 35.120 35.070 35.070 35.070 35.070 0.200
40 39.960 39.990 39.960 39.690 39.960 39.912 0.220
45 44.680 44.660 45.070 45.070 45.070 44.910 0.200
50 49.360 49.410 49.410 49.820 49.410 49.482 1.036

Average error (%) 0.494

value by a known mass value. The characterization result of the load cell sensor with 
HX711 ADC is shown in Table 2. The average calibration factor is then used to calculate 
the body weight.

The load cell sensor testing begins by giving the sensor various weights and comparing 
the weight reading from the sensor with the weight scale. The weight is set from 1 kg to 20 
kg with an increase of 1 kg. Table 3 shows the load cell sensor test result with an average 
error of 0.949%, and the sensor used in this system can operate properly.

y = -17,7x + 115.41
R² = 0.9996
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Table 2
Characterization of load cell sensor

Mass 
(g)

Decimal output
Tare 
value

Calibration 
factorAttempt No-

Average
I II III IV V

0 1122396 1112411 1112387 1112418 1112366 1114396 - -
1000 1132303 1132354 1132477 1132502 1132542 1132436 20070 20.07
2000 1155578 1155544 1155600 1155583 1155587 1155578 43212 21.61
3000 1176700 1176719 1176714 1176711 1176718 1176712 64346 21.45
4000 1199026 1199098 1199062 1199052 1199055 1199059 86693 21.67
5000 1221840 1221748 1221693 1221660 1221695 1221727 109361 21.87
6000 1242535 1242518 1242521 1242531 1242559 1242533 130167 21.69
7000 1262268 1262239 1262199 1262204 1262225 1262227 149861 21.41
8000 1284563 1284560 1284562 1284600 1284596 1284576 172210 21.53
9000 1305386 1305505 1305604 1305700 1305747 1305588 193222 21.47
10000 1327521 1327493 1327413 1327411 1327420 1327452 215086 21.51
11000 1350261 1350293 1350238 1350256 1350219 1350253 237887 21.63
12000 1372009 1371996 1371945 1371888 1371875 1371943 259577 21.63
13000 1393600 1393604 1393515 1393458 1393447 1393525 281159 21.63
14000 1418121 1417783 1417790 1417619 1417640 1417791 305425 21.82
15000 1437050 1436997 1437027 1436984 1436968 1437005 324639 21.64
16000 1458779 1458772 1458694 1458646 1458567 1458692 346326 21.65
17000 1480731 1480753 1480707 1480671 1480609 1480694 368328 21.67
18000 1502852 1502438 1502206 1502022 1501965 1502297 389931 21.66
19000 1524726 1524718 1524614 1524466 1524386 1524582 412216 21.70
20000 1548779 1548733 1548653 1548614 1548552 1548666 436300 21.82

Average calibration factor 21.56

Table 3
Result of load cell sensor testing

Mass (kg)

Weight 
scale

Load cell
Average Error (%)Attempt No-

I II III IV V
1 1.02 1.02 0.98 0.95 0.92 0.98 2.200
2 2.01 2.00 2.01 2.04 2.05 2.02 1.100
3 2.97 2.97 2.97 2.98 2.99 2.98 0.800
4 3.95 4.07 4.06 4.07 4.06 4.04 1.050
5 4.86 5.11 5.11 5.12 5.13 5.07 1.320
6 6.08 6.09 6.12 6.09 6.10 6.10 1.600
7 7.09 7.11 7.12 7.14 7.13 7.12 1.686
8 8.10 8.11 8.10 8.11 8.09 8.10 1.275
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System Database

A database of baby weight and length measurement systems has been successfully built. 
This database is used to store the data for the website. The database is consisting of several 
table such as bb_pb_l, bb_pb_w, bb_u_l, bb_u_w, gender, length_status, pb_u_l, pb_u_w, 
record, user, weight_status, and weight_status_by_length.

Overall Test of Baby Weight and Length Measurement System

A comprehensive test of the system is done by giving four doll subjects with different 
lengths and masses with their ID. The test begins with giving ID input from the keypad. 
The system will display the name, gender, and age in LCD based on ID. The system then 
measures the weight with the load cell sensor and the length with the HC-SR04 sensor. 
While measuring, the user can choose to save the measurement result in the database by 
pressing A in the keypad, do the tare on weight scales by pressing B in the keypad, or 
recalibrate the load cell sensor to find the new calibration factor by pressing C in the keypad. 
When the A button is pressed, the system will record the weight and length measurement 
result and send it to the database for assessment of nutritional status. The database returns 
the assessment result to the system, displaying the LCD’s measured weight, length, and 
nutritional status. The overall test result of the system can be seen in Table 4.

Measurement results and nutritional status data are also successfully stored in the 
database and displayed on the website. The website displayed the measurement history in 
two forms: the table form and the graph form (Figure 6). 

9 9.16 9.18 9.15 9.14 9.13 9.15 1.689
10 10.13 10.18 10.15 10.16 9.96 10.12 1.160
11 11.14 11.14 11.14 11.15 11.14 11.14 1.291
12 12.15 11.99 12.00 12.01 12.02 12.03 0.283
13 13.03 13.05 13.06 13.05 13.10 13.06 0.446
14 14.15 14.10 14.14 14.08 14.06 14.11 0.757
15 15.13 15.11 15.11 15.11 15.09 15.11 0.733
16 15.96 15.94 15.92 15.93 15.91 15.93 0.425
17 16.96 16.97 16.96 16.95 16.94 16.96 0.259
18 17.96 17.96 17.91 17.91 17.91 17.93 0.389
19 18.94 18.93 18.94 18.91 18.91 18.93 0.389
20 20.00 20.02 20.04 20.04 20.03 20.03 0.130

Average error (%) 0.949

Weight 
scale

Load cell
Average Error (%)Attempt No-

I II III IV V

Table 3 (continue)
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CONCLUSION

This research has successfully developed a system for measuring body weight and length 
using MySQL database data storage. The load cell sensor can be utilized with a calibration 
factor value of 21.56 and has an error percentage of 0.949% in weight measurement. The 
HC-SR04 sensor produces an average error of 0.494% in length measurement with transfer 
function y = -17.7x + 115.41. The system also successfully sent the measurement result to 
the database, which can be accessed using a web browser to see measurement history and 
nutritional status. Thus, the system is functioning well and suitable for use.

The system can store measurement results and classify nutritional status, which is 
impossible with the system designed by Fajri and Wildian (2014). The system also uses a 
WiFi network to transfer data, which offers greater flexibility and eliminates the need for 
cables. In contrast, the system designed by Akbar and Rachmat (2018) still uses a cable, 
and the system designed by Ardianto uses Bluetooth, which can only transmit data over 
short distances.
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ABSTRACT

Using a conventional approach via visual observation on the ground, farmers encounter 
difficulties monitoring the entire paddy field area, and it is time-consuming to do manually. 
The application of unmanned aerial vehicles (UAVs) could help farmers optimise inputs 
such as water and fertiliser to increase yield, productivity, and quality, allowing them to 
manage their operations at lower costs and with minimum environmental impact. Therefore, 
this article aims to provide an overview of the integration of UAV and multispectral sensors 
in monitoring paddy growth applications based on vegetation indices and soil plant analysis 
development (SPAD) data. The article briefly describes current rice production in Malaysia 
and a general concept of precision agriculture technologies. The application of multispectral 
sensors integrated with UAVs in monitoring paddy growth is highlighted. Previous research 
on aerial imagery derived from the multispectral sensor using the normalised difference 

vegetation index (NDVI) is explored to 
provide information regarding the health 
condition of the paddy. Validation of the 
paddy growth map using SPAD data in 
determining the leaf’s relative chlorophyll 
and nitrogen content is also being discussed. 
Implementation of precision agriculture 
among low-income farmers could provide 
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valuable insights into the practical implications of this review. With ongoing education, 
training and experience, farmers can eventually manage the UAV independently in the 
field. This article concludes with a future research direction regarding the production of 
growth maps for other crops using a variety of vegetation indices and map validation using 
the SPAD metre values. 

Keywords: Multispectral, normalised difference vegetation index, paddy field, soil plant analysis development, 
unmanned aerial vehicle

INTRODUCTION

Rice (Oryza sativa L.) is the main food source for about half of the world’s population, 
with 90% produced by Asian countries. However, the country-of-origin exports only 7% 
of the global rice production (Othman et al., 2020). Therefore, rice plays a major role 
in sociocultural development, food security, and government strategic intervention in 
developing countries, including Malaysia (Seglah et al., 2020). The country’s rice policy 
aims to accomplish three goals: to enhance balanced income to maintain price stability, 
increase income for farmers, and gain consumer supply security (Akhtar & Masud, 2022). 
Almost 40% of Malaysian farmers rely solely on paddy cultivation. 

Malaysia’s rice production stood at 2.9 and 1.88 million MT, respectively, in early 2019, 
with the country’s self-sufficiency level reported at 72.85%. Fast forward, the national SSL 
has dropped slightly to 69% as a result of the looming COVID-19 pandemic, which has 
caused food supply chain disruption and increased consumption of staple foods (Omar et 
al., 2020). Although rice annual production grows at a 1.6% rate, this rate is insufficient 
to meet the population’s consumption needs. The national average rice yield is around 
4.2 tonnes per acre. High-yield granaries are in IADA Barat Laut Selangor, IADA Pulau 
Pinang, IADA Ketara, and MADA. In contrast, the low-yield granaries are in Kemasin, 
IADA Pekan, and Rompin (Ministry of Agriculture, 2016). Problems farmers face in 
rice cultivation include climate change, invasive and native pests, reduced fertility of the 
soil health due to excessive fertiliser, poor nutrition management, water shortages, and 
pesticide-related health problems. 

In general, paddy monitoring depends on ground-based surveys and visual observation 
to determine plant health conditions in a small farm area by evaluating a plant based on the 
conditions of its leaf (Gée et al., 2021). However, paddy assessment requires information 
that is higher than the canopy level. Data collection and validation techniques such as 
manual inspection and perimeter scouting are inefficient because they are time-consuming 
and costly (Gracia-Romero et al., 2017). Precision agriculture through site-specific crop 
management provides an alternative to this issue (Ponnusamy & Natarajan, 2021). It 
can potentially increase rice production to 10 mt/ha, thus addressing issues such as land 
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scarcity, rising production costs, and inefficient paddy monitoring by farmers (Bujang & 
Bakar, 2019). Profitability for farmers may improve as agricultural operations are managed 
more efficiently and able to predict yield before harvest, resulting in less strain on human 
resources and higher productivity levels. However, weather problems and conventional 
remote sensing techniques via sensor installation in the field limit data collection efficiency 
(Nguy-Robertson et al., 2012). Using a satellite and a piloted plane poses constraints due 
to low spatial and temporal resolution to capture the paddy images, resulting in low pixel 
resolution and unclear images. Conversely, UAVs that fly at a lower altitude generate higher 
spatial resolution images of the crops, with each pixel being a centimetre or millimetre 
(Pérez-Ortiz et al., 2016). 

Unmanned aerial vehicles (UAVs) have now developed from slow-flying UAVs to 
fixed-wing and rotary-wing UAVs, which have gliding characteristics and require less 
manpower. UAVs with visible bands and multispectral scanning sensors can collect data 
to analyse crop growth, plant health conditions, maturity, and morphology (Olson & 
Anderson, 2021). The use of UAV with a multispectral sensor produces a high spatial 
resolution image, i.e., 3.47 cm in monitoring wheat scab during the wheat filling stage, 
in which support vector machine (SVM) regression has 81% accuracy for the training 
set and 83% for the verification set (Zhu et al., 2022). In terms of paddy, applications of 
aerial images generated from multispectral sensor mounted on a UAV include drought 
damage assessment for crop fields in Indonesia, determination of crop health in Brunei 
and identification of the relationship between the rice lodging and available nitrogen in soil 
content by assessing their spatial distributions images in a crop field in Japan (Iwahashi et 
al., 2022; Elfri et al., 2023; Sato et al., 2023). 

Numerous vegetation indices derived by UAVs were demonstrated in detecting 
plant diseases, crop performance, and use of consumption on the farm (Roth et al., 
2022; Boursianis et al., 2022; Feng et al., 2022). It also employs the near-infrared (NIR) 
and visible electromagnetic spectrum regions to determine the crop quality. Vegetation 
indices such as the integrated, simple ratio (R515/R570), i.e., band rationing and transformed 
chlorophyll absorption reflectance index/optimised soil-adjusted vegetation index (TCARI/
OSAVI), narrow-band indices to estimate leaf chlorophyll and crop growth are measured 
based on a multispectral sensor integrated with UAV (Wang et al., 2019). Corti et al. (2019) 
demonstrated that colour-infrared film combined with a low-cost automated camera can 
generate an NDVI map suitable for crop monitoring.

Instruments based on optical qualities are split into the leaf scale and the canopy scale, 
depending on the extent of use. UAV captures images of paddy growth, which are analysed 
using vegetation indices and SPAD metre values. The previous study used SPAD values 
to construct a relationship with spectral and textural indices. In contrast, the stepwise 
regression model (SRM) was used to determine the best combination of spectral and 
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textural indices in estimating SPAD metre values. For example, support vector machine 
(SVM) and random forest (RF) models are used to estimate SPAD values based on optimal 
combinations (Guo et al., 2022). 

The different approach shows that SPAD metre values were gathered as surrogates 
of plant nitrogen content to create relationships on various days after transplanting for 
converting nitrogen index maps to SPAD maps of paddy for potential variable rate fertiliser 
application control (Wang et al., 2022). Vegetation indices displayed on the map allow for 
determining the amount of chlorophyll concentration present in rice on the images taken 
through the UAV that correlate with SPAD metre readings. Therefore, this review aims to 
elaborate on the application of UAV-mounted multispectral sensors in monitoring paddy 
based on vegetation indices and SPAD metre values.

OVERVIEW OF RICE PRODUCTION IN MALAYSIA

The top three rice-producing countries; Indonesia, Vietnam, and Thailand, have allocated 
11.50 million hectares, 7.54 million hectares, and 10.83 million hectares for paddy 
plantation areas (USDA, 2020). Among the Southeast Asian rice-producing countries, the 
average productivity of granaries in Malaysia comes in third, after Vietnam and Indonesia 
(Table 1). Malaysia has the smallest total paddy rice planting areas in Southeast Asia, with 
689,268 ha (Firdaus et al., 2020), with Peninsular Malaysia accounting for two-thirds of 
the total planting area, whereas Sabah and Sarawak account for the remaining one-third 
(Ramli et al., 2012). 

Paddy is one of the most crucial crops in Malaysia. Around 195000 farmers work 
hard to improve rice cultivation and productivity (Omar et al., 2019). The varieties local 
farmers produce include white rice, glutinous rice, black rice, red rice, brown rice, and 
aromatic rice. It provides income and livelihood for the community near paddy planting 
areas, mostly small farmers and landless agricultural workers. Most farmers live in larger 

Table 1
Paddy productivity in the selected Southeast Asian 
countries in 2017

Country Productivity (mt/ha)
Malaysia 4.47
Vietnam 5.89
Indonesia 4.76
Myanmar 2.91
Philippines 4.02
Laos 3.24
Cambodia 2.78
Thailand 2.89
Brunei 2.00

paddy fields near granary sites with smaller 
paddy fields across the country (Fahmi et 
al., 2013). 

Granaries are rice farms with adequate 
irrigation systems and land areas of more 
than 4,000 ha (Rahmat et al., 2019). 
Malaysia has eight main granary areas 
representing the country’s rice bowl and 
serving as the food security supply. Paddy 
is mostly planted in the northern and eastern 
parts of Peninsular Malaysia, especially in 
Kedah and Kelantan. Such areas in Kedah 
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and Kelantan are suitable for rice farming due to the flat lowland and the soil type. Besides 
these recognised granaries, Malaysia has 74 secondary granaries and 172 minor granaries 
that contribute up to 28,441 and 47,653 hectares, respectively (Rahmat et al., 2019). The 
average yield per hectare was 2,311 kg/ha, whereas rice production was 2,748 mt in 2020 
(Table 2). 

Under the National Agricultural Policy (1984–1991), the development of main granary 
areas was initially reserved as the gazetted wetland paddy areas (Ministry of Agiculture, 
1984). It is deemed a strategic intervention to support the paddy growth and rice industry, 
as well as to protect the national food security. Granary areas in Malaysia are managed by 
agencies such as (1) Muda Agricultural Development Authority (MADA), (2) Kemubu 
Agricultural Development Authority (KADA), (3) North Terengganu Integrated Agriculture 
Development (KETARA), (4) Project Barat Laut Selangor (PBLS), (5) Krian, (6) Seberang 
Perak, (7) Seberang Perai, (8) Kemasin, (9) Rompin, (10) Kota Belud, and (11) Batang 
Lupar. To date, granaries under KETARA, IADA Pulau Pinang, MADA, and Barat Laut 
Selangor have exceeded the average granary productivity per hectare. However, the 
average yield per hectare varies between granary areas due to geographical factors that 
are influenced by environmental conditions, cultivated areas, and field-based agricultural 
strategies (Omar et al., 2019).

Malaysians require around 110 kg of paddy per capita per year to meet the individual 
rice consumption (Dorairaj & Govender, 2023). Malaysians consume approximately 82.3 
kg of rice annually, and the paddy field produces 3.7 metric tonnes of rice each hectare 
(Rusli et al., 2024). Adults consume about 2.5 plates of white rice per day (Kasim et al., 
2018). This trend is expected to increase yearly since the country’s population is growing. 
The government has set a target of increasing local rice production by up to 75% in 
2022−2023 (The Star, 2019). From 2016 to 2020, the government focused on food security 
via sustainable measures to address the food availability and accessibility issues, especially 
in terms of the nation’s rice consumption and production (Adnan et al., 2021). 

The self-sufficiency level of the national rice production and consumption fluctuates 
between 67% and 70%. Rice security reflects the nation’s food security; hence, 
accomplishing self-sufficiency through sustainable paddy farming is crucial. The Ministry 
of Agriculture and Food Industries (MAFI) is in charge of sustainable paddy farming 
via its agency, namely the Integrated Agricultural Development Authority (IADA). This 
agency monitors rice production to fulfil 72% of the country’s demand, yet Malaysian rice 
productivity is still low. Malaysia imported about 740,000 tonnes of rice in 2018 for RM1.18 
billion (The Star, 2019). Consequently, the government stepped up with an action plan 
by establishing the National Agricultural Policy (Dardak, 2015; Osman & Shahiri, 2017). 

However, rice production in Malaysia has faced several challenges, including extreme 
weather, poor soil fertility and nutrient management, avoidance of genetically modified 
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planting materials, and application of remote sensing constraints by farmers to monitor 
paddy growth conditions. Food security or the livelihood of farmers is vulnerable to 
functional fluctuations in global supply chains to maintain international rice trading ties. 
During the unprecedented COVID-19 pandemic, the movement control order (MCO) 
period has caused significant disruption in the food supply chain. Malaysia encountered 
a volatile rice import trend during the early stage of the pandemic, making it difficult to 
secure a committed rice trading partner. Therefore, improved paddy monitoring methods 
for precision agriculture in Malaysia can offer better crop health and resilience in the rice 
production system.

PRECISION AGRICULTURE 

According to the International Society for Precision Agriculture, precision agriculture is 
“a management strategy which collects, processes, and analyses temporal, spatial, and 
single data and merges it with other information to support management decisions to 
improve resource use efficiency, productivity, profitability, quality, and sustainability of 
crop yields based on estimated variability” (Onyango et al., 2021). Precision agriculture 
is associated with an increase in the number of actions made per unit area of land for each 
unit of time to increase the amount and/or quality of productivity and/or the environment 
and enhance more proactive input consumption (Monteiro et al., 2021). For example, 
the amount of fertiliser, herbicides, and pesticides will be calculated based on the spatial 
variability across the field, which is used to calculate the amount needed for a particular 
crop (Norasma et al., 2019). 

Precision agriculture has shifted the emphasis from spatial resolution to superior 
decision-making, space or time. It is widely used in (1) plant protection and disease 
control, (2) monitoring crop canopy status, (3) crop water management, (4) map cropping 
systems, (5) mapping soil fertility and soil types, and (6) predict or map crop yield (Table 
3). A variety of technologies, such as soil and crop sensors and global navigation satellite 
systems (GNSS), which are global positioning systems (GPS), geographic information 

Table 3
Different types of applications for precision agriculture technologies  

Purpose Precision agriculture technology Application References
Plant 
protection 
and disease 
control

Geostatistical techniques, 
chlorophyll fluorescence, violet 
diode laser-induced integrated 
decision support system for 
intercropping, a wireless sensor 
network, continuous time 
Markov process, UAV, spectral 
crop sensors, and site-specific 
application for pesticides

Crop pest and disease 
detection and monitoring, 
as well as disease-resistance 
breeding

Dhau et al. (2018), 
Nestel et al. (2019), Sui 
et al. (2016), Low et al. 
(2020), and Pretorius et 
al. (2017)
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Purpose Precision agriculture technology Application References
Crop growth 
monitoring

NDVI Differentiate crops that grow 
in different environments.

Bazezew et al. (2021)

Remote sensing Canopy replication and plant 
age

Mapfumo et al. (2017)

Multi-temporal Landsat 8 NDVI 
anomalies

Detecting and mapping 
inconsistencies in crop

Chemura et al. (2017)

Changes in vegetation cover Meroni et al. (2021)
Crop water 
management

Thermal time, wireless sensor 
technology indices of water 
stress, and simulation models 

Water stress detection 
technology 

Gohain et al. (2021), 
Alou et al. (2018), and 
Jamroen et al. (2020)

Use of UAV Planning and development 
of irrigation infrastructure

Gauram et al. (2021)

Precision irrigation Sufficiency of sprinkler 
irrigation efficiency

Geographical information system 
(GIS)

Assess the temporal and 
spatial distribution of 
irrigation water using the 
drip irrigation system

Chen et al. (2019)

Mapping 
cropping 
system

Recognition of machine vision 
schemes in satellite pictures

Differentiate the crop 
field from nearby green 
vegetation zones

Tsai et al. (2017)

Simulation models Estimate the proportion of 
tree cover inside crops

Della Chiesa et al. 
(2022)

Wall-to-wall sub-metre, moderate 
resolution Landsat 8 imagery and 
WorldView

Mapping cropland for small-
scale farmers

McCarty et al. (2017)

Wireless sensor nodes Evaluate the wireless signal 
for precision agriculture 
in terms of connection 
reliability and signal 
strength.

Karunanithy and 
Velusamy (2021)

RapidEye Mapping maise cropping 
systems

Richard et al. (2017)

RapidEye combined with spatial 
logistic regression modelling

Differentiate land 
management strategies in 
rangelands

Ali et al. (2016)

Soil Fertility 
Mapping

Transect, density regression, 
and indigenous knowledge are 
integrated with gamma ray 
spectrometry and satellite images 
using non-parametric kernel 
geostatistical techniques

Spatial variations in soil 
fertility

Munnaf et al. (2020)

RapidEye remote sensing Building estimation models 
to map out the soil organic 
carbon

Costa et al. (2018)

Table 3 (continue)
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Purpose Precision agriculture technology Application References
Kriged maps Determining the soil 

functional qualities
Takoutsing et al. (2017)

Soil diagnostic and GIS Establishing fertilizer 
recommendations based on 
specific site conditions

Grzebisz et al. (2021)

Near-infrared reflectance (NIR)

For soil sampling, as well 
as chemical and physical 
analyses

Winowiecki et al. 
(2017)

Yield 
Prediction/ 
Mapping

Remote sensing

UAV 

Discovering agricultural 
productivity and soil 
Fertility constraints at 
several spatial scales 

Irmulatov et al. (2021)

Vegetation and thermal indices Estimation of cereal 
production

Random forest classifier Yield variations in 
smallholder farming systems

Ibrahim et al. (2021)

Table 3 (continue)

systems (GIS), and variable rate applications (VRA), can be used in making decisions. 
It includes three data collection methods: remote sensing, field sampling, and proximal 
sensing. Each type of data collection is determined by the parameters monitored in the field.

UNMANNED AERIAL VEHICLE FOR PADDY GROWTH MONITORING

Remote sensing is a data collection tool that observes the characteristics of an object without 
direct contact over large areas in real time (Janga et al., 2023). For precision agriculture, 
remote sensing platforms capture the aerial view of the entire farm, consisting of ground-
based remote sensing, aerial-based remote sensing, and satellite-based remote sensing 
(Table 4). These platforms have been applied in paddy mapping because they provide large 
temporal and spatial information to monitor crop growth. Aerial plane outfitted with cameras 
is used to capture images of paddy to estimate the irrigated yield, a flexible and effective 
yield prediction tool. However, the cost of fuel and a professional pilot is expensive.  

Aerial-based remote sensing platforms include high-altitude aerial vehicles and low-
altitude UAVs. UAVs have been used widely in agriculture applications and have emerged 
as a remote sensing tool for yield prediction due to their high resolution, high throughput, 
and low cost (Zhang & Zhu, 2023). UAVs collect data to measure parameters such as leaf 
area index (LAI) and height, allowing growth control for paddy. UAVs can be used to 
measure common vegetation index to determine diseased plant tissues and map the defect 
size. On the other hand, water management is an important aspect of UAV application, as 
precision irrigation techniques in paddy fields improve crop management efficiency by 
reducing wastage in the usage of fertiliser, water, and pesticides (Mallareddy et al., 2023). 
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UAVs are equipped with high-resolution sensors that acquire more detailed vegetation 
phenotypic information to predict yield than manned aircraft and satellites. This technology 
is now used to gather high-quality images by mounting specified bands, including NIR (near-
infrared) and IR (infrared), and as sensors, including RGB (red-green-blue), multispectral, 
hyperspectral, and thermal. Sensors are selected to monitor various parameters such 
as resolution, weight, captured images, optical quality, and price. One RGB would be 
sufficient for mapping paddy planting areas and extracting pure crop canopy information 
(Kazemi & Parmehr, 2023). Images generated from RGB can extract information such as 
vegetation structure and reflectance for growth monitoring and biomass estimation. RGB 
requires low cost and is useful for UAV applications such as orthomosaic creation because 
it can capture high-resolution images. In addition, they function well in different weather 
conditions, be it sunny or cloudy. However, due to the limited spectral range, they cannot 
analyse many vegetation indices.  

Unlike digital RGB cameras that only capture images in the visible range, multispectral 
sensor can capture images in multiple spectral bands, including NIR, which provides 
additional spectral information to estimate yield by calculating vegetation indexes. 
Multispectral and hyperspectral can collect data using various spectral channels to obtain 
high-quality images to assess a variety of physical and biological characteristics of paddy. 
Unlike satellites, which have a fixed number and type of sensors, UAVs can be modified to 
be equipped with specific sensors to meet specific needs. Multispectral and hyperspectral are 
suitable for disease detection because they have many bands that are sensitive in detecting 
disease symptoms. In contrast, thermal is used to collect temperature data, and its usage 
in irrigation activities is more effective (Tsouros et al., 2019).  

Because RGB and multispectral sensor are less expensive, researchers often use 
small or medium-sized UAVs for field trials. Most multispectral can only acquire a small 

Table 4 
Comparison of quality of services between different types of remote sensing platforms in precision agriculture

Quality of services
Types of remote sensing platforms

UAV Satellite Manned Aircraft Ground Based
Flexibility High Low Low Low
Adaptability High Low Low Low
Cost Low High High Low
Time Consumption Low Low Low High
Risk Low Average High Low
Accuracy High Low High Moderate
Deployment Easy Difficult Complex Moderate
Feasibility Yes No No Yes
Availability Yes No Yes No
Operability Easy Complex Complex Easy
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amount of spectral information in the visible and NIR bands at low spectral resolution. 
Hyperspectral sensor, on the other hand, provide higher spectral resolution and more 
continuous spectral information than multispectral. Besides, multispectral and hyperspectral 
have specific weather requirements to perform their tasks, which must acquire images in 
clear and cloud-free conditions. 

Multirotor UAVs, fixed-wing UAVs, and unmanned helicopters are the types of UAVs 
used in agriculture. Most UAVs for field phenotyping fly at an altitude of less than 150 m, 
and the image resolution can reach centimetres (Stöcker et al., 2017). Multirotor UAVs 
can hover and turn in the air (Fu et al., 2020), but they consume much power, resulting in 
short battery life, usually less than 30 minutes. Furthermore, due to their small payload, 
multirotor UAVs can only carry a limited number and type of sensors. Fixed-wing UAVs 
can fly at high speed for longer periods, allowing them to cover a large area of farmland in 
a short amount of time. Moreover, fixed-wing UAVs with large wings have larger payloads, 
which can provide a wider sensor array. Fixed-wing UAVs, however, cannot collect data 
in small-scale farms due to the long runways required for take-off and landing, besides 
being unable to hover and turn flexibly in the air.  

PADDY GROWTH MONITORING BASED ON AERIAL IMAGERY 
GENERATED FROM MULTISPECTRAL SENSOR

Some locations in the paddy field may not be easily recognised or easily accessible for 
ground visual observation on the ground (Rosle et al., 2022). In addition, some of the 
farmers are elderly, so they are sometimes unable to check the entire area due to a lack of 
energy. Thus, it could cause inefficient paddy field management. The farm manager can now 
view the entire paddy field using aerial imagery without missing any locations. Therefore, 
aerial imagery using multispectral sensors can assist farm management in constantly 
monitoring paddy with ground surveying for validation (Lu et al., 2021; Sari et al., 2021).

Multispectral is often lightweight, compact, and particularly straightforward to operate 
on the UAV. In addition, the cost of multispectral is reasonable and will get cheaper in the 
future. An interference filter installed at the front of the camera lens to filter or transmit 
specific lights is used to create a multi-band filter and multispectral sensor. Compared to 
RGB, a multispectral provides more wavebands in visible and NIR spectral ranges (Figure 
1) and can predict yield, biomass, nitrogen content, and other parameters. Multispectral 
sensor employ a variety of common spectral bands such as red, green, blue, red-edge, and 
NIR. They are classified into bandwidth categories: narrow-band and broadband (Deng 
et al., 2018). The multispectral sensor consists of at least four bands. The difference in 
the number of wavebands depends on the manufacturing (Figure 2) (Xie & Yang, 2020). 

It is important to understand how monochrome and colour work. A photo-sensing 
element in monochrome cameras comprises a two-dimensional array of sensitive pixels. 
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In monochrome CMOS image sensing, these 
pixels are sensitive to light emitted across a 
broad spectral range. A colour camera has 
an image that detects elements with a two-
dimensional array of pixels. The remote-
sensing multispectral sensor is coated with 
a mosaic colour pattern that transmits red, 
green, or blue lights. The colour pigments 
create the colour filter array (CFA), known 
as the RGB cameras (Hassan et al., 2021). 
Examples of multispectral sensors are 

Figure 1. Multispectral sensor

Figure 2. Multispectral imaging with six wavebands (Adapted from Abijo et al., 2023)

Figure 3. MicaSense-RedEdge-MX multispectral 
sensor

Green Seeker (ground sensor) and Landsat 8 (Satellite sensor). Multispectral sensor such 
as RedEdge (MicaSense, Inc., Seattle, WA, USA) (Figure 3), MCA 6 (Tetramcam Inc., 
USA), and DJI Mavic 3 Multispectral (DJI, China) can capture images from the visible 
and NIR bands. 

Multispectral imagery consists of 3−10 distinguished “wider” bands. The images 
produced can be further analysed with GIS or RS software. Norasma et al. (2019) used a 
MicaSense sensor to create the rice growth map. This sensor is also used by Jiang et al. 
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(2020) to monitor the operation parameters of low-altitude UAVs in acquiring the NDVI 
values across paddy fields. Therefore, the sensor can help farmers overcome the issues in 
the field within a shorter period. Figure 4a shows the RedEdge-MX multispectral sensor’s 
spectral resolution, and Figure 4b illustrates the spectral reflectance graph of healthy and 
stressed plants through five bands. The MicaSense RedEdge-MX can capture five types of 
wavebands, including red, green, blue, red edge, and NIR. Red band and NIR are utilised 
in the NDVI algorithm. 

The principle underlying high accuracy is the use of various electromagnetic 
spectrum bands. They not only contribute to the data from the images obtained, but they 
also generate vegetation indices. Luo et al. (2022) applied multispectral sensor to map 
paddy fields at different growth durations (booting and heading stages) using normalised 
difference vegetation index (NDVI), red-edge chlorophyll index (CIred edge), green-edge 
chlorophyll index (CIgreen edge), two-band enhanced vegetation index (EVI2), normalised 
difference red edge (NDRE), wide dynamic range vegetation index (WDRVI), MERIS 

Figure 4. (a) The spectral resolution of the MicaSense-RedEdge-MX multispectral sensor; (b) Reflectance 
curve of the healthy and stressed plant (Roman & Ursu, 2016)
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terrestrial chlorophyll index (MTCI), Normalised Difference Red Edge (Ndre) and soil-
adjusted vegetation index (SAVI). Most aerial images for crop health monitoring employ 
multispectral sensor (Hassler et al., 2019) that generate vegetation indices such as NDVI, 
NDRE, and GNDRE (Kalischuk et al., 2019; Barbedo, 2019).

Vegetation indices are the most essential criteria in crop disease identification. However, 
the multispectral sensor requires high cost and additional work to calibrate the specific 
functions of the indices, including disease identification and image processing. Furthermore, 
multispectral sensors make it difficult to detect small changes in terms of the biophysical 
and biochemical characteristics of crops (Neupane & Baysal-Gurel, 2021). However, the 
price will be reduced in the future, and the image processing will be easier to work on. 

VEGETATION INDICES FOR PADDY GROWTH MONITORING

Data captured from UAVs is expressed using indices, including the vegetation index. Souza 
et al. (2020) used active and passive sensors to obtain vegetation index maps to assess crop 
growth. The electromagnetic spectrum is a range of all types of electromagnetic radiation 
based on frequency and wavelength. Each electromagnetic wave is classified according 
to the specific frequency, photon energies, and wavelengths. In a remote sensing context, 
the electromagnetic spectrum provides valuable information on the crops’ condition. 
For example, necrosis of the leaves can be visualised under the visible light wavelength. 
The changes on the leaves can be detected in the visible spectrum, as well as in other 
electromagnetic spectra, such as the vegetation index light band (Hogan et al., 2017).   

Consecutive crop monitoring enables farmers to identify small changes that are difficult 
to detect with the naked eye. Multispectral imaging, for instance, is useful to analyse paddy 
health using NDVI indices. In addition, it allows an evaluation of the absorption degree 
of solar radiation in certain bands; thus, the crop’s health can be monitored (Ishihara et 
al., 2015). NDVI can be derived from satellite imagery such as Pour l’Observation de la 
Terre (SPOT), moderate resolution imaging spectroradiometer (MODIS), and Landsat. 
Nevertheless, the low temporal and spatial resolutions enhance reliable crop monitoring 
at the field level, particularly to obtain information for smallholder farmers. UAVs can 
provide high spatial resolution at 0.05 to 1-metre resolution, and the data is useful to 
identify the condition of certain plants. Based on aerial images, farmers can monitor the 
field using NDVI values. 

The NDVI value can be the indicator to determine the crop conditions. However, 
soil colour, cloud shadow, soil brightness, leaf canopy shadow, and atmosphere have an 
impact on NDVI value, which needs remote sensing calibration. The NDVI equation is 
shown as Equation 1:

NDVI = (NIR−RED) / (NIR+RED)             (1)
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where NIR represents the reflectance value of the NIR band; RED represents the reflectance 
value of the red band. 

The plant greenness density is referred to detect phenological changes during the planting 
period. NDVI is one of the most practical vegetation indices to quantify greenness on the 
vegetation land cover (Roy et al., 2016). NDVI is constructed according to the red and NIR 
bands to identify crop health conditions, as well as monitor crop growth. The NDVI values 
normalise the reflectance captured from images from -1 to 1. Positive values indicate higher 
vegetation (vigour), while negative values indicate unvegetated surfaces such as cities, water, 
barren soil/land, and ice (Sishodia et al., 2020). The NDVI values of 0−0.33 indicate unhealthy 
or stressed conditions, 0.33−0.66 indicate moderately healthy conditions, whereas 0.66−1 
signifies very healthy conditions, as illustrated in Figure 5 (Rosle et al., 2019). However, the 
range can be different for other crops, which requires further analysis. 

NDVI is commonly evaluated in rice-related research as an important indicator of 
rice growth (Fenghua et al., 2016). The enhanced vegetation index (EVI), like NDVI, has 
received much attention in monitoring vegetation quality, where it also has multispectral 
capabilities. It is shown as an optimised vegetation index developed by Liu and Huete to 
improve the vegetation signal’s sensitivity in high biomass areas. The primary application 
of EVI is to rectify NDVI results for atmospheric changes and serve as soil background 
signals, primarily in dense canopy zones. The EVI equation is shown as Equation 2:

EVI = 2.5 (NIR – RED) / (NIR + 6R-7.5B + 1)           (2)

In contrast, the Landsat soil-adjusted vegetation index (SAVI) is used to rectify NDVI 
for the influence of soil brightness in areas with low vegetation cover. It is useful for soil 
and vegetation monitoring, and it has high-resolution and high-density data equipped with 
remotely sensed data to provide excellent spatial coverage. However, the calculation is 
complex since the data obtained are for operational use. The EVI equation is shown as 
Equation 3:

((NIR - R) / (NIR + R + L)) * (1 + L)            (3)

Figure 5. NDVI values of plant health classification (Cherlinka, 2023)
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SOIL PLANT ANALYSIS DEVELOPMENT ANALYSIS FOR PADDY 
GROWTH MONITORING 

Chlorophyll is an important pigment for plant photosynthesis because it demonstrates 
a plant’s ability to exchange material energy with its surroundings, as well as carbon 
sequestration ability, primary productivity, and nitrogen utilisation efficiency. Besides 
being an important indicator of crop condition, chlorophyll indicates the stage of plant 
development and growth. It also reflects plant stress. For example, when a disease spreads 
among plants, the leaves change from green to yellow and, subsequently, brown and white. 
The spectral characteristics of chlorophyll are essential in determining its content. The 
green and red bands were found to be the most effective in chlorophyll detection (Chusnah 
et al., 2023), but some studies have identified the NIR band as a fitting choice (Sharabiani 
et al., 2023; Raddi et al., 2022). 

Previous research has also demonstrated that reflectance spectra in the visible region 
(400- 979 nm) are capable of estimating chlorophyll (Yang et al., 2021). Often, a steep red 
edge is formed between 680 and 760 nm because of the chlorophyll’s substantial absorption 
of red light and strong reflection of NIR light. Hence, the red edge has a strong spectral 
response to chlorophyll. The red-edge parameter is one of the most important indicators for 
crop growth and chlorophyll content estimation (Naguib & Daliman, 2022). The optimum 
red-edge parameters are then identified by identifying spectral values and chlorophyll content, 
and a model signifying the relationship between them was developed (Pokhrel et al., 2023).

There are many current techniques to measure chlorophyll content in leaves, which 
are classified as destructive or non-destructive. The destructive methods, i.e., traditional 
methods, consist of ultraviolet and visible spectrophotometry, as well as fluorescence 
analysis, which is used to conduct quantitative chemical analysis of chlorophyll content 
using the spectral characteristics of the substance (Farag et al., 2022). These methods 
produce precise results but are time-consuming and labour-intensive, as well as destroying 
leaves. The soil and plant analysis development (SPAD) method serves as an alternative 
for ease of use, is low-cost, non-destructive, and enables quick SPAD measurement using 
light and electricity transmitted through leaves (Zhang et al., 2022). As chlorophyll content 
corresponds to plant nitrogen status, the SPAD value is used in nitrogen diagnosis to 
optimise nitrogen application as well as to control diseases, pests, and yield (Wan et al., 
2022). A previous study on rice found that SPAD-based nitrogen management can improve 
grain yield and nitrogen use efficiency, where an increase in grain yield per unit of nitrogen 
was applied (Hou et al., 2020). 

Therefore, the relative leaf chlorophyll content can be detected based on SPAD values, 
and the results almost resemble chemical experiments, which may replace the traditional 
chemical approach. The relative chlorophyll content can be detected using a non-damaging 
and portable chlorophyll metre, namely SPAD-502 chlorophyll metre (SPAD-502, Spectrum 
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Technologies, Inc., Plainfield, IL, USA) (Kamarianakis & Panagiotakis, 2023). It is one 
of the fastest and least invasive methods in estimating the relative chlorophyll content of 
a leaf per square metre, nitrogen content, and NDVI of a paddy crop (Zhang et al., 2021). 
It utilises the green, red, and NIR wavebands to determine a leaf’s chlorophyll content. 
Hence, the SPAD value is determined by looking at the reflection and absorption of the 
spectral bands of the crop.

The SPAD readings using the SPAD-502 chlorophyll metre may indicate the growth 
condition of paddy, with high values indicating healthy plant growth (Guo et al., 2020). 
The first, second, and third readings can be obtained by fully expanded leaves from the 
samples (Zhao et al., 2023). Yuan et al. (2016) suggested that the fourth leaf from the 
top with a 2/3 position distance from the leaf base is suitable for the reading due to low 
measurement variance in that area. The small samples of SPAD values combined with near-
surface UAV remote sensing can be employed on large-scale with high accuracy (Zhang 
et al., 2019). This approach, however, has limited measuring points and is not suitable 
for large area measurement, which can be solved by integrating remote sensing and UAV 
approach (Wang et al., 2022). 

There are limitations to using SPAD data to monitor paddy growth because SPAD 
measurements only provide information on the chlorophyll content of leaves and do not 
take into account other factors that can affect crop health, such as water stress or disease. 
Sentinel series satellites’ red-edge bands are used to monitor crop chlorophyll content, 
while sentinel-2 imagery is used to monitor canopy chlorophyll content with high accuracy 
(Kganyago et al., 2023). Since satellite remote sensing offers large-scale, frequent, low-
cost, and massive amounts of information, it has replaced inefficient and costly traditional 
SPAD monitoring methods. 

In other perspectives, the associations between plot-level spectral indices gathered from 
UAV images and data measured on the ground, such as leaf area index and SPAD values, 
were calculated and compared. The differences were discussed and analysed at two different 
paddy growth stages (Duan et al., 2019). By eliminating the backgrounds from the UAV 
spectral images, Shu et al. (2021) improved the estimation accuracy of SPAD values. The 
SPAD values were calculated using the cluster-regression method and UAV hyperspectral 
data (Yang et al., 2021). SPAD measurement offers effective and stable techniques for 
determining crop phenotyping. SPAD values can be converted to physiological parameters, 
including leaf chlorophyll content (Wan et al., 2020). 

SPAD data has potential with other types of data, such as vegetation indices 
measurements or weather data of paddy growth. Aerial imagery and object-based image 
analysis techniques can validate vegetative indices in rice field maps using SPAD data. 
Normalized Difference Vegetation Index (R=0.957), Normalized Difference Red Edge 
(NDRE) (R=0.974), Soil Adjusted Vegetation Index (R=0.964), and Optimized Soil 
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Adjusted Vegetation Index (R=0.966) have proved positive linear correlations with SPAD 
readings. Vegetation indices showed a higher correlation compared with other vegetation 
indices, exhibiting a better measure for farmers to make decisions.

Therefore, the optimal combination of feature selection methods (recursive feature 
elimination, Pearson, and correlation-based feature selection) and machine learning 
regression models (random forest), elastic net, extreme gradient boosting (XGBoost), and 
backpropagation neural network with machine learning algorithms can predict SPAD values 
at individual growth stages and across growth stages of the crop from the images obtained 
by UAV (Yin et al., 2023). In other words, machine learning regression models (random 
forest), partial least squares (PLS) regression, deep neural network, and extreme gradient 
boosting (XGBoost) were used to establish SPAD estimation models. The algorithms such 
as Findpeaks, successive projections algorithm (SPA), competitive adaptive reweighted 
sampling, and CARS_SPA were used to extract sensitive characteristic bands that are 
related to SPAD values (Sudu et al., 2022). 

SPAD data are able to develop variable rate application (VRA) maps, which can help 
farmers apply fertilizers and other inputs more efficiently based on the specific needs of 
different areas of the field. The NDVI was measured with a GreenSeeker sensor, and SPAD 
readings were made with a SpadMeter. Geographic coordinates of the NDVI and SPAD 
measurements were also determined by a global navigation satellite system (GNSS). After 
applying these fertilization methods, NDVI and SPAD measurements were recorded. Soil 
and leaf samples were analysed in the laboratory to determine the content of plant nutrients 
for nitrogen (N), phosphorous (P) and potassium (K). Based on the images generated, 
NDVI and ground data, including SPAD chlorophyll readings, could have a stronger 
relationship (Yuhao et al., 2020). The spatial trend that integrates the SPAD chlorophyll 
map is presented in Figure 6.

Figure 6. SPAD chlorophyll map for validation of vegetation indices (Yuhao et al., 2020)
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IMPLEMENTATION OF PRECISION AGRICULTURE AMONG LOW-INCOME 
FARMERS
Agriculture digitisation, including precision farming, has changed the way in which food 
is produced and land is managed. It helps to increase productivity and crop yield, lower 
expenses incurred for raw materials, and lower the environmental impact of on-farm 
operations. As the adoption cost of digital farming technology has decreased, remote 
sensing technologies such as UAVs are now more affordable and accessible, providing an 
opportunity for low-income farmers in small-scale plantations to improve their livelihood 
(FAO, 2022). Even if precision farming has significant potential benefits, the adoption 
of technologies by small-scale farmers and low-resource farming operations needs to be 
explored further.

One of the potential benefits of UAV usage is the ability to generate high-definition 
maps from UAV imagery. UAV provides a more accurate and timely representation of 
small-scale farms than satellite imagery, which often has lower resolution and is subject to 
cloud presence. It is important because farming operations often have diverse landscapes 
with a mix of crops, trees, and livestock that the conventional satellite images are unable 
to accurately represent. Maps and orthomosaics are beneficial for precision agriculture 
because they allow for a more comprehensive understanding of crop health and distribution 
(Montilla et al., 2021). Moreover, orthomosaic images can be utilised to monitor changes 
in the landscape over a specific period, providing useful data to make decisions for farm 
management. The farmers can evaluate the overall efficacy of their farming practices and 
identify real-time improvement by utilising orthomosaic images captured from their farms. 

The orthomosaic images help them to make a better-informed decision on crop 
management. They can use this information to adjust their irrigation schedules, fertilisation, 
and pest control, resulting in increased agricultural productivity and cost savings. Farmers 
can obtain information on plant health and elevation data, which are generated from UAV 
images using various software. Also, they can obtain other information such as crop 
performance, soil moisture, and potential crop yield. It was found that the data helped 
farmers identify areas in their farms with low yields, thus allowing them to address potential 
problems in the future. 

However, McCarthy et al. (2023) found challenges due to the widespread adoption of 
UAVs in the agricultural sector. Some farmers have expressed their concern in terms of 
cost, as well as the data accuracy and analysis. Some farmers remain sceptical about the 
usefulness of data provided by UAVs, as well as the privacy and security of their personal 
data. One of the reasons for such scepticism is the farmers’ lack of education and literacy, 
which leads to confusion and mistrust towards technology and regulations (Dhanaraju et 
al., 2022). Many farmers expressed scepticism about the technology, and most of them 
were struggling to understand UAV applications and data. The majority of farmers are also 
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reluctant to share their data with government agencies or private companies, and only a 
small percentage are knowledgeable about UAV regulations and data-sharing laws. 

To assist farmers who are less literate with technology, educational materials, training 
programmes, and community outreach initiatives must be accessible and clear about 
information on UAV technology, open data, and data privacy regulations. Radio and 
television, which are used for the dissemination of knowledge, could be an efficient way 
to reach out to such farmers. Only a small number of farmers have learnt about UAVs 
from traditional media sources such as print media, radio, or television. Farmers who are 
aware of UAVs often learn about them from friends and family. So, it is crucial to educate 
farmers about the benefits of UAV technology and data sharing to increase transparency in 
data collection and usage through collaboration with local organisations such as non-profit 
groups and agriculture extension agents.

When information comes from reputable sources such as government agents, 
educational institutions, and friends/family, it is easier to establish trust (Dhanaraju et 
al., 2018). Local organisations can help farmers understand the benefits and risks of 
UAV technology, open data, and data privacy by providing awareness, hands-on training, 
and dedicated support teams. Both subsistence and commercial farmers are interested in 
incorporating UAV technology into their farming practices, each with varying interests and 
concerns in specific applications. Such difference has a significant effect on agricultural 
policymakers and stakeholders. To encourage the use of UAV technology in agriculture, 
policies and programmes should take note of the differences and devise strategies to 
address the needs and concerns of the farmers. Policies that focus on lowering UAV costs 
or the provision of subsidies, for example, are more effective in persuading commercial 
farmers to adopt the technology. Programmes that focus on UAV training and education 
may be better suited for subsistence farmers. Policymakers and stakeholders must tailor 
their policies and programmes, taking into account their levels of interest, confidence, and 
perception of UAV technology.

CONCLUSION

UAV technology has the potential to be a powerful tool to capture accurate and high-
resolution images for remote sensing data in the future. Farmers may monitor crop 
development and paddy conditions in real-time using the NDVI map and SPAD data values. 
Meanwhile, advanced computer vision and machine learning algorithms can be used for 
image processing. Due to the large amount of data, several machine learning algorithms 
can be applied to UAV-based multispectral imaging using programming applications such 
as Python and other related web-based programmed cloud processing should be used in 
the near future. The analysis output can then be transferred in real-time to automation and 
robotics for decision-making and quick responses.
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ABSTRACT

Photovoltaic (PV) energy has become a low-cost, renewable, and environmentally 
friendly alternative to meet increasing energy demand. Nevertheless, there is still a lack 
of projects in this field in Brazil. Therefore, this study compares the results of two studies 
on the optimal site selection of PV in the Brazilian state of Rio de Janeiro. These studies 
used different methodologies to reach the conclusions and the resulting map. First, the 
final map of both studies was divided into a grid, and then the results of each cell were 
weighted for PV site selection. To compare the results using the maps, an intersection 

of the 10% of the grid cells with the best 
results from each study was formed. The 
results showed an 83% similarity between 
the different Multi-Criteria Decision-
Making (MCDM) methods. The other part 
of the comparison focused on the following 
rank similarity coefficients: Spearman 
Correlation Coefficient, WS Coefficient, 
Spearman Weighted Correlation Coefficient, 
and Blest Correlation Coefficient. All these 
coefficients had values greater than 0.9, 
indicating a high degree of correlation 
between the results of the studies. Therefore, 
the two studies have a high degree of 
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similarity and a high potential for installing photovoltaic solar power plants in Rio de 
Janeiro, especially in its intersection zones.

Keywords: GIS, multi-criteria decision making (MCDM), Rio de Janeiro, site selection, solar photovoltaic (PV)

INTRODUCTION

One of the main issues of sustainable development lies in the innovations and technological 
advances for transforming and using natural resources (Pereira et al., 2017). According 
to the Intergovernmental Panel on Climate Change (IPCC), the temperature increase has 
reached about 1oC. It is important to keep it below 1.5oC, considering the values from before 
the Industrial Revolution, to mitigate the consequences of global warming. Therefore, it 
is necessary to reduce the use of fossil fuels, including in energy production (Allen et al., 
2018).

Several studies show that solar energy has numerous advantages compared to other 
renewable energy sources. Moreover, photovoltaics is one of the best options to meet the 
increasing energy demand in the future (Razykov et al., 2011; Uyan, 2013). For example, 
solar energy is everywhere on Earth, accounting for 99.8% of the total energy reaching 
Earth’s surface. It also comes from the sun, making it an accessible and inexhaustible source 
of energy (Al-Shamisi et al., 2013; Jain et al., 2011; Ramedani et al., 2013), and if only 
0.1% of this energy were converted into electricity at an efficiency rate of 10%, this amount 
would be sufficient to meet the planet’s needs several times over (Thirugnanasambandam et 
al., 2010). In addition, the cost of solar photovoltaics is decreasing; for example, between 
2010 and 2019, it decreased by 82%, making PV competitive with traditional energy sources 
(IRENA, 2020). In 2020, the estimated cost of new PV projects is 0.057 USD/kWh, while 
fossil fuel costs range from 0.055 to 0.236 USD/kWh, and the 2030 target is 0.02 USD/
kWh, according to the Office of Energy Efficiency & Renewable Energy ( https://www.
energy.gov/eere/solar/articles/2030-solar-cost-targets; La Camera, 2020).

On the demand side, electricity consumption in Brazil is expected to increase by 
about 30% by 2030 and about 95% by 2050. In addition, Brazil recently experienced an 
unprecedented drought, a serious problem since most of its electricity generation comes 
from hydropower (http://www.ons.org.br/paginas/energia-agora/reservatorios; EPE, 2020a, 
2020b, 2016). Therefore, clean, reliable renewable energy sources are needed to meet the 
increasing demand projected for the coming years.

Rio de Janeiro, one of the 27 federative units of Brazil, is a state with an area of 43,752 
km² (CEPERJ, 2022a), a GDP of BRL 758 billion, which is about 10.8% of the total GDP 
of the country, and the second largest economy (CEPERJ, 2019), with a population of 
17.4 million people, the third largest in Brazil (IBGE, 2022). The state is divided into 
seven regions, which are very different from each other. The metropolitan area of Rio de 
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Janeiro, the capital, concentrates 70% of the population and most of the economic and 
industrial resources (CEPERJ, 2022b). The state’s geography is very heterogeneous, with 
high cliffs, hills, and valleys, as well as an extensive plateau that covers the entire western 
part of the territory and several areas of the Atlantic Forest (Ribeiro & Nunes, 2019). 
Regarding solar irradiation, the state has excellent levels, averaging between 4 and 5.5 
kWh/m2 across different regions (EGPEnergia & PUC-Rio, 2016). Despite the potential, 
Rio de Janeiro generated only 65 GWh of energy from solar PV in 2019, less than 1% of 
its total electricity generation (EPE, 2020a). 

Various factors must be considered when determining the best locations for solar 
photovoltaic plants, including solar irradiation, existing infrastructure, and surrounding 
terrain characteristics (San Cristóbal, 2011; Zoghi et al., 2017). These factors range from 
the proximity of the grid and the road to the azimuth and slope of the terrain, apart from 
many restriction zones, i.e., locations where PV plant projects cannot be implemented. 
For this reason, searching for the most suitable sites for Rio de Janeiro requires the right 
tools and methods.

Multi-Criteria Decision-Making (MCDM) methods find extensive application across 
diverse fields, aiding decision-makers in navigating complex and often conflicting criteria 
(Figueira et al., 2005; Roy, 2016; Sałabun & Piegat, 2017). To this end, the result of 
the MCDM methods usually ranks the available alternatives, with the best ones in first 
place (Bandyopadhyay, 2016). These methods are commonly used for various problems, 
including renewable energy (Kolios et al., 2016; Sałabun & Piegat, 2017). Due to the 
complexity of this issue, renewable energy site selection often involves multiple alternatives 
based on a variety of criteria (Shao et al., 2020).

Mapping is an important method of analysis in the arts, humanities, and sciences that 
uses geospatial technologies to collect data about people and places (Manson et al., 2017). 
A Geographic Information System (GIS) is a computerized system based on cartography, 
geography, and remote sensing that can perform multiple functions, such as collecting, 
storing, analyzing, and presenting large data sets as maps (Das & Bhuyan, 2017; Wang 
et al., 2019). There are several examples where GIS is combined with MCDM. One of 
the main advantages of this tool is its excellent ability to perform an analysis of optimal 
locations for renewable energy plants through the possibility of using multiple layers 
(e.g., slope and solar irradiation) that provide maps and numerical information in one 
database (Janke, 2010; Sánchez-Lozano et al., 2016a; Van Haaren & Fthenakis, 2011). For 
example, according to Shao et al., of the 85 papers on renewable energy siting that their 
study reviewed, 52 used GIS (Shao et al., 2020).

Multi-criteria Decision-Making methods have become progressively popular in 
renewable energy power plant site selection (Shao et al., 2020). Recently, many studies 
have been conducted in different countries to evaluate the suitability of solar PV plants 
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by combining GIS with MCDM: Yushchenko et al. (2018) in West Africa (ECOWAS 
region),  Aly et al. (2017) in Tanzania, Uyan (2013) for the Konya Region in Turkey, Al 
Garni and Awasthi (2017) for Saudi Arabia, Kwak et al. (2021) for the state of Ilinois in 
the United States,  Sánchez-Lozano et al. (2016b) for Murcia region in Spain, Zoghi et 
al. (2017) for Isfahan region in Iran, Qiu et al. (2022) in China, Sindhu et al. (2017) for 
the Haryana region in India, Janke (2010), Doorga et al. (2019) for Mauritius, Palmer et 
al. (2019) for the United Kingdom and several others. There is no single MDCM method 
in these studies, although AHP (Analytical Hierarchical Process) is the most commonly 
used (Shao et al., 2020).

Many MCDM methods exist, but none is perfect and suitable for every decision-making 
situation. Moreover, different approaches may lead to different results (Guitouni & Martel, 
1998; Zanakis et al., 1998), and several factors may explain this divergence, such as the 
adoption of different weights for the selected criteria or the differences between the methods 
and algorithms themselves (Zanakis et al., 1998). Researchers and decision-makers should 
consider the trade-offs between various MCDM models (Shao et al., 2020). Therefore, 
by comparing the results of a variety of MCDM models, the merits and weaknesses of 
these different models for a given problem can be determined (Shao et al., 2020). For that 
reason, comparing the results of these methods for the same topic is important to obtain 
consistent results.

There are several ways to validate the results of the renewable energy site selection 
problem, including comparison with existing sites, sensitivity analysis—varying the criteria 
weights, comparison with other MCDM methods, and other less-used methods (Shao et 
al., 2020).

Numerous studies compare the results of different MCDM methods. However, only a 
fraction of them compare renewable energy projects, and even fewer compare the results 
of different studies applied to the same issue. A large proportion of these studies perform 
sensitivity analysis, essentially scenarios in which the weighting of the criteria is changed, 
and the results are compared through maps or tables (Aly et al., 2017).

Abdel-Basset et al. (2021) applied a Multi-Criteria Decision-Making approach to 
determine the best locations for PV solar plants in Egypt. First, the Delphi method was applied 
by various specialists to determine the criteria used. These criteria were described in the study 
as core dimensions and sub-indicators. In the next step, the importance of the selected criteria 
was determined using the DEMATEL (Decision-Making Trial and Evaluation Laboratory) 
method. Then, the VIKOR (Višekriterijumsko Kompromisno Rangiranje) method was 
applied to rank seven sites for photovoltaic plants. The final step compared the results with 
the AHP-TOPSIS and the SWARA-WASPAS methodology. The methods were compared 
in two ways: with the direct rank comparison and with the Spearman Rank Correlation. In 
both cases, the greatest agreement was found with the method AHP-TOPSIS.
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Ohunakin and Sacaracoglu (2018) compared five MCDM methods to determine the 
most suitable location for installing Concentrated Solar Power Plants (CSP) in Nigeria. 
The selected methods were the Analytic Hierarchy Process (AHP), Consistency-Driven 
Pairwise Comparisons (CDPC), Decision Expert for Education (DEXi), Elimination, and 
Choice Translating Reality (ELECTRE III and IV). The study compared the ranks of 
nine factors on the selected MCDM without using a rank similarity coefficient. Instead, a 
direct comparison was made using a summary table. The study concluded that the ranks 
generated by the MCDM methods showed significant differences, with the highest degree 
of similarity observed between AHP and CDPC.

Sánchez-Lozano et al. (2016a) aimed to find the most suitable site for a PV plant in the 
Murcia region, Spain. The study used GIS to generate the maps and AHP to determine the 
weights of the selected criteria. Then, the TOPSIS and ELECTRE methods were selected to 
analyze the most suitable sites. Finally, comparing the best alternatives from both methods 
revealed the similarity. No rank similarity coefficient was used, but the analysis was based 
on maps and tables.

Kizielewicz et al. (2020) analyzed the criteria for determining the best locations for 
a wind farm using several decision support models (TOPSIS, VIKOR and COMET). 
They compared the results for each model using Spearman’s rank correlation and the WS 
similarity coefficient. In addition, three scenarios were elaborated by eliminating one, two, 
and three of the selected criteria for comparison purposes.

Giamalaki and Tsoutsos (2019) searched for suitable sites for solar PV and CSP plants 
in the Mediterranean region of Rethymno using AHP and GIS. In order to verify the results, 
a sensitivity analysis was performed in three of the following scenarios: all criteria with 
equal weighting; equal weighting of techno-economic criteria and no weighting of socio-
environmental criteria; equal weighting of socio-environmental criteria and no weighting of 
techno-economic criteria. Finally, a comparison of these scenarios was made using maps.

Villacreses et al. (2017) studied suitable sites for wind farms in Ecuador. The study 
used four Multi-Criteria Decision-Making methods combined with GIS. For this, they 
developed a standardization process. The MCDMs that were compared were AHP, OCRA 
(Occupational Repetitive Actions), VIKOR, and TOPSIS. Finally, the Pearson correlation 
coefficient was used to analyze the mutual agreement between these methods through 
the raster map values for the processing of each pixel for all sites and the best sites only, 
showing a greater correlation for all methods for the best sites.

Sánchez-Lozano et al. (2016a) compared the TOPSIS and ELECTRE methods to find 
the best locations for PV plants in the Murcia region, Spain. The study used the AHP to 
determine the weights of the selected criteria and ranked the results using the TOPSIS and 
ELECTRE methods. A remarkable similarity of the results was found in the comparative 
analysis of the maps. In addition, a detailed comparison was made between the results 
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of the top 10 alternatives from TOPSIS and ELECTRE, which was presented in a table 
without applying a correlation coefficient.

Shorabeh et al. (2019) studied the most suitable sites for a PV plant in the Iranian 
provinces of Mazandaran, Kermanshah, Razavi Khorasan and Yazd. The study combined 
the Ordered Weighted Averaging (OWA) model with GIS for different levels of decision 
risks. The last step was to perform a sensitivity analysis on the results, changing the 
weights of the selected criteria to check the impact on the results. This analysis showed 
that the slope and road network criteria had the greatest impact on the area ranked as 
highly desirable.

Rios and Duarte (2021) searched for ideal sites for developing large-scale solar PV 
projects in Peru. The analysis in the study involved the integration of AHP with GIS, and 
a sensitivity analysis was performed at the end. Three scenarios were analyzed: equal 
weighting, weighting of the literature review, and weighting associated only with the 
technical factors. In these different scenarios, the percentage of adequacy of the area was 
compared, and the resulting maps were drawn.

Through this overview of the applications of different MCDM methods in the renewable 
energy field and their comparability, it is clear that they are very useful tools for solving 
problems related to the search for suitable sites for PV plants. Therefore, this study will 
compare two studies in which the best locations for PV plants in Rio de Janeiro were 
analyzed using different MCDM methods. It is relevant because the intersection of the 
two studies reaffirmed excellent potential sites for installing PV plants, making it a solid 
result for both studies and validating them.

These two papers (De Souza et al., 2019; De Souza et al., 2021a) were selected to 
elaborate on the studies presented and relate complementary research. In addition, there 
are few researches on the location of solar photovoltaic plants in Rio de Janeiro. It makes 
this relationship even more relevant. 

LITERATURE REVIEW

Similarity Coefficients

In a simple way, correlation is a measure of association between variables and is one of 
the most used and reported statistical methods for summarizing scientific research data 
(Schober et al., 2018; Schober & Schwarte, 2018). A correlation coefficient with the value 
of zero indicates that no association exists between the variables, and as it gets closer 
to ± 1, the stronger the association. A positive correlation means that an increase in one 
variable will lead to an increase in the other criteria. In contrast, a negative correlation 
means that an increase in one variable will lead to a decrease in the other. Hypothesis tests 
and confidence intervals should be used to analyze the statistical significance of the results 
(Rodgers & Nicewander, 1988).



557Pertanika J. Sci. & Technol. 32 (2): 551 - 572 (2024)

A Comparison of Methods for PV Site Location in Brazil

The concept of measuring rank correlation has been applied in several studies, and 
its utility is to compare results from different sources and determine how similar they 
are. In the MCDM, they prove to be very useful, as the alternatives are ranked at the end 
according to the selected criteria (Fagin et al., 2003;  Figueira et al., 2016; Sałabun et al., 
2020; Shekhovtsov & Kolodziejczyk, 2020; Shieh, 1998). This study will compare the 
ranking obtained by two studies using the following correlation coefficients: Spearman 
Correlation Coefficient, Spearman Weighted Correlation Coefficient, WS Coefficient, and 
Blest Correlation Coefficient.

Kendall and Goodman-Kruskal correlation coefficients are not used because they 
directly compare the number of matched pairs, i.e., equal pairs (Sałabun & Urbaniak, 2020). 
Since the number of cells generated by the grid is very large, more than 27 thousand cells 
were analyzed, so only a few pairs are equal.

Spearman Correlation Coefficient. The Spearman rank correlation coefficient (rs) is one 
of the most popular tools to evaluate and analyze the similarity of rankings (Ceballos et 
al., 2016; Ishizaka & Siraj, 2018; Ivlev et al., 2016; Mulliner et al., 2016; Sałabun et al., 
2020; Sałabun & Urbaniak, 2020) and can be used as a measure of monotonic association 
between ranks instead of raw data. The data is ordered and converted into ranks (Asuero et 
al., 2006; Schober et al., 2018; Zar, 2005). The rank correlation coefficient (rs) is expressed 
as Equation 1 (Zar, 1972).

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑅𝑅𝑆𝑆𝑆𝑆𝑅𝑅 𝐶𝐶𝐶𝐶𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶𝑆𝑆𝐶𝐶𝐶𝐶𝐶𝐶𝑆𝑆 𝐶𝐶𝐶𝐶𝑆𝑆𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑆𝑆𝑆𝑆𝐶𝐶, 𝑆𝑆𝑠𝑠 = 1 − 6�
𝑑𝑑𝐶𝐶2

(𝑁𝑁3 − N)
                    [1]

The number of measurements of the two variables is N, and di is the difference between 
the ranks of these variables (di=Rxi-Ryi). When two or more data have the same value, i.e., 
are of equal rank, each can be set as the mean of the ranks of the positions (Zar, 2005). 
This rank is the percentage of the rank variance of one variable explained by the other 
(Sałabun & Urbaniak, 2020).

Spearman Weighted Correlation Coefficient. Da Costa and Soares (2005) developed 
and proposed this rank. According to their study, the Spearman rank is unsuitable for some 
applications because it treats all ranks equally. Therefore, they developed the Spearman 
Weighted Correlation Coefficient (rw), where the higher ranks (best positions) have more 
weight than the lower ranks (worst positions). Equation 2 shows the formula for the rw 
Coefficient.

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑊𝑊𝑆𝑆𝐶𝐶𝑔𝑔ℎ𝐶𝐶𝑆𝑆𝑑𝑑 𝐶𝐶𝐶𝐶𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶𝑆𝑆𝐶𝐶𝐶𝐶𝐶𝐶𝑆𝑆 𝐶𝐶𝐶𝐶𝑆𝑆𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑆𝑆𝑆𝑆𝐶𝐶, 𝑆𝑆𝑊𝑊

= 1 − 6�
(𝑅𝑅𝑥𝑥𝐶𝐶 − 𝑅𝑅𝑦𝑦𝐶𝐶 )2((𝑁𝑁 − 𝑅𝑅𝑥𝑥𝐶𝐶 + 1) + (𝑁𝑁 − 𝑅𝑅𝑦𝑦𝐶𝐶 + 1))

N. (𝑁𝑁3 + 𝑁𝑁2 − N− 1)
 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑊𝑊𝑆𝑆𝐶𝐶𝑔𝑔ℎ𝐶𝐶𝑆𝑆𝑑𝑑 𝐶𝐶𝐶𝐶𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶𝑆𝑆𝐶𝐶𝐶𝐶𝐶𝐶𝑆𝑆 𝐶𝐶𝐶𝐶𝑆𝑆𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑆𝑆𝑆𝑆𝐶𝐶, 𝑆𝑆𝑊𝑊

= 1 − 6�
(𝑅𝑅𝑥𝑥𝐶𝐶 − 𝑅𝑅𝑦𝑦𝐶𝐶 )2((𝑁𝑁 − 𝑅𝑅𝑥𝑥𝐶𝐶 + 1) + (𝑁𝑁 − 𝑅𝑅𝑦𝑦𝐶𝐶 + 1))

N. (𝑁𝑁3 + 𝑁𝑁2 − N− 1)
               [2]
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The coefficient is rw, the length of ranking is N and Rxi and Ryi are the positions in the 
rank order for each element in rank order x and rank order y, respectively.

WS Coefficient. The development of this coefficient has shown that the ranks are used to 
find the best solutions; therefore, the differences between the higher positions should be 
more significant; thus, the higher ranks are more relevant than the lower ranks (Sałabun 
& Urbaniak, 2020). Equation 3 shows the formula for the WS Coefficient.

𝑊𝑊𝑆𝑆 𝐶𝐶𝐶𝐶𝑆𝑆𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑆𝑆𝑆𝑆𝐶𝐶,𝑊𝑊𝑆𝑆 = 1 −�(2−𝑅𝑅𝑥𝑥𝐶𝐶  .  
�𝑅𝑅𝑥𝑥𝐶𝐶  −  𝑅𝑅𝑦𝑦𝐶𝐶 �

𝑆𝑆𝑆𝑆𝑥𝑥{|1 − 𝑅𝑅𝑥𝑥𝐶𝐶 |, |𝑁𝑁 − 𝑅𝑅𝑥𝑥𝐶𝐶 |}
 )                 [3]

The similarity coefficient value is WS, the length of ranking is N, and Rxi and Ryi are the 
positions in the rank order for each element in rank order x and rank order y, respectively.

Blest Correlation Coefficient. Blest Correlation Coefficient (Vn) was published by 
Blest (2000). As the other rank similarities presented in this study, the Blest Correlation 
Coefficient shows that higher ranks are more important than lower ones. Equation 4 shows 
the formula for the Vn Coefficient.

𝐵𝐵𝐶𝐶𝑆𝑆𝑠𝑠𝐶𝐶 𝐶𝐶𝐶𝐶𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶𝑆𝑆𝐶𝐶𝐶𝐶𝐶𝐶𝑆𝑆 𝐶𝐶𝐶𝐶𝑆𝑆𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑆𝑆𝑆𝑆𝐶𝐶,𝑉𝑉𝑆𝑆 = 1 −  
12∑(𝑁𝑁 + 1 −  𝑅𝑅𝑥𝑥𝐶𝐶 )2 𝑅𝑅𝑦𝑦𝐶𝐶 −  𝑁𝑁(𝑁𝑁 + 1)2(𝑁𝑁 + 2)

𝑁𝑁(𝑁𝑁 + 1)2(𝑁𝑁 − 1)
 

𝐵𝐵𝐶𝐶𝑆𝑆𝑠𝑠𝐶𝐶 𝐶𝐶𝐶𝐶𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶𝑆𝑆𝐶𝐶𝐶𝐶𝐶𝐶𝑆𝑆 𝐶𝐶𝐶𝐶𝑆𝑆𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑆𝑆𝑆𝑆𝐶𝐶,𝑉𝑉𝑆𝑆 = 1 −  
12∑(𝑁𝑁 + 1 −  𝑅𝑅𝑥𝑥𝐶𝐶 )2 𝑅𝑅𝑦𝑦𝐶𝐶 −  𝑁𝑁(𝑁𝑁 + 1)2(𝑁𝑁 + 2)

𝑁𝑁(𝑁𝑁 + 1)2(𝑁𝑁 − 1)
          [4]

The similarity coefficient value is Vn, the length of ranking is N, and Rxi and Ryi are the 
positions in the rank order for each element in rank order x and y, respectively.

METHODOLOGY

Conceptual Framework

This study aims to analyze and compare the results of two different studies (De Souza et 
al., 2019) in which the best locations for solar PV plants in Rio de Janeiro were determined 

Figure 1. Framework for the research

Study 
1

Study 
2

Similarity 
coefficients

Map 
Analysis

Rank the 
alternatives

using different MCDM methods. De Souza 
et al. (2019) applied the AHP to find the 
optimal locations, while De Souza et al. 
(2021a) used the COPPE-COSENZA 
method to pursue the same objective. To 
this end, the study developed the following 
framework (Figure 1).

The first step is to compare and analyze 
the two studies to rank the alternatives for 
the most suitable sites, i.e., the result of each 

Blest Correlation Coefficient, Vn
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study. When combined through GIS, the different criteria selected to determine the best 
locations for PV plants resulted in a georeferenced layer for each study showing these 
optimal locations within Rio de Janeiro. This layer was called the “resulting map.”

For each of these resulting maps, the data were converted to a raster format, 
which means that a grid was generated, and each grid cell contains a numeric attribute 
corresponding to the georeferenced location of the resulting map. For this article, each 
grid cell is 1 km × 1 km and has a unique ID.

It is possible to rank each location and compare studies using the grid cells. These 
ranks, therefore, form the basis for comparing results, i.e., for calculating the results of 
the map analysis and the similarity coefficients.

In the map analysis, the GIS was used to compare and superimpose each study’s top 
10% ranks, making it possible to examine the intersections, the suitable regions in both 
studies and the regions indicated as suitable by only one of the MCDM methods. The 
rank of the alternatives in each grid cell was also used to apply the following similarity 
coefficients: Spearman Correlation Coefficient, Spearman Weighted Correlation Coefficient, 
WS Coefficient, and Blest Correlation Coefficient.

Map Analysis

According to Visser and de Nijs (2006), there are several reasons to compare maps, such as 
to compare different models, methodologies, or scenarios and to validate land use models. 
Map analysis provides ways to deal with data and understand spatial patterns. There are 
four main methods to analyze data presented in maps: Point Pattern, Autocorrelation, 
Proximity, and Correlation. These types of analysis differ by the focus of investigation 
(location and/or attribute), the geometric feature (point and/or area), and a number of topics 
(Manson et al., 2017).

Spatial analysis can be performed using a variety of techniques using statistics or even 
visual examination, although a more formal approach is often required (Paramasivam & 
Venkatramanan, 2019; Scott, 2015). For example, statistical spatial analysis is the most 
common type of spatial analysis performed with georeferenced data (Bishop & Giardino, 
2021).

For this study, correlation analysis was used, i.e., determining the spatial relationship 
between the attributes of studies 01 and 02, in other words, how they are spatially related 
(Manson et al., 2017).

There are few examples in the literature of systematic methodologies for analyzing 
the similarity of maps that fit the proposed problem of this study; in this sense, the most 
common application of map comparison is land use. Usually, studies select the best sites 
for each MCDM method and only compare the maps visually. The objective of this study 
is to go further.
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A selection process was conducted to identify the most promising sites for PV plants 
using the resulting map and the overlaid grid cells. Specifically, the top 10% of grid cells that 

Figure 2. Example of the 10% best results on 
the grid cells

Figure 3. Intersection of the 10% best cells example

Study 1 Study 2 Intersection

Study 1 Study 2 Result

showed the most favorable results were selected. 
As shown in Figure 2, a 10 × 10 grid with a total of 
100 cells, only the 10 highest scores were selected. 
It is important to emphasize that this selection 
procedure was applied to the resulting maps from 
both studies analyzed.

The maps were then superimposed, and 
the intersection of results was achieved using a 
unique identifier for each cell. An example of this 
procedure can be found in Figure 3, where a total 
of 7 grid cells represent the overlap of results.

The reason for comparing only the best sites 
is that the studies are looking for locations for a 
PV plant, so matching these is essential.

Study Analysis

It is worth mentioning that both papers used the same restriction zones, the same criteria, 
the same grid base, and the same sources or databases for the GIS layers. The main 
differences are the MCDM methods, the year the study was conducted, and the interviewing 
of specialists. In addition, the result of the studies, a suitability map, was merged into a 
grid base with 1 km of range, which means that they became cells in the form of squares 
with a length of 1 km.

Study 1 Study 2 Result

Study 1 Study 2 Intersection
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Study 1

Study 01 (De Souza et al., 2019; De Souza et al., 2021b) was published in 2019 and then 
presented at a congress in 2021. The study took the following steps to identify the best 
sites for the PV plant in the state of Rio de Janeiro:

1. Several academic papers were reviewed to define the criteria for the plant’s 
location. 

2. The papers in which the AHP method was used were selected to determine the 
weight of these criteria (the degree of importance). 

3. The average weight of the selected criteria was calculated and then normalized so 
that the sum of all weights was one.

4. The restriction zones, i.e., the sites where the plant cannot be established, were 
determined.

5. The final GIS layer that weighted all factors were generated, thus showing the 
best sites for the PV plant.

The selected criteria and the respective degree of importance are the following: Solar 
irradiation (42.42%), average temperature (11.34%), distance to transmission lines (9.12%), 
distance to transport links (5.33%), distance to urban centers (5.68%), slope (13.69%), 
azimuth (8.50%) and land use (3.92%).

The coverage level in each grid cell weighted the degree of importance of the criteria. 
Then, the fuzzy membership functions determined the degree of suitability to produce the 
map of the most suitable sites for PV plants (Figure 4).

Figure 4. Suitability map—Study 01
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Study 2

The Study 02 (De Souza et al., 2019; De Souza et al., 2021a; De Souza et al., 2021c) 
was published and presented at a congress in 2021. The study used the method COPPE-
COSENZA and took the following steps to identify the best sites for the PV plant in the 
state of Rio de Janeiro: 
1. Twenty academic papers were reviewed to determine the criteria for the plant’s 

location. 
2. The degree of importance of the selected criteria was determined through questionnaires 

completed by 14 specialists using the Google Forms tool. They were asked to rank the 
importance of the criteria as “critical,” “conditional,” “non-restrictive,” or “irrelevant.” 

3. The restriction zones, i.e., locations where the plant cannot be established, were 
determined. 

4. The COPPE-COSENZA method was applied by combining the specialists’ responses 
with the coverage level of selected criteria for each grid cell. 

5. The final GIS layer, which weights all factors, was created, indicating the best sites 
for the PV plant.
The final GIS layer, which weights all factors, was created, indicating the best sites for 

the PV plant. Table 1 shows the ranking of the criteria according to the questionnaires used. 
Most specialists ranked solar irradiation as the most decisive criterion, but the others are 
also important, such as distance to transmission lines and slope. In contrast, the specialists 
ranked land use and distance from urban centers less important.

The weighting of the selected criteria that resulted from the interviews was compared 
with the degree of coverage in each grid cell. Then, the degree of suitability was determined 
using fuzzy membership functions to map the most suitable locations for the PV plant 
(Figure 5). In the COPPE-COSENZA method, when the proposed index is equal to or 
greater than one, all factors are offered at the level required for the project, which means 
that the region is suitable for the proposed project, in this case, a solar PV plant (Cosenza 
et al., 2015).

Table 1
Importance criteria
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RESULTS AND DISCUSSION

The results of the proposed approach are explained to compare two studies that identified 
the best sites for PV plants in Rio de Janeiro using different MCDA techniques (AHP and 
COPPE-COSENZA). The results were organized into two parts: the map analysis, in which 
the results of both studies were presented and compared through a map overlapping the 
results, and the second part is the calculation of the four similarity coefficients, namely 
Spearman, Weighted Spearman, WS, and Blest.

As previously mentioned, the maps resulting from both studies were first divided into 
27,159 grid cells of 1 km2 (1 km × 1 km), and each of these georeferenced cells was the 
basis for comparing the maps and applying the similarity coefficients.

Map Analysis

The first step was mapping analysis. Of the 27,159 base grid cells generated, 2,716 (10%) 
of the cells that presented the best results for suitable sites for PV plants were selected for 
comparison for each study. It means that 2,716 cells that presented the best results from 
Study 1 (De Souza et al., 2019)  were selected, and the same was done for Study 2 (De 
Souza et al., 2021a), as shown in Figure 6.

Visually, both maps have a high degree of similarity, but it is important to know how 
similar they are. Analysis of the maps shows that of these 2,716 cells, there is an intersection 

Figure 5. Suitability map—Study 02
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of 2,242 cells, i.e., an 83% similarity between the results of the AHP (de Souza et al., 2019)  
and COPPE-COSENZA (De Souza et al., 2021a) methods. This result shows a high level 
of agreement between the studies in terms of the most suitable sites alone. Analysis of the 
results presented in Figure 7, which is an overlap map of the two results, shows that most 
of the intersections of the data are located near the state’s northern coast.

The region where the best results were obtained has excellent solar irradiation—the 
best in Rio de Janeiro—is flat and has good infrastructure for electricity transmission and 
roads. Based on the studies evaluated, solar irradiation is probably the most important factor 
in determining the best locations for PV plants. On the other hand, the central region has a 
mountainous landscape and low solar irradiation, so there were no suitable sites in this area.

Figure 7. Comparison of the maps for Rio de Janeiro

Figure 6. 10% of the best sites of both studies

Model Comparison

N

W E

S

Study 02
COPPE-COSENZA

Study 01
AHP

N

W E

S

Study 01
Study 02
Study 01 & 02



565Pertanika J. Sci. & Technol. 32 (2): 551 - 572 (2024)

A Comparison of Methods for PV Site Location in Brazil

Similarity Coefficients

In this step, several correlation coefficients were applied using the 27,159 grid cells, that 
is, all cells. The Spearman Correlation Coefficient (rs) is 0.9036, indicating a very strong 
correlation between the results of the studies (Asuero et al., 2006; Schober et al., 2018). 
Due to the large number of samples, the resulting p-value was zero. The WS Coefficient 
is 0.9577, indicating a very strong correlation, especially for the best sites for the PV plant 
(Sałabun & Urbaniak, 2020). The Spearman Weighted Correlation Coefficient (rw) value 
is 0.9118, indicating a very strong correlation. The Blest Correlation Coefficient (Vn) is 
also 0.9264, a very strong correlation. Thus, all the similarity coefficients showed a very 
high degree of correlation above 0.9. Table 2 shows the value for each of the coefficients.

By comparing the maps and applying the similarity coefficients, the results 
of the two studies, each using different analytical approaches, show a consistent 

Table 2
The similarity coefficients results

Coefficient Value
Spearman Correlation Coefficient 0.9036
WS Coefficient 0.9577
Spearman Weighted Correlation 
Coefficient

0.9118

Blest Correlation Coefficient 0.9264
 

result. While the Multi-Criteria Decision-
Making technique requires the expertise 
of specialists to determine the results, the 
similarity coefficients, as nonparametric 
indices, do not require prior assumptions. 
It led to a comprehensive evaluation of the 
results and allowed for a solid and unbiased 
evaluation.

CONCLUSION

Environmental issues are becoming increasingly important worldwide, and global warming 
is central to these concerns. In this scenario, solar energy emerges as an environmentally 
friendly alternative that has become financially competitive with traditional generation 
sources (fossil fuels, hydropower, and nuclear).

The generation of photovoltaic energy in Brazil, including the state of Rio de Janeiro, 
still occupies a small percentage of the energy matrix. However, all the basic requirements 
for operation on a larger scale have been met. Several studies use different MCDM methods 
to search for the optimal siting of PV plants in a variety of countries using different MCDM 
methods, and each of these methods has its peculiarities that can affect the result.

Although there are many studies on finding better sites, few compare the site selection 
results for renewable energy projects. Therefore, the objective of this study was to compare 
the results of two studies that identified the most suitable sites for a PV plant in Rio de 
Janeiro. This comparison was carried out in two ways: by map analysis and by applying 
different correlation coefficients. It is worth noting that in the reviewed papers, the MCDM 
results are usually compared using only one of the following options: Tables, one or two 
correlation coefficients, and graphs. 
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The map comparison showed a high similarity of results; 83% of the best sites were 
identical in studies 01 and 02. It is relevant because the intersections of this study show 
great potential for PV plants as different methods validated them. The four coefficients used 
had a very high degree of correlation, with all of them above 0.9. Thus, the consistency 
of all the ranks also validates the results of both studies since they gave similar results, 
although they were tested in different ways. Therefore, the consistency of the results of 
the analyzed studies indicates the potential for installing photovoltaic solar power plants 
in Rio de Janeiro and validates the methods used and the results themselves.
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ABSTRACT 

The cooling-slope (CS) casting technique is one of the simple semi-solid processing (SSP) 
processes a foundryman uses to produce the feedstock. This study attempts to develop 
mathematical regression models and optimise the CS parameters process for predicting 
optimal feedstock performance, which utilises tensile strength and impact strength to 
reduce the number of experimental runs and material wastage. This study considers 
several parameters, including pouring temperature, pouring distance, and slanting angles 
for producing quality feedstock. Hence, multi-objective optimisation (MOO) techniques 
using computational approaches utilised alongside the caster while deciding to design are 
applied to help produce faster and more accurate output. The experiment was performed 

based on the full factorial design (FFD). 
Then, mathematical regression models 
were developed from the data obtained 
and implemented as an objective function 
equation in the MOO optimisation process. 
In this study, MOO named multi-objective 
Jaya (MOJaya) was improved in terms of 
hybrid MOJaya and inertia weight with 
archive K-Nearest Neighbor (MOiJaya-
aKNN) algorithm. The proposed algorithm 
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was improved in terms of the search process and archive selection to achieve a better feedstock 
performance through the CS. The study’s findings showed that the values of tensile and impact 
strengths from MOiJaya_aKNN are close to the experiment values. The results show that 
the hybrid MOJaya has improved the prediction of feedstock using optimal CS parameters. 

Keywords: Chaotic inertia weight, cooling-slope casting process, feedstock, impact strength, k-nearest 
neighbour, MOJaya, tensile strength

INTRODUCTION

The cooling-slope (CS) casting technique is a simple semi-solid processing (SSP) method 
utilised by foundrymen or casters to procure feedstock. The SSP is a near-net-shaped 
approach for processing metal and alloys in a semi-solid state and has been employed 
extensively in manufacturing processes (Nafisi & Ghomashchi, 2019). Among the 
advantages of SSP-fabricated components processed conventionally are reduced porosity, 
macro-segregation, and better mechanical properties (Son et al., 2021). Consequently, 
SSP has been commercially applied for producing feedstock in several approaches, such 
as cooling-slope casting (CSC), continuous casting with magneto-hydrodynamic (MHD), 
and semi-solid and gas-induced semi-solid rheocasting (GISS). 

This study uses magnesium (Mg) AZ91D as a metal in producing feedstock using 
the CS process. AZ91D is one of the earliest and lightest metal steels with potential 
applications across various industries, including electronics, aerospace, and automotive 
(Annamalai et al., 2019). The metal has also gained attention among researchers, thus 
resulting in several investigations on magnesium and its alloys, including alloy design and 
optimisation, microstructure characterisation and observation, and functional materials 
(Wu et al., 2021). Furthermore, the metal is considered the best green material in the 21st 
century due to its excellent physical and chemical properties, including low density, high 
specific strength and stiffness and good damping performance biocompatibility (Guo et 
al., 2018). Consequently, the advantages of AZ91D necessitate evaluations to produce 
feedstock via the CS casting approach. 

The CS is one of the methods employed by industries to produce feedstock. The 
technique is one of the steps applied at the precursor level to ensure the quality of the 
processed feedstock. These feedstocks, known as treatment feedstock, are utilised as raw 
materials in manufacturing to produce quality products. Accordingly, the primary challenge 
of procuring excellent feedstock is providing high-quality precursor resources, especially 
controlling process parameters during casting (Balachandran, 2018).

Grain refinement strengthening is the primary issue casters encounter during designing 
and producing quality feedstock, which, alongside numerous other parameters, would affect 
the feedstock performance (tensile and impact strengths) obtained. Commonly, experts 
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select CS casting process parameters based on experience, established processing plant 
guide, or casting handbook (Kumar et al., 2014). Nevertheless, determining the optimum 
multi-parameters for producing feedstock with excellent performance is complicated and 
costly because the best parameter combination has arguable results, as the results do not 
guarantee the CS process’s optimal performance.

The primary objective of the designing stage is to produce high-quality feedstock and 
products at optimal conditions. Consequently, choosing ideal process parameters is crucial 
(Rao, 2011). Nonetheless, the selection process is currently conducted on a trial-and-error 
basis due to a lack of fixed theoretical procedures (Kor et al., 2011). The present study 
proposed utilising computational techniques to acquire the optimal conditions during the 
decision-making step. The application of the approach during design process selection 
could aid in faster and more accurate output procurement. 

Rao (2018) highlighted the modelling and optimisation stages to obtain ideal 
parameters. The report also specified that representing the manufacturing process as a 
model for optimisation is necessary. Accordingly, developing the mathematical model is 
the first step of process parameter enhancement. The process is critical as the model is 
developed as an objective function for optimisation. 

Researchers considered several approaches to model a casting process, such as 
regression (Brezocnik & Župerl, 2021), response surface methodology (RSM) (Patel et 
al., 2015), numerical simulation (Zheng et al., 2020), and artificial neural network (ANN) 
(Zhou et al., 2022). The regression model is one of the most practical and well-known 
modelling techniques applicable to soft computing (Esonye et al., 2021; Fadaee et al., 2022; 
Onifade et al., 2022; Singh et al., 2021). For example, Khosravi et al. (2014) adopted the 
regression approach to model the CS parameters: the pouring temperature (Pt), pouring 
distance (Pd), and slanting slope angle (Sa). 

Most studies on casting optimisation that applied the multi-objective approach 
employed regression as a modelling technique. Binesh and Aghaie-Khafri (2017) generated 
a polynomial regression model to represent the relationship between casting performance 
and the process parameters. In another report, the non-linear regression model was utilised 
to procure the model denoting the relationship between the squeeze cast process parameters 
and its performance before optimising it via a genetic algorithm (Patel et al., 2015). 
Moreover, multiple regression is a flexible method to examine the relationship between a 
variable and multiple outcome variables. This model was used as the objective function 
in the optimisation process. 

In optimisation, algorithms are designed and developed to solve the problems using 
computers. It can be classified into two categories: deterministic and stochastic. The 
deterministic approach finds the same solution in each run but becomes trapped in locally 
optimal solutions due to local optimisation. However, stochastic approaches find different 
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solutions in each run due to stochastic mechanisms. It assists them in avoiding sub-optimal 
solutions better. Most stochastic approaches are applied in most heuristic and metaheuristic 
approaches that can be classified into single and multi-objective optimisation (Premkumar 
et al., 2021).

Optimisation could be classified into single- and multi-objective (MOO) optimisations. 
Nevertheless, the single-objective approach provides insufficient information for casters 
to analyse decisions holistically. Consequently, MOO provides a practical technique for 
selecting ideal casting process conditions (Rao, 2018). The MOO approach is employed in 
casting optimisation to solve design issues, including multiple design variables, conflicting 
objectives, and numerous constraints. Furthermore, MOO computing methods are easy 
to implement and require lower energy, time, and cost than the trial-and-error practice. 

Recently, the metaheuristic algorithm (MA), which is more flexible and convenient, 
has been widely utilised to procure near-optimum solutions in manufacturing processes 
(Li et al., 2020; Mishra & Sahu, 2018; Agarwal et al., 2018; Mohd Said et al., 2021; 
Tavakolpour-Saleh, 2017). A variety of MA has been investigated for application in 
manufacturing processes, such as multi-objective genetic algorithm (MOGA) (Feng & 
Zhou, 2019), non-dominate sorting genetic algorithm II (NSGA II) (Asadollahi-Yazdi et 
al., 2018), multi-objective partial swarm optimisation (MOPSO) (Patel et al., 2016; Wu et 
al., 2021) multi-objective whale optimisation algorithm (MOWOA) (Tanvir et al., 2020), 
and multi-objective artificial bee colony (MOABC) (Feng et al., 2018; García-Alcaraz & 
Pérez-Domínguez, 2014), multi-objective ant colony optimisation (MOOACO) (Ji & Xie, 
2008), and multi-objective Jaya (MOJaya) (Rao et al., 2016). 

The MOJaya technique that Rao introduced has been successfully applied in several 
real-world settings (Raed et al., 2020). The method is a simple, flexible, and efficient 
population-based search algorithm to solve constrained and unconstrained optimisation 
issues. The MOJaya algorithm is a parameters-less approach that iterates towards the best 
solution search space. Furthermore, the MOJaya algorithm has the advantage of avoiding 
the difficulty of adjusting parameters as well as reducing the amount of time required for 
optimisation. Recently, the Jaya or MOJaya technique gained attention due to the simplicity 
of its framework and the fact that it only requires a single operator. The approach has also 
reportedly solved optimisation issues in various fields (El-Ashmawi et al., 2020; Jian & 
Weng, 2020; Rao et al., 2019; Vinh & Nguyen, 2020; Zamli et al., 2018). However, as a 
metaheuristic algorithm, MOJaya suffers from a few limitations and inescapable drawbacks 
during the search process. The search process in MOJaya focuses more on exploitation 
than exploration. It causes the solution to be easily trapped in local minima and get less 
diversified solutions.

Several improvements in the exploitation abilities of the search process in MOJaya 
were proposed to ensure the optimal solution is not easily trapped in local minimal. Wu 
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and He (2020) combined the basic Jaya algorithm with the mutation and crossover operator 
to enhance the diversity of the population and exploration ability. The results showed 
that both improvement algorithms from their studies obtained superior results in terms 
of solution quality, such as diversity and convergence. Goudos et al. (2019) proposed 
hybrid Jaya algorithms and self-adaptive differential evolution algorithms. The simulation 
results showed the efficiency of the purpose algorithms, such as the Jaya-JDE algorithm, 
by achieving good trade-off solutions.

Zhenghao et al. (2020) enhanced the Jaya algorithm using a combination of the Tree 
Seeds algorithm and K-means clustering, namely C-Jaya-TSA. The clustering strategy 
is used to replace solutions with low-quality objective values. The results show the 
effectiveness of the C-Jaya-TSA algorithm to enhance the exploitation ability. Premkumar et 
al. (2021) enhanced the Jaya algorithm with a chaotic mechanism to classify the parameters 
of various photovoltaic models, including single-diode and double-diode models. Adaptive 
weight chaos is added to the proposed algorithm to regulate the trend and avoid the worst 
solution. The proposed technique utilises self-adaptive weights to reach the best solution 
during the first phase, followed by a second phase that includes a local search, which 
increases exploration capacity. Based on comprehensive analysis and experimental results, 
the suggested algorithm is highly competitive in accuracy and reliability compared to other 
algorithms in the literature.

Based on Narayanan et al. (2023), early MOO algorithms evaluated two solutions 
simultaneously based on Pareto dominance throughout the iterative process to find the 
optimal solution to achieve ultimate outcomes. An effective approach for multi-objective 
optimisation problems is the Pareto optimal front method, which can elicit sets of optimum 
solutions widely known as Pareto-optimal front solutions (Zitzler et al., 1999). Recently, 
many researchers used Pareto optimal front approach to solve MOO problems such as 
Multi-objective Moth Flame Optimization (MaOMFO), Decomposition-based multi-
objective symbiotic organism search (MOSOS/D), Multi-Objective Marine-Predator 
Algorithm (MOMPA), Multi-Objective Generalized Normal Distribution Optimization 
(MOGNDO), and Multi-Objective Plasma Generation Optimization (MOPGO) (Abdin et 
al., 2022; Ganesh et al., 2023; Jangir et al., 2023; Kumar et al., 2021; Pandya et al., 2022). 
However, another limitation reported in the literature is the selection criteria of solutions 
for solving MOJaya problems using the Pareto approach. Warid et al. (2018) proposed 
fuzzy decision-making and incorporated it into the Jaya algorithm as selection criteria for 
best and worst solutions using the Pareto approach.

Moreover, some recent work used an archive mechanism of non-dominated solutions to 
approximately the Pareto front to solve MOO problems. Britto et al. (2012) explored several 
archiving methods from the literature used by MOPSO to store the selected leaders into 
MOO problems. The main goal was to observe how each method influences the MOPSO 
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algorithm in terms of convergence and diversity over the Pareto front. This method guided 
the MOPSO search to a region near the knee of the Pareto front. 

Li et al. (2019) proposed two archives evolutionary algorithms for constrained to 
solve MOO problems. The author highlighted an important issue in MOO: balancing 
convergence, diversity, and feasibility. This paper proposes a parameter-free constraint 
handling technique, a two-archive evolutionary algorithm, for constrained multi-objective 
optimisation to address this issue. The first archive, denoted as the convergence archive, is 
the driving force that pushes the population toward the Pareto front. The second archive, 
denoted as the diversity archive, mainly tends to maintain population diversity.

Premkumar et al. (2022) have developed a bio-inspired multi-objective grey wolf 
optimisation algorithm (MOGWO) that includes Pareto optimality, dominance, and external 
archiving. Archives are storage units that store or retrieve the non-dominated Pareto optimal 
solution. Archives are managed by archive controllers when solutions enter the archive, 
or the archive is completely occupied. According to the performance comparison of the 
MOGWO algorithm with other algorithms selected, the MOGWO algorithm provides 
the best solution. Thus, it is motivated to propose MOiJaya_aKNN to enhance MOJaya 
performance and get the optimal CS casting parameters to produce optimal feedstock 
performances.

Although researchers have proposed various MOO approaches to solving the issues 
involved during the casting process, most are based on different metals employed in 
other casting processes. Moreover, limited studies have considered MOO to improve 
manufacturing processes. Accordingly, the present study developed a mathematical 
regression model and enhanced the MOJaya algorithm for estimating optimised CS casting 
process parameters to predict two feedstock performance mechanical properties: tensile 
and impact strength. 

MATERIALS AND METHODS 

The current study focused on the material used, modelling and optimising feedstock 
performances to assess the optimal machining conditions in CS casting. Overall, this study 
comprised three major stages as follows (Figure 1): 

1. Experiment and casting data: Experimental data of feedstock performances, 
parameters, and boundaries were collected. Two mechanical properties, 

Figure 1. The basic flow of the study

Experiment Modelling Optimisation

tensile and impact strengths, 
were considered feedstock 
performance. The parameters 
involved were Pt, Pd, and Sa. 

2. Model l ing:  Polynomial 
r e g r e s s i o n  m o d e l s  f o r 
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feedstock performance were developed and utilised as an objective function for 
optimisation. Statistical analyses were performed to evaluate the validity of the 
models before conducting optimisation. 

3. Optimisation: The final step comprised CS-produced feedstock performance 
optimisation with the improved MOJaya. The results were compared with actual 
experiment results, which were considered benchmarks.

Material

A commercially available Mg AZ91D composite was employed in the present study. The 
detailed chemical composition and mechanical properties of the metal are listed in Table 1.

Table 1
The chemical composition of AZ91D

Element Mass (%)
Aluminium (Al) 8.50
Manganese (Mn) 0.20
Zinc (Zn) 0.55
Silicon (Si) 0.10
Copper (Cu) 0.03
Nickel (Ni) 0.002
Iron (Fe) 0.005
Mg Balance

The CS Casting Process

The present study utilises the CS casting 
process, a gravity-based casting technique. 
800g of AZ91D magnesium ingot was fed 
inside the stainless-steel melting crucible 
in the heating furnace and melted at 680oC, 
700oC and 720oC. Then, the melt was poured 
onto the cooling plate and flowed into a 
metal mould according to the parameter’s 
setup. K-type thermocouples were placed 

Figure 2. (a) Computer Aided Diagram (CAD) diagram of C and (b) CS experiment setup
(a) (b)

Melting crucible

Melt

Cooling slope plate

Melt

Tensile mould

Water inlet

Cooling chamber

Water outlet
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on the cooling slope to measure the temperature. The cooling slope experimental process 
was performed by varying the pouring temperature, slanting angle, and pouring distance 
(Table 2). Finally, the molten metal flow was full of the mould and defined as as-cast. 
Figure 2(a) shows the Computer Aided Diagram (CAD) diagram of CS, while Figure 2(b) 
details the CS experiment setup.

Figure 3 demonstrates an as-cast specimen post the CS procedure. After machining 
them into specific shapes, the specimens obtained were subjected to tensile and impact 
strength evaluations. Figures 4(a) and (b) and Figures 5(a) and (b) display the respective 
measurements and shapes of the as-cast samples for the tensile and impact strength 
evaluations. The as-cast subjected to impact strength assessment was prismatic bar-shaped, 
while the sample evaluated for its tensile strength had a transverse notch cut in the middle 
of a side.

Figure 3. An as-cast specimen

Figure 4. The (a) measurement and (b) shape 
of the tensile strength test specimen (unit 
dimension = mm)

(a) (b)

(a)

(b)
Figure 5. The (a) measurement and (b) shape of the impact 
strength test specimen (unit dimension = mm)

Tensile strength assesses the ability of a metal to 
resist breaking or pulling apart into two pieces. On the 
other hand, the value of impact energy absorbed by a 
material during fracturing under impact denotes the 
strength of the material. The tensile strengths of the 
specimens in this study were evaluated with a Universal 
Tensile Machine, Instron 5982, while an Instron Ceast 
9050 Test Machine was utilised to determine their impact 
strengths. The estimation models in the present study 
were then developed with a design of experimental 
(DOE) software by employing the CS casting process 
parameters data.
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Design of Experimental (DOE)

The DOE is a systematic and efficient method of examining the relationship between 
multiple input (factors) and key output (responses) variables. This study performed 
experiments based on a full factorial design (FFD) that involved three levels and three 
parameters as input variables. The three selected CS parameters, namely the Pd, Pt, and 
Sa, were considered the most significant factors affecting the related response based on 
previous reports. The selection of the range for  CS parameters is based on the type of metal 
used, which is AZ91D magnesium that has a characteristic and chemical composition that 
needs to be considered and also based on previous researcher recommendations (Abdelgneia 
et al., 2019; Khosravi et al., 2014; Kumar et al., 2014; Kumar et al., 2013; Tugiman et 
al., 2019). The fractional combinations of the conditions were obtained by employing 
the Design Expert 11.0 software. Table 2 summarises the range values of the parameters.

Table 2  
The range value of CS parameters

Casting parameters Unit
Level

1 2 3
Pouring temperature Celsius 680 700 720
Pouring Distance mm 300 400 500
Slanting angle Degree 30 45 60

In this study, the Pt employed ranged between 680–720℃, Pd was from 300 to 500 
cm, and Sa was between 30–60°. Based on the values, 27 runs with four centre points 
resulted in a 33 FFD. A full factorial denotes a design setting that includes all possible 
input parameters. Table 3 shows the full factorial design experimental layout of the CS.

The regression estimation models in the current study were developed from the CS 
casting parameters with the Design expert software. The adequacy and significance of 
the models, indicated by coefficient (R2) values, were determined with variance analysis 
(ANOVA). Each model was validated with mean square error (MSE) and root means square 
error (RMSE). Equation 1 expresses the Stepwise regression model of the CS process, and 
the modelling process flow of the CS casting is illustrated in Figure 6.

4 5

6 7 8 9 [1]

( ) ( ) ( ) ( )( ) ( )( )0 1 2 3
2 2 2( )( ) ( ) ( ) ( ) x

y b b Pt b Pd b Sa b Pt Pd b Pt Sa

b Pd Sa b Pt b Pd b Sa ε+

= + + + + + +

+ + + +           [1]

Where is b0 constant, b is the coefficient of regression mode. The input process parameters 
are slanting angle (Sa), pouring distance (Pd) and pouring temperature (Pt). The flow 
process of modelling for the CS casting process is illustrated in Figure 6. The tensile and 
impact strength equations were expressed as Equations 2 and 3.
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Table 3
The full factorial design experimental layout of the CS 

Standard 
order

CS parameters Feedstock performance
Pouring 

Temperature Slanting angle Pouring distance Tensile
strength Impact strength

1 680 30 300 90.6208 4.013
2 680 45 300 104.06 3.276
3 680 60 300 100.527 4.521
4 680 30 400 97.6055 4.225
5 680 45 400 111.444 3.644

24 720 60 400 138.033 4.334
25 720 30 500 126.499 4.112
26 720 45 500 131.116 4.581
27 720 60 500 129.1 4.578

Figure 6. The process of modelling for the CS casting process

Regression 
modeling

INPUT:
Slanting angle

Pouring temperature
Travelling distance

OUTPUT:
Tensile strength model
Impact strength model

Maximize tensile strength = a + slanting angle + Pouring temperature + 
Travelling distance + slanting angle 2 + Pouring 
temperatue 2 + . . .  + e                                             [2]

Maximize impact strength = a + slanting angle + Pouring temperature + 
Travelling distance + slanting angle 2 + Pouring 
temperatue 2 + . . .  + e                                             [3]

Multi-Objective Optimisation (MOO) Problems

Optimisation problems are among the most common problems in engineering practical 
and scientific research. The MOO problem is an area of multiple criteria decision-making 
that concerns mathematical optimisation problems involving more than one objective 
function being optimised simultaneously. The primary study objective for conducting MOO 
optimisation and using the Pareto front approach to solve MOO optimisation problems is 
to find the optimal solution. The standard equation for the MOO optimisation process is 
given in Equations 4 to 6.  
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Therefore, the MOO will take the following mathematical formulation:
Maximise or minimise: 

1 2( , ) [ ( , ), ( , )] ,. . . , ( , )] [4]T T
kF x u f x u f x u f x u=             [4]

Subject to:  

( , ) 0 [5]g x u =                 [5]

and

( , ) 0 [6]h x u ≤                [6]

where F(x,u)  and k represents the vector and a total number of objective functions, g(x,u)  
is a set of equality constraints, h (x,u) is the set of inequality constraints, x  is the vector 
of dependent variables or state variables, and u  is the vector of independent or control 
variables.

Hybrid Chaotic Inertia and Archive K Nearest Neighbour in MOJaya

There is a two-phase improvement for MOJaya in this study. The first phase, the movement 
update equation operator, is improved by adding a chaotic random inertia weight called 
MOiJaya. 

In the first phase of improvement, adding the chaotic inertia weight in the MOJaya 
solation update equation possesses specific attributes, including ergodicity and randomicity, 
which enabled the algorithm to overcome the optimal local solution. During the early 
iteration of the algorithm, the current study selected the best and random solution to explore 
more search space processes. The optimal solution was chosen to guide the population 
to a better region, while the random solution was selected to expand the search space. 
Nevertheless, the best solution at each generation might be trapped in local minima when 
solving conflicting objectives, affecting the succeeding solution update equation. Hence, 
the modified solution update equation in the present study was conducted according to 
the following steps: 

Step 1: Select a random number, Z , in the interval of [0,1] then, select a random number, 
rand ( ), in the interval [0,1].
Step 2: Produce logistic mapping: z  = 4 × z  × (1 – z ) ;
Step 3: ( )0.5 0.5rand zϖ = × +  
Step 4: Modify the solution update Equation 7 by incorporating the chaotic inertia 
weight mechanism.
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* *( 1, , ) ( , , ) ( , ,1) ( , ,) ( , , ) ( , ,2) ( , , ) ( , , ) [7]x x r x x r x xi j k i j k i j i j i j k i j i j w i j kϖ ϖ= + − − −+
   
    [7]

Where '
, ,i j kX  denotes the modified value of the i-th design variable, the second term 

represents the approach of the modified solution to proceed nearer to the optimum solution, 
and the third expression is attributed to the proclivity of the solution to avoid the worst 
solution.

The next improvement is made in the selection criteria process where archive 
K-nearest neighbour (aKNN) is employed and known as MOiJaya_aKNN. In this phase, 
improvements are made to the selection criteria, which are the best and worst solutions. 
The selection of the first P is based on the non-dominated ranking and crowding distance. 
The selection is important during the selection process because this solution is a guide 
and search towards the Pareto-optimal set. Potential solutions might be rejected and not 
selected due to the crowded region during the selection search space. Consequently, the 
process is crucial to choose a set of solutions that could lead to convergence toward true 
Pareto-optimal. Furthermore, the step is essential to avoid Pareto breakouts when it is 
stuck in local optima, which would occur. An improper selection might also delay the 
convergence as it is required to break the local optima. Hence, the rejected or not selected 
solutions in the crowded region were considered for the next iteration during the step and 
applied to the archive KNN.

This study employed an external archive mechanism as a repository to store potential 
solutions among the rejected and not selected solutions. Consequently, the archive could 
potentially possess solutions closer to the Pareto front as it possesses higher chances of 
comprising the best potential solution. The KNN was employed to obtain the possible solution 
close to the Pareto front. The method is a simple classification algorithm that utilises the 
Euclidean metric as the distance metric, where the K parameter controls the classification. 
The KNN was also employed to reduce the archive size by manipulating the K values and 
selecting archive members close to the most optimum solution in the Pareto front.

The second strategy adopted in the present study was improving the selection process 
to reduce the complexity of multi-objective problems based on Pareto dominance. Figure 7 
demonstrates the improvements implemented on the hybrid MOJaya. The hybrid MOJaya 
with chaotic inertia weight and archive KNN (MOiJaya_aKNN) was then utilised to 
optimise the CS casting parameters process to predict optimal feedstock performance.

Algorithm Performance

These proposed improvement algorithms were evaluated using ZDT bio-objective test 
problems. These test problems are chosen because ZDT is a set of test problems that focuses 
on multi-objective optimisation and consists of two objective functions (Table 4). These 
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types of problems are suitable for CS casting process optimisation, which consists of two 
objective functions: tensile strength and impact strength. Then, the proposed algorithm 
performance using the ZDT test problem was evaluated using the convergence metric 
(Generational distance) and diversity metric (spread). ZDT is also easy to implement 
and has several test cases with different difficulties. For each ZDT test problem, 30 times 
experiments were conducted. Then, the results of MOiJaya and MOiJaya_aKNN algorithms 
were compared with previously published results. All analyses regarding the algorithm’s 
performance are discussed.  

The main evaluation of algorithm performance used in this study is convergence and 
diversity metrics. Convergence metrics were developed and introduced by Deb et al. (2002). 
These metrics measure the distance between the reference set and the obtained Pareto front. 

Figure 7. Flowchart of MOiJaya_aKNN algorithm

Initialize the number of objectives, population size (P), variables, and number of 
terminations.

Identify the Best and Worst solutions using the non-dominate solution (NDS) and 
crowding distance (CD)

Modify and update the current solution using equation (4)

Combined modified and initial solutions and then rank the combined solution.

Select the first P solutions from ranked for the next iteration.

Euclidean distance assignment for rejection solution (P’)

Update population size:
P = P + P’

Is the 
termination 
condition 
satisfied?

Report the 
optimum solution

NO

YES
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A reference set (Pareto-optimal front) can be defined as a set of optimal true Pareto Front 
solutions or a non-dominated set of solutions. The convergence measurement produces a 
better algorithm when the solution obtained is closer to the reference point. Then, a lower 
convergence metric value can produce a better MOO algorithm.

Convergence Metric 

The following steps can compute the convergence metric:
Step 1:  Find the non-dominated F(t) population set.
Step 2:  For each solution, i in F(t), calculate the smallest normalised 
  Euclidian Distance, di  to the reference set as Equation 8:

  
2

1
1

( ) ( )
min

max min
M k k

i K
j k k

f i f j
d N

f f=
=

 −
=  − 

∑           [8]

Here, M is the number objective, fk max and fk min are the maximum and minimum 
function values of the kth objective function in the reference set, respectively, and N 
is the size of the reference set. 
Step 3:  Find the convergence metric value ( ( ))C P t by finding the normalised 

distance average for all points in ( )F t  as Equation 9.

  
( )

1( ( ))
( )

F t
ii

d
C P t

F t
== ∑              [9]

Diversity metric can be calculated using Equation 10:

  ( )

1

1

1

N

f l i
i

f l

d d d d
DIV

d d N d

−

=

+ + −
=

+ + −

∑
            [10]

Here d  is the average of all distances id ( )1,...,i N= , assuming N solutions are in 
the obtained non-dominated set. id  is the Euclidean distance between the consecutive 
solutions in the obtained non-dominated set of solutions. ( )1N −

 is total id  
produced. df  and ld represent the Euclidean Distance between the boundary solutions 
and extreme value.

Comparison Results with Benchmark MOO Algorithm

The results were compared with three well-known multi-objective algorithms (MOEA/D, 
PESA-II and MOALO) to investigate the efficiency of the proposed MOiJaya_aKNN. 
The parameter settings were adopted for all the algorithms: population size P = 100 
and Number of iterations =500. Table 5 shows the performance metric’s comparison of 
MOEA/D, PESA-II, MOALO, MOMSA, MOJaya, MOiJaya, and the MOiJaya_aKNN. As Ta
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can be seen, the developed MOiJaya algorithm was superior in most standard bi-objectives 
compared to others.

Regarding the convergence metric, while MOiJaya_aKNN with the lowest mean 
convergence metric outperformed other algorithms in optimising were 0.009 for ZDT 1, 
0.0071 for ZDT3, and 0.022 for ZDT6 benchmark functions, the MOEA and MOALA 
algorithms demonstrate same results of 0.0033 for ZDT2. Moreover, MOJaya algorithms 

Table 5 
Performance metric comparison for convergence and diversity metric evaluation metrics on ZDT bi-objective 
between MOiJaya_aKNN and other algorithms

Case Algorithm
Convergence Diversity
(mean±sd) (mean±sd)

ZDT1

MOMSA 0.028±0.014 0.581±0.696
MOEA 0.159±0.102 1.044±0.133
MOALA 0.044±0.026 1.345±0.081
PESA-II 0.079±0.026 0.763±0.052
MOJAYA 0.233±0.055 0.020±0.042
MOiJAYA_aKNN 0.009±0.001 0.015±0.00065

ZDT2

MOMSA 0.029±0.024 1.011±0.153
MOEA 0.033±0.043 1.045±0.048
MOALA 0.033±0.015 1.126±0.091
PESA-II 0.095±0.015 0.721±0.065
MOJAYA 0.265±0.225 0.044±0.027
MOiJAYA_aKNN 0.033±0.055 0.023±0.015

ZDT3

MOMSA 0.017±0.005 0.910±0.033
MOEA 0.220±0.150 1.330±0.044
MOALA 0.028±0.022 1.552±0.082
PESA-II 0.0875±0.056 0.958±0.082
MOJAYA 0.046±0.005 0.066±0.122
MOiJAYA_aKNN 0.0071±0.007 0.026±0.004

ZDT4

MOMSA 0.391±0.294 1.102±0.160
MOEA 7.901±1.504 1.161±0.031
MOALA 21.070±16.94 1.008±0.008
PESA-II 17.466±10.931 0.973±0.029
MOJAYA 0.217±0.0516 0.255±0.0644
MOiJAYA_aKNN 0.29512±0.03720 0.01017±0.00180

ZDT6

MOMSA 0.063±0.024 1.476±0.195
MOEA 0.1311±0.207 1.137±0.052
MOALA 0.325±0.198 1.425±0.053
PESA-II 0.325±0.464` 1.211±0.190
MOJAYA 0.560±0.470 0.076±0.084
MOiJAYA_aKNN 0.022±0.010 0.01329±0.00197
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obtained better results were 0.217 for ZDT4. Therefore, it can be said that the MOiJaya_
aKNN could find the non-dominant solutions with minimum distance from the Pareto front 
and had a better distribution than the five other algorithms. 

In terms of the diversity metric, the MOiJaya_aKNN with the lowest diversity metric 
outperformed all the ZDT bi-objective benchmark functions. For example, the average value 
of the diversity metric for the ZDT1 benchmark function obtained by the MOiJaya_aKNN 
algorithm was 0.015, while the corresponding values for MOMSA, MOEA/D, MOALA, 
PESA-II, MOJaya and MOiJaya algorithms were 0.581, 1.044, 1.345,0.763, 0.020 and 
0.016, respectively, indicating the higher performance of the MOiJaya_aKNN compared 
to the other algorithms. The results for other diversity metrics (dm) demonstrated that the 
MOiJaya was 0.02354 for ZDT2, 0.02687 for ZDT3, 0.01017 for ZDT4, and 0.01329 
for ZDT6. As seen in Table 6, the proposed MOiJaya_aKNN was the only model with 
impressive diversity results. It could produce a better distribution and spread for the non-
dominated solutions on the Pareto front compared to the original MOJaya. Meanwhile, 
integration with aKNN provides a possible solution for obtaining the best solution value 
for optimisation. 

These results indicate that the probability of premature convergence and the 
unbalancing of exploration and exploitation of MOJaya has been improved by introducing 
chaotic random inertia weight and archiving K-nearest neighbour, which improves both 
convergence and diversity.

Optimisation of Cooling Slope Casting Process using Hybrid MOJaya

The proposed MOiJaya_aKNN hybrid algorithm developed in this study was utilised to 
improve the basic MOJaya algorithm. Subsequently, the enhanced algorithm was employed 
to optimise the CS parameters for predicting optimal feedstock performance in terms of 
mechanical properties (tensile and impact strengths) via the MOO approach. 

The first step in developing the MOiJaya_aKNN algorithm was parameter initialisation, 
which was required before optimisation. During the initialisation step, a population-sized 
solution space was generated randomly between the high and low values of the variables 

Table 6
MOiJaya_aKNN initialisation

Parameters Command
Population size 100
Maximum iteration (MI) 500
Number of variables (NVAR) 3
Lower Boundary (LB) [680, 30, 300]
Upper Boundary (UB) [720, 60, 500]

(Pt, Sa, and Pd) range limits. Table 6 lists 
the details of the parameters executed in 
MATLAB software employed in this study. 
Steps 1–11 describe the MOiJaya_aKNN 
algorithm development.

The following steps describe the 
MOiJaya_aKNN algorithm to solve the 
multi-objective optimisation in the CS 
process:
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Step 1: Define the input process parameters (Pt, Pd, and Sa) and objective functions 
(tensile and impact strengths).

Step 2: Identify the population size, number of variables, and stopping criteria.
Step 3: Generate the Initial population size (P) randomly.
Step 4: Evaluate the objective function, which is the mathematical model for 

Tensile strength and Impact strength expressed in Equations 5 and 
6, respectively, as a function for the MOJaya algorithm. The process 
parameters bounds are expressed by Equations 11 to 15. Maximise:

  

[11]

Tensile Strength = 6790.30937 - 19.12184* Pt - 1.63463* Sa
- 0.21772* Pd +0.013738* Pt * Pt

+0.022938* Sa* Sa +0.000508* Pd * Pd

Maximise
Impact strength Im

[12]

pact Strength = 147.34224 - 0.412945* Pt - 0.003288* Sa - 0.003761* Pd
- 0.00050* Sa* Pd +0.000297* Pt * Pt

0.000372* Sa* Sa+0.00012* Pd * Pd+

Parameter

  
680 720 [13]
300 500 [14]
30 60 [15]

A
B
C

≤ ≤
≤ ≤
≤ ≤  

680 720 [13]
300 500 [14]
30 60 [15]

A
B
C

≤ ≤
≤ ≤
≤ ≤

Step 5: Identify the best and worst candidates among the population in terms of 
identified objective functions generated from the equation and parameter 
boundaries from Equations 5 to 9.

Step 6: Based on the best and worst solutions from Step 5, substitute the value to 
modify all candidate solutions using expressed as Equation 4.            

Step 7: Combine the modified solution with the initial solutions. Calculate the 
crowding distance and ranking using non-dominated sorting, considering 
both functions. Then, select the first P for the next iteration.

Step 8: Sort P’ (rejection solution) by ascending ranking and descending crowding 
distance. Trim P’ into its original size of P

Step 9: Update using KNN, P=P’ + K size archive
Step 10: If the termination criterion is satisfied, exit and proceed with Step 11; if 

not, go back to Step 5.
Step 11: The stopping criteria are applied in the algorithm; if the solutions satisfy 

the condition, the algorithm will stop and, otherwise, return to Step 4.

[11]

[13]
[14]
[15]

[12]
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RESULTS AND DISCUSSION

The current study employed a mathematical regression model to validate the impact strength 
in Equation 11 and tensile strength in Equation 12 (feedstock performance) as objective 
functions in MOJaya algorithms. Their significance needs to be validated before the models 
are used in the optimisation process. The significance and coefficient determination values 
for the models are summarised in Tables 7 and 8. The models were then utilised to optimise 
the CS process parameters. 

Tables 7 and 8 indicate that the SR model for tensile strength and impact strength with 
a 95% confidence interval is statistically significant with a p-value less than 0.0001. A 
p-value equal to or less than 0.5 is considered significant, while a p-value higher than 0.5 
is considered insignificant. The result of each CS casting process parameter for both SR 
models shows that all parameters are significant to the model with p a p-value less than 0.05.

Both models proposed in the present study were significant since their p-values were 
under 0.05. The models also recorded R2 values over 80%, as tabulated in Table 9, indicating 

Table 7 
ANOVA of tensile strength 

Source Sum of Squares df Mean Square F-value p-value
Model 6281.41 1046.90 10.00 < 0.0001
A-Pouring Temperature 384.20 1 384.20 3.67 0.00673
B-Slanting Angle 1941.01 1 1941.01 18.55 0.0002
C-Pouring distance 1961.32 1 1961.32 18.74 0.0002
AC 415.53 1 415.53 3.97 0.0578
A² 808.82 1 808.82 7.73 0.0104
B² 455.15 1 455.15 4.35 0.0478
Residual 2511.31 24 104.64
Total 8792.72 30

Table 8  
ANOVA of impact strength 

Source Sum of Squares df Mean Square F-value p-value
Model 3.21 0.4583 14.11 < 0.0001
A-Pouring Temperature 0.0578 1 0.0578 1.78 0.01952
B-Slanting Angle 0.4128 1 0.4128 12.71 0.0016
C-Pouring distance 2.29 1 2.29 70.68 < 0.0001
BC 0.0684 1 0.0684 2.11 0.01602
A² 0.0991 1 0.0991 3.05 0.00940
B² 0.0493 1 0.0493 1.52 0.02303
C² 0.1010 1 0.1010 3.11 0.0910
Residual 0.7468 23 0.0325
Total 3.95 30
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a perfect fit and the models explained over 80% of the performance feedstock variance, 
which arose from the CS process parameters. Furthermore, the accuracy of both models 
was validated with actual data and mathematical models. 

The pred-R2 value in the current study defines the ability of a model to predict feedstock 
performance for new observations, where a higher value indicates a significant prediction 
ability. Both models obtained in this study were documented under a 0.2 difference between 
the adj-R2 and pred-R2 values. Then, the models were acceptable. The results demonstrated 
that the regression model equations for mechanical properties (tensile and impact strengths 
could be utilised to predict feedstock performance effectively.

Next, the optimal CS parameters values generated from MOiJaya_aKNN; Pouring 
Temperature= 701.5456oC, Slanting angle =44.0902o and Pouring distance = 411.82938cm. 
Next, the algorithm performances were determined by comparing the generated output 
from MOiJaya_aKNN and the initial experiment. Table 10 shows that the difference 
between experiment results and MOiJaya_aKNN results is only 2.17% per cent different 
for Tensile strength, and Impact strength is 5.52% per cent different. MOiJAya_aKNN 
results are considered accepted since there is a slight percentage improvement. Hence, 
MOiJaya_aKNN can help the caster solve real problems in the CS casting process for 
predicted optimum feedstock performance without using repeated experiments that are 
costly and time-consuming. 

Table 10 
Optimisation result of the CS casting process

Feedstock Performance Method Value Percentage improvement (%)

Tensile strength
MOiJAYA_aKNN 146.8586

2.17%
Initial Experiment 143.732

Impact strength
MOiJAYA_aKNN 4.8751

5.52%
Initial Experiment 4.606

CONCLUSION

Based on the AZ91D magnesium alloy CS casting optimisation with MOiJaya_aKNN 
algorithm performed in the current study, the following conclusions were derived: 

1. The results indicate that the probability of premature convergence occurring and 
the unbalance of exploration and exploitation have been improved by introducing 

Table 9  
Model summary statistics for tensile strength and impact strength 

Model R2 Adj-R2 Pred-R2

Tensile Strength 0.8959 0.8698 0.8849
Impact strength 0.8112 0.7537 0.6315
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chaotic, random inertia weight and archiving K-nearest neighbour while improving 
both convergence and diversity of the original MOJaya algorithm.

2. The regression analysis successfully developed a prediction model for feedstock 
performance (tensile and impact strengths). Furthermore, the predicted values were 
in good agreement with measured output responses, where the R2 adjusted values 
were high (> 70%), indicating the models’ superior ability to predict.

3. The optimum CS casting parameters were 701.5456oC of Pt, 44.0902o of Sa, and 
411.82938cm of Pd.

4. Compared to initial experimental data, the values tensile and impact strengths 
from MOiJaya_aKNN are close to the initial experiment values as the difference 
is 2.17% and 5.52%, respectively.
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ABSTRACT 

Complex coacervation is an encapsulation technique used to preserve the bio functionality 
of essential oils as well as provide controlled release. In this present work, encapsulation of 
Citrus Hystrix essential oil (CHEO) was formed by a complex coacervation technique with 
Gelatin-B (Gel B) and Chitosan (Chi) as the capping materials. The suitable encapsulation 
formulation was investigated as a function of pH and wall ratio using Zeta Potential 
analysis. Turbidity measurement and coacervate yield were carried out to confirm the 
suitable condition. Total Phenolic Content (TPC) was used to obtain the encapsulation 
efficiency (EE%) of the process. Results show that the suitable condition for coacervate 

formation between Gel B and Chi ratio of 
5:1 was at pH 5.8, which produced a high 
encapsulation efficiency of 94.81% ± 2.60. 
FTIR analysis validates the formation of 
coacervate as well as the encapsulated 
CHEO. The encapsulates obtained were 
spherical and dominated by 194.557 um 
particles. The CHEO was successfully 
encapsulated by a complex coacervation 
method.

Keywords: Chitosan, coacervation, encapsulation 
efficiency, essential oils, gelatin, microencapsulation 
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INTRODUCTION 

Citrus Hystrix essential oil (CHEO) has been extensively studied for its beneficial attributes 
as an antimicrobial (e.g., Sreepian et al., 2019; Srifuengfung et al., 2020) and antioxidant 
(Venkatachalam, 2019; Wijaya et al., 2017). However, like many other essential oils, 
its potential application is often limited by its high susceptibility to harsh and extreme 
environmental conditions (Adamiec et al., 2012). Therefore, encapsulation is a promising 
technique introduced to improve the stability of essential oils as well as provide controlled 
release. Encapsulation is a process where essential oils are polymeric coated within a 
capsule. Adamiec et al. (2012) previously encapsulated CHEO using konjac glucomannan 
and gum Arabic and reported the efficacy of the encapsulated CHEO in acting as an 
antibacterial comparable to the standard antibiotics. 

Though many techniques could be employed to encapsulate, complex coacervation 
has been amongst the oldest and most widely used techniques to encapsulate as it offers 
advantages such as cost saving, simple processes and allows for industrial scalability 
with very high payloads up to 99% (Bakry et al., 2016; Timilsena et al., 2019). The 
complex coacervation technique makes use of the principle of separating a colloidal 
system into two phases: (1) the polymer-rich dense phase (coacervate) and (2) the poor 
polymer continuous phase (coacervation medium) (Yan & Zhang, 2014). Coacervation 
formation is induced by the interaction of two oppositely charged polymers, usually 
using a combination of protein and polysaccharides (Lakkis, 2016). This results in the 
deposition of wall materials around the core material. The gelatin-gum acacia system is 
a widely studied and understood coating system (Poshadri & Aparna, 2010). However, 
there is a need to explore other potential gelatin/polymer systems to further enhance 
the potential use of encapsulation systems using gelatin. The Latin-chitosan system has 
been considered a potential combination of polymeric systems encapsulating bioactive 
compounds. Their combinations have been well-studied for many applications. For 
example, in a recent study by Wang et al. (2023), their combination was used to stabilize 
lutein as printable edible inks for food application. 

Gelatin is a protein containing many glycine, proline and 4-hydroxyproline residues 
(Fang & Bhandari, 2010). It can form complex coacervates with large amounts of anionic 
polymers for its excellent solubility, emulsifying activity, and gelling capability, making 
it the most commonly used protein for complex coacervation (Wang et al., 2018). Besides 
that, gelatin is cheap, readily available and possesses relatively low antigenicity compared 
to collagen. There are two types of commercialized gelatin: Type A gelatin and Type B 
gelatin, differentiated from its origin (Elzoghby, 2013).

Chitosan is a deacetylated chitin derivative and the second most widely used 
polysaccharide after cellulose (Vishwakarma et al., 2016). Polysaccharides have been of 
interest as encapsulating wall material since they can easily be abundant from many sources 
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(such as algal, microorganisms, plants, and animals) and are low-cost in processing (Yang 
et al., 2015). It is made up of β- (1→4) linked monosaccharide units of β-(1,4)-2- amino-
2-deoxy-D-glucose. The positive charge of Chi is attributed to the free amino groups that 
allow for reaction with negatively charged surfaces and anionic polymers (Pedro et al., 
2009). Parameters such as the degree of deacetylation (DD) and the molecular weight 
(MW) of Chi are very important as they could affect the functionality of the polymer 
(Pedro et al., 2009).

In order to design an optimized coacervation process, an understanding of the 
physicochemical factors involved in the coacervate formation is crucial. Although many 
kinds of literature have reported on the optimization of many polymeric systems to achieve 
a stable coacervate formation (e.g., Ghadermazi et al., 2019; Otálora et al., 2019; Timilsena 
et al., 2016), the different polymeric system exhibits distinct characteristics, thus, require 
different optimal parameters to induce coacervate formation. Though previous studies 
(e.g., Singh & Sheikh, 2022; Fan et al., 2023) have succeeded in encapsulating essential 
oils using gelatin and chitosan complexes, to our knowledge, no study has been reported 
on its application to encapsulate CHEO. Therefore, this study used gelatine type B (Gel-B) 
and chitosan (Chi) as wall materials to encapsulate CHEO through a complex coacervation 
technique. Since critical factors such as pH and mixing ratio have a great influence on 
the coacervate formation, the suitable condition was investigated through zeta potential, 
coacervate yield, and turbidity study. The combination of Gel-B and Chi as wall material 
should be able to improve the stability of CHEO as well as provide a controlled release 
to enhance its applications.

METHODOLOGY

Materials

Citrus Hystrix essential oil (CHEO) (pure essential oil) was purchased from BF1 (Malaysia). 
Gelatin-B (Gel-B) (type B, from bovine) was supplied from Halagel Sdn. Bhd. (Malaysia). 
Chitosan (Chi) (>80% deacetylation degree) was obtained from Nacalai Tesque (Japan). 
Oligomeric proanthocyanidins (OPCs), as a naturally occurring source of cross-linker, 
were derived from the outer shells of red grape seeds; also known as grape seed extracts 
(GSE-OPCs), contain approximately 98% of proanthocyanidin and was purchased from 
VitaHealth. Other chemicals used in this experiment were of analytical research grade. 
Sodium hydroxide (NaOH), Folin & Ciocalteu’s Phenol Reagent (FC), and phosphate 
buffer pH 7 were purchased from R&M Chemicals. As for glacial acetic acid (CH3COOH), 
sodium carbonate and ethanol (95%, denatured) were obtained from Friendemann Schmidt, 
Bendosen, and Systerm Chemicals, respectively. Deionized water (DI) was used throughout 
the experiment.
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Preparation of Stock Solutions

The preparation method of stock biopolymers was adapted from Aziz et al. (2016) with slight 
modifications. Both biopolymers were prepared at a concentration of 1% (w/v). An adequate 
amount of powdered Gel-B was first soaked in DI water for 30 minutes. The bloomed Gel-B 
solution was sealed and left stirring at 300 rpm with a temperature of 50℃ for 1 hour. Chi 
flakes were weighted and dissolved in 1% (v/v) CH3COOH to prepare Chi solution. The Chi 
mixture was left stirring (500 rpm) at room temperature for at least 6 hours. Both biopolymer 
solutions were sonicated for 6 minutes to eliminate the gas bubbles (Dima et al., 2016).

Zeta Potential of Individual Solution

Zeta potential values of the biopolymer solutions were determined using Zetasizer Nano 
Series (Malvern Instruments Ltd., Worcestershire, UK). Measurements were performed at pH 
values of 4, 4.4, 4.8, 5.0, 5.2, 5.4, 5.6, 5.8, and 6, as suggested by previous studies (Aziz et 
al., 2016; Prata & Grosso, 2015). The pH values were adjusted using an aqueous solution of 
NaOH (0.1 M) and CH3COOH (0.1 M). Dilution effects from pH adjustment were considered 
negligible. All measurements were performed in triplicate samples. Results were presented 
in millivolts (mV) units. A summary of the preparation process is illustrated in Figure 1.

Figure 1. Illustration of the zeta potential measurement process flow

Fourier Transform Infra-Red (FTIR)

In liquid form, FTIR spectra of Gel-B, Chi, and Gel-B/Chi coacervate (pH of 5.8) were 
obtained using a spectrophotometer FT-IR (Perkin Elmer Inc., Waltham, MA). FTIR spectra 
were recorded in transmittance (T) mode between 4000–515 cm-1 in the wavelength range. 

Preparation of Biopolymers Mixture 

Based on the zeta potential result, a mixture of biopolymers was prepared according to 
the determined ratio of 5:1 between Gel-B and Chi. The total biopolymer volume and 
concentration were fixed at 60 ml and 1% (w/v) to achieve optimum biopolymer ratios 

Gel-B
Chi NaOH 

(0.1 M)
CH3COOH

(0.1 M)

pH adjustment Zeta Potential AnalysisBiopolymers stick preparation
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(Gharanjig et al., 2020). The mixture was stirred for 20 mins at 300 rpm and a temperature 
of 50℃. Once a homogenized solution was obtained, 10 ml of the mixture was transferred 
into separate beakers. Then, the pH of the mixture was adjusted using an aqueous solution 
of NaOH (0.1 M) and CH3COOH (0.1 M) to obtain desired pH of 5.0, 5.2, 5.4, 5.6, 5.8 
and 6. To ensure the biopolymers ratio was maintained, a different sample of the mixture 
was used for each pH value. 

Dilution effects from pH adjustment were considered negligible. When the desired pH 
was obtained, the sample mixture was left stirring at 300 rpm and 50℃ for 15 minutes to 
ensure the homogeneity of the solution. The best operating pH was selected for maximum 
coacervate formation using coacervate yield and turbidity analysis. For turbidity analysis, 
turbidity measurement was taken on each sample using UV-Vis (Agilent Technologies Cary 
60 UV-Vis) at 600 nm (Kang et al., 2012). Distilled water was used as blank. Results were 
presented in absorbance value. The sample was centrifuged at 3000 rpm for 30 minutes to 
determine coacervate yield. The supernatant was decanted, and the sediment was left dried 
in an oven from 50℃ to 60℃ until the constant weight of the dry coacervate was achieved. 
A summary of the preparation process is illustrated in Figure 2. Coacervate yield (CY%) 
refers to the percentage of coacervate weight versus the total weight of biopolymers used 
to prepare the coacervate and was calculated as Equation 1: 

CY% = W c
W all

× 100%                                                                  (1)

where Wc is the weight (g) of dry coacervate, and Wall is the weight (g) of the total 
biopolymers used to prepare the coacervate.

All measurements were performed in triplicate samples. FTIR, zeta potential analysis 
and visual evaluation were performed on each sample as described previously to better 
understand the coacervate formation.

Encapsulation of CHEO

The overall process of encapsulating CHEO was carried out using the adapted method 
from Aziz et al. (2016) and Rungwasantisuk and Raibhu (2020). Before encapsulation, a 
stock of biopolymers was prepared as previously described. The encapsulation procedure 
was divided into eight steps. All necessary information, including sample preparation, 
equipment settings, and operating parameters, were summarized in Figure 3.

Morphology Analysis of Encapsulates 

The morphology of encapsulates in the suspension was revealed using an optical microscope 
(RZ-5, Meiji Techno, Japan) alongside a digital camera and registered under Image Pro 
Plus 4.0 software. The microscopic images were taken at 40× magnification.
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Particle Size Analysis

Determination of the encapsulate size in the suspension and particle size distribution 
were conducted using laser light scattering (Mastersizer 2000, Malvern Instruments Ltd., 
Worcestershire, UK) at 1 min, 2500 rpm. An appropriate portion of the wet encapsulates 
was added dropwise to the instrument’s wet dispersing accessory. Triplicate samples were 
analyzed, and the mean volumetric diameter (D4,3) was reported.

GCMS

Gas Chromatography–Mass Spectrometry (GCMS) analysis was conducted to identify the 
phenolic compounds and terpenoids present in the CHEO. The analysis was performed using 
an Agilent 7890 gas chromatograph model coupled to an Agilent 5975 quadrupole mass 
detector (Agilent Technologies, Santa Clara, CA, USA). The operating method was adopted 
by Ashaari et al. (2021). One microliter of CHEO was injected into the GC injection port 
with a 1:50 split mode and separated on an HP-5MS capillary column (30 m × 250 µm inner 
diameter × 0.25 µm film thickness). Helium was used as carrier gas with a flow rate set at 
1 mL/min. The operation temperature was programmed at a rate of 10°C/min to increase 
the temperature gradually from 50°C to 280°C in 3 minutes. The electron-impact (EI) mode 
was used while operating the spectrometer with 70 eV ionization energy. The inlet/transfer 
line and ionization source temperatures were set at 280°C and 220°C, respectively. The 
volatile components of CHEO were identified through mass spectra comparison using MSD 
Chemstation Enhanced Data Analysis Software (E.02.02.1431 version, Agilent Technologies) 
and the National Institute of Standards and Technology library database (NIST 20).

TPC Quantification

Total Phenolic Content (TPC) quantification of CHEO was carried out using the Folin-
Ciocalteu method as described by Shetta et al. (2019) and Do et al. (2014) with slight 
modifications. 1 ml of CHEO (0.9203 g/ml) was added into 9 mL of ethanol and diluted 
10x with DI water. Then, 1 mL of previously diluted CHEO mixture was mixed with 2.5 
ml of freshly prepared FC reagent diluted in water (10% v/v). The solution was left for 3 
minutes incubation at room temperature and in dark conditions. Then, 2.0 ml of Na2CO3 

(7.5% w/v) was added to the solution and mixed again. After 30 minutes of reaction time 
at ambient temperature (25◦C) and in dark conditions, the absorbance of the sample was 
measured at 765 nm wavelength against blank using UV-Vis (Agilent Technologies Cary 
60 UV-Vis). TPC of CHEO was determined as Gallic Acid Equivalents (GAE) by entering 
the absorbance value of CHEO extracted to the equation of the Gallic Acid standard curve 
that was initially prepared (y=0.12523x + 0.03961; R2=0.99870). The result was used as a 
control to calculate the amount of CHEO for encapsulation efficiency. All measurements 
were performed in triplicate samples.
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Determination of Encapsulation Efficiency

This study determined the amount of unencapsulated CHEO by analyzing the excess 
CHEO available in the suspension after the encapsulation process. 5 ml of accurately 
measured homogenized encapsulated suspension was placed in a 15 ml tube. Then, 30 
mL of ethanol was added into the tube to extract unencapsulated oil. The solution was 
then mixed up using a vortex mixture for 5 minutes at 1500 rpm (Fraj et al., 2021; Yu et 
al., 2017) to enhance the extraction of unencapsulated oil. After extraction, the dispersion 
was filtered using a Whatman #41 paper filter (Shi et al., 2018). The free (unencapsulated) 
oil filtrate was collected and evaluated for spectrophotometric quantification of total 
phenolic compounds using UV-Vis (Agilent Technologies Cary 60 UV-Vis) at 765 nm 
wavelength. All measurements were performed in triplicate samples. The encapsulation 
process efficiency (EE%) was calculated as Equation 2 (Girardi et al., 2017):

EE% = W O−W S
W O

× 100%                                                 (2)

where EE% is the weight percentage of encapsulated CHEO in a certain amount of 
encapsulated suspension, WS is the weight (g) of unencapsulated CHEO in a certain amount 
of encapsulated suspension, and WO is the weight (g) of the CHEO used to prepare the 
same amount of encapsulates suspension.

Statistical Analysis

All experiments were carried out at least three times under the same conditions. Results 
were presented as average with standard deviation values. Statistical analysis was performed 
using Microsoft Excel and IBM SPSS software. Determination of the statistical difference 
between groups and probability value of p<0.05 was specified with a one-way analysis of 
variance (ANOVA) using Post hoc Tukey’s test.

RESULTS AND DISCUSSION

Analysis of Individual Biopolymer

Recently, determining the zeta potential of individual polymers has become an interest 
since it could help to reduce the number of assays needed to determine the pH range where 
interaction between polyelectrolytes possible to occur (e.g., Espinosa-Andrews et al., 2013; 
Gharanjig et al., 2020). Protein and polysaccharides usually carry a functional group that 
gives them either a positive or negative charge depending on the introduced pH. 

Figure 4 presents the zeta potential of individual Gel-B and Chi at different pHs 
from 4.0 to 6.0. As can be observed from the Figure 4, all zeta potential values over the 
pH range tested for Chi are positive. It indicates that Chi is positively charged and could 
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function as a polycation in the pH range 
between 4.0 and 6.0. Chi naturally exhibits 
cationic properties in an acidic environment 
due to the protonation of amino groups, 
thus making it soluble in water (Aziz et 
al., 2016; Cheung et al., 2015). However, 
the zeta potential values are decreasing 
as the pH approaches 6.0. According 
to Espinosa-Andrews et al. (2013), this 
decreasing behavior occurred due to the loss 
of charge of the glucosamine segments and 
the reduction of any electrostatic screening 
effects. For Chi to become soluble in an 
aqueous form, the pH of the solution must 

Figure 4. Zeta potential value for Gel (B) and 
Chitosan
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be less than its pKa (6.5) (Prata & Grosso, 2015), or otherwise, it will become insoluble, 
precipitates (Sogias et al., 2010) and manifests in the formation of a cloudy solution. 
Preliminary studies in this experiment have shown that at pH 6, the solution turns cloudy, 
and therefore, considering the solubility of Chi, the pH selected is limited to only 6 
(Gonçalves et al., 2018).

On the other hand, the zeta potential values for Gel-B show positive values between 
pH 4 and 5 and negative values from pH 5.2 up to 6.0. Similar to the findings by Lv et 
al. (2012), in which Gel-B exhibits amphoteric characteristics. Typically, Gel-B is an 
anionic protein with an isoelectric point (pI) between pH 4.8–5 (Elzoghby, 2013). From 
the analysis of the result, we found that the pI of Gel-B was approximately at pH 5.1. At 
this pH, Gel-B exhibits a zero-charge density from shielding the carboxylic moieties by 
excess H+ counterions (Espinosa-Andrews et al., 2013). In designing operating conditions 
for complex coacervation, it is important for protein and polysaccharide to have opposite 
charges to induce coacervate formation from the electrostatic interactions through 
carboxylate groups located on Gel-B and protonated amine/amide of Chi. Above the pI 
value, Gel-B will behave as an anionic protein through dissociation of the carboxylic 
groups (–COOH⟶–COO− +H+) and, hence, able to neutralize the protonated amine 
groups of cationic polysaccharides (Chi). Thus, in this study, pH 5.0, 5.2, 5.4, 5.6 and 6.0 
were selected for further study.

Determination of the Best pH and Wall Ratio for Complex Coacervates Formation

Optimizing a coacervate formation is a complex process as critical parameters such as 
pH and mixing ratio need to be individually optimized as they are interdependent (Yan & 
Zhang, 2014). The mixing ratio is an important factor for optimum coacervate formation as 
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it indicates the charge balance between the protein and polysaccharide involved (Kaushik 
et al., 2015) and determines the intensity of interaction and complexation (Eghbal & 
Choudhary, 2018). Timilsena et al. (2016) reported that an optimum coacervation was 
achieved at a mixing ratio of chia seed protein isolate (CPI) to chia seed gum (CSG) of 6:1 
at an identified optimum pH of 2.7. Further increase of CPI in the mixing ratio at the same 
pH results in decreased coacervate yield. Increasing the ratio from its optimum proportion 
will cause one component to become deficient and another in excess (Timilsena et al., 2019). 
The excess polymer will not be able to react with soluble form in the equilibrium phase. 
Meanwhile, in a study by Gharanjig et al. (2020), the authors found that a decreasing pattern 
of pH optimum was observed as they increased the ratio of gum to gelatin. It indicates 
that pH influences coacervate formation, and a specific optimized mixing ratio at different 
pH exists. An optimum mixing ratio occurs when both polyelectrolytes are in equivalent 
amounts in which none of the polyelectrolytes are in excess. Therefore, zeta’s potential 
evaluation should exhibit a charge of zero or almost near zero (Emamverdian et al., 2020).    

The data from zeta potential values of individual polymers can be used to develop 
a mixing ratio between Gel-B and Chi (Prata & Grosso, 2015). Theoretically, if an 
anionic protein has a -5mV charge and a cationic polysaccharide carries a 25mV charge 
at pH titration of 5. Thus, it would be necessary to increase the use of protein 5 times to 
neutralize the positive charge of polysaccharides, whereas the mixing ratio for protein to 
polysaccharides would be 5:1. 

Table 1 presents five possible mixing ratios of Gel-B:Chi; 24:1, 7:1, 36:1, 9:1, 8:1 and 
5:1 that were developed by taking into account charge on both biopolymers. However, 
considering economic interest, only a mixing ratio of 5:1 was used for further analysis 
since this combination ratio used the least amount of biopolymers as the raw materials.

Table 1
Developing wall ratio from Gel (B) and Chi charge

pH Gel Chi Multiplier Round off Gel:Chi
4 14.67i ± 0.06 94.15g ± 0.49 - - - -

4.4 12.27h ± 0.23 101.67h ± 2.08 - - - -
4.8 8.03g ± 0.10 86.80f ± 1.06 - - - -
5 4.10f ± 0.04 90.87g ± 1.10 - - - -

5.2 -3.23d ± 0.03 76.03e ± 0.78 -23.56 ~24 24 1
5.4 -1.83e ± 0.01 66.17d ± 1.33 -36.16 ~36 36 1
5.6 -6.94c ± 0.07 61.83c ± 0.86 -8.91 ~9 9 1
5.8 -7.45b ± 0.27 58.00b ± 0.56 -7.78 ~8 8 1
6 -9.18a ± 0.11 49.60a ± 1.08 -5.41 ~5 5 1

Note. The superscript alphabet denotes the statistically significant difference between groups (p<0.05) for each 
column. The level of significance is determined by alphabetical order. Groups with the same alphabet indicate 
no statistical difference between groups.
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The interaction between two biopolymers can become evident in several ways: (1) 
small soluble complexes (SC) are formed by manifesting themselves in murky solutions, 
and (2) depending on interaction; if the interaction is weak, a homogeneous weak gel 
is formed, but if the interaction is strong, precipitation of both biopolymers will occur 
(Espinosa-Andrews et al., 2013). Many literatures (e.g., Kaushik et al., 2015; Lv et al., 
2013; Shinde & Nagarsenker, 2009) have reported on different evaluation methods used to 
validate the formation of this precipitate or coacervate. Common methods include turbidity/
visual appearance, coacervate yield, and zeta potential analysis. Turbidity is related to the 
concentration of the polyelectrolyte solutions and their molecular weight (Meka et al., 
2017). The coacervate formation will reduce the transparency of the biopolymer mixture, 
causing a higher absorbance value (Kang et al., 2012). Meanwhile, the use of zeta potential 
or electrophoretic mobility to predict the extent of coacervate formation has been explained 
by Burgess and Carless (1984).

Sometimes, observing more than one method to validate each parameter is compulsory. 
For instance, one should consider the relationship between the absorbance increase and 
insolubility in justifying turbidity measurement alone. In some cases, like a study by Prata 
and Grosso (2015), they found that the turbidity of a system with a pH greater than 6.5 
represents the insolubility of the Chi rather than the formation of complexes owing to a 
large number of reactive groups in Chi. Though significant electrostatic interaction that 
initiates complex coacervation is induced from the large charges on the polyelectrolytes, 
charges that are too large will cause precipitation (Aziz et al., 2016).

The coacervate yield and absorbance value of coacervate formation over a range 
of pH tests are presented in Figure 5. As can be seen from the Figure 5, both dependent 
variables showed a similar pattern, validating each other responses towards pH variables 
that were being tested in the experiment. As demonstrated by one-way ANOVA, a 
statistically significant difference was observed in both dependent variables: coacervate yield 
(F(5,12)=61.229, p=0.001) and absorbance (F(5,12)=91.865, p=0.001) illustrating legitimate 
pH effects towards both dependent variables tested. However, in both dependent variables, 
a statistically significant difference was more prominent at lower pH ranges as compared 
to higher pH ranges. This statistical evidence also implied the need to observe at least two 
validating parameters, as mentioned before, since the coacervate yield and absorbance value 
were unlikely to be statistically significant toward pH values at higher pH tests.

In particular, the coacervate yield and absorbance values were highest at pH 5.8 
compared to other pH ranges, indicating the highest coacervate formation occurred at this 
pH. Therefore, this pH should be maintained to achieve an optimum coacervate formation 
for a mixing ratio 5:1 between Gel-B/Chi. A quite similar finding was also reported by 
Kang et al. (2012) when encapsulating using a combination of Gel-B and Chi. Though 
the study indicated that the best mixing ratio and pH for Gel-B and Chi are 15:1 (w:w) 
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Figure 5. Absorbance value for Gel (B)-Chi (5:1) mixture (Alphabet is used to denote the statistically significant 
difference between groups (p<0.05). Given coacervate yied: pH 5.0a, 5.2b, 5.4c, 5.6c, 5.8c, 6.0c; absorbance: pH 
5.0a, 5.2b, 5.4c, 5.6cd, 5.8d, 6.0d. Level of significant is determined by alphabetical order. Groups with the same 
alphabet indicates no statistical difference between groups)
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and 6.0, respectively, the actual ratio between glucosamine residue of Chi and acidic 
amino acid residue of Gel-B was calculated to be roughly 1:5. Another study reported by 
Espinosa-Andrews et al., (2013) has shown that a shift towards a higher optimum pH (>5) 
was observed when a smaller ratio between Gum Arabic and Chi was used;[5.5:1], [3:1], 
[1:1], meaning when Chi as polycation was in excess, optimum pH is more likely to be 
achieved at higher pH value. 

It also explained the unlikely statistically significant difference of coacervate formation 
observed in our study at higher pH values tested. A good justification for this observation is 
that when the basicity of the system increases, the absolute charge density of Chi decreases 
but remains in the positive region. At the same time, the zeta potential of Gel-B achieves a 
maximum degree of ionization, as seen in Figure 4. Therefore, the zeta potentials of Chi and 
Gel-B become almost equivalent, rendering a complex with almost no/near to zero residue 
charge. A zero or near-to-zero residue charge of the complex would reduce electrostatic 
repulsions between particles and colloidal stability of the system, causing precipitates and, 
hence, resulting in maximum turbidity and coacervate yield. 

Meanwhile, Figure 6 shows the behavior of charge density and the visual appearance 
of the coacervate. Two significant pieces of information should be observed. First, all 
coacervates exhibit a positive charge density value regardless of pH. The inference derived 
was an excess of Chi (Prata & Grosso, 2015) as polycations in the system. As observed 
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Figure 6. Visual evaluation and zeta potential of Gel (B)-Chi mixture
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in Figure 4, Chi exhibits a larger absolute charge density than Gel-B; thus, more Gel-B is 
needed to neutralize the positive charge of Chi. However, this mixing ratio might not be 
the ideal for Gel-B and Chi used in this study. Second, the charge density of coacervate 
showed a decreasing pattern when the pH was increased. As discussed previously, this 
observation agrees with the absorbance and coacervate yield result. More coacervate was 
formed when the pH was increased, but at pH 6.0, the reduction observed was contributed 
by the influence of the alkali addition, which tends to neutralize the negatively charged 
group of the Chi (Prata & Grosso, 2015). In a study by Silva and Andrade (2009), the 
author also found a significant reduction in turbidity for all combinations of Gel-B and 
Chi systems studied at pH 6.0.

As evidence, analysis of individual polymers showed the carboxylate groups located on 
proteins and protonated amine/amide of the polysaccharides (Gharanjig et al., 2020). The 
negative charge of proteins is associated with the presence of carboxylate groups. Figure 7 
shows the FTIR spectrums related to Gel-B, Chi, and their complex coacervate analyzed at 
pH 5.8. As shown in Figure 7, the three spectrums showed an overall similar pattern with 
two significant peaks. A wide, strong peak was observed at wavelength 3308.61 cm-1 and 
3337.03 cm-1 for Gel-B and Chi, respectively. These peaks correspond to normal polymeric 
O-H stretching vibrations and N-H stretching of amines and amides. Characteristic peaks of 
Chi were due to the stretching and bending from O-H groups of the pyranose ring and the 
stretching vibration of N-H functional groups of the primary amine in Chi’s backbone (Roy 
et al., 2018). Meanwhile, short, weak peaks at 1635.24 cm-1 for Gel-B and 1636.13 cm-1 for 
Chi result from the N-H bending of amines and the C-O stretching of amides. 

The formation of coacervates between Gel-B and Chi was evidenced by a slight change 
in the coacervate spectrum, suggesting that the functional groups of coacervate underwent 
substantial alteration. A shift towards a lower wavelength range was due to the formation 
of hydrogen bonds between Chi and Gel-B molecules. Notably, the resultant coacervate 
spectrum exhibits slightly lower absorption strength at around 3207.91 cm-1 compared 
to native biopolymers alone due to interaction between the C=O group of Gel-B and the 
N-H groups of Chi. As stated before, the formation of complex coacervate between Gel-B 
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and Chi was driven by the electrostatic interactions through carboxylate groups located on 
Gel-B and protonated amine/amide of Chi. 

Characterization of CHEO

Analysis of the TPC in the CHEO used in this study confirmed the presence of CHEO 
contains almost 2.01 ± 0.02 mg of GAE/g of oil. The TPC value obtained was expected to 
be lowered compared to findings from Wijaya et al. (2017) and Houng et al. (2023) since 
CHEO used in this study was simply purchased from available commercialized CHEO. 
Some susceptible phenolic compounds might have been lost throughout the extraction and 
manufacturing processes. Deterioration of the compounds or volatile loss is likely to occur 
owing to the high temperature and long duration of the extraction procedures (Phong et 
al., 2022). Besides, different amounts and variation types of active constituents found in 
CHEO are due to various factors such as the method of extraction (Wijaya et al., 2017) 
and agroclimatic influences such as seasonal, geographical, or climatical of the location 
where CHEO was obtained (Ahmed et al., 2019). 

From the analysis of GCMS data, 102 chemical compounds were identified in 
CHEO and used in this experiment. Such compounds would include Isopropyl myristate 
(41.3399%), Isopropyl palmitate (26.5571%), D-Limonene (4.6678%), Polypropylene 
glycol (4.2105%), Solvanol (3.4694%), Hexylcinnamaldehyde (2.6428%), d-Camphor 
(2.5863%), Palmitic acid (2.3143%), Myristic acid (1.8121%), Dipropylene glycol 
(1.4956%) and other compounds that make up less than 1% of the total composition of 
CHEO (Table 2). 

Figure 7. FTIR spectrums related to Gel-B, Chi and their complex coacervate at pH 5.8
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Based on the result, it can be concluded 
that some of the major compounds typically 
presented in CHEO (Lubinska-Szczygeł 
et al., 2018; Othman et al., 2016)  that 
belong to the terpenes were detected such 
as D-Limonene, linalool, α-Terpinol, 
L-β-Pinene, L-4-terpineol, d-α-Pinene, 
Terpinolene, Citronellol, β-mircene, 
Camphene, Citronellyl palmitoleate, 
α-Sabinene, β-Copaene and citronellal. 
The bio functionalities of CHEO as an 
antimicrobial and antioxidant are mainly 
contributed by the synergistic effects 

Table 2
List of chemical constituents present in CHEO

RT Compound %
15.9973 Isopropyl myristate 41.3399
17.9849 Isopropyl palmitate 26.5571
5.7856 D-Limonene 4.6678
6.6560 Polypropylene glycol 4.2105
13.6688 Solvanol 3.4694
15.3067 Hexylcinnamaldehyde 2.6428
7.5516 d-Camphor 2.5863
18.0257 Palmitic acid 2.3143
16.1052 Myristic acid 1.8121
5.9371 Dipropylene glycol 1.4956

between these active constituents present in CHEO (Qin et al., 2018). Ensuring these active 
constituents are successfully entrapped should be a primary concern when encapsulating 
CHEO.

Encapsulation Efficiency

One of the important parameters to evaluate the performance of an encapsulation process 
is calculating the encapsulation efficiency (EE) value. Encapsulation efficiency (EE) is 
the percentage of essential oil successfully entrapped within the wall material over the 
essential oil introduced at the beginning of the process (De Matos et al., 2018). Previous 
studies (e.g., Hussein et al., 2016; Rosli et al., 2018) have shown that Total Phenolic 
Content (TPC) can be used to calculate EE for essential oil encapsulation. This experiment 
achieved a high EE value at almost 94.81% ± 2.60. This result is expected as, according 
to Timilsena et al. (2019), complex coacervation provides a high EE value of up to almost 
99%. Other studies by Manaf et al. (2018) and Mousavi et al. (2021) also reported high EE 
values at around 94% and 87% when using Gel-B and Chi as their capping material. A high 
percentage of encapsulation efficiency indicates that less CHEO is present on the surface 
of encapsulates or not encapsulated in the process. It also implies that the encapsulation 
process was conducted successfully, and that Gel-B and Chi can be used as the perfect 
combination of wall materials to encapsulate CHEO. 

Physical Properties of Encapsulates

Generally, the types and structure of encapsulates produced are influenced by the 
wall materials used and the encapsulation condition and method (Bakry et al., 2016). 

Different characteristics in terms of morphology and size of encapsulates can be 
obtained by manipulating chemical, physical, and condition parameters throughout the 
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encapsulation process (Aziz et al., 2015; 
Aziz et al., 2014). Figure 8 shows the image 
of encapsulates under observation using an 
optical microscope at 40× magnification. 
It can be seen from the Figure 8 that the 
encapsulates produced were spherical, 
mononucleated, and a single core with a 
definite wall (Fang & Bhandari, 2010), as 
indicated in the red circles. This finding 
was also in line with encapsulates produced 
in a study by Oliveira et al. (2019), who 
observed encapsulates with mononuclear 
structures when encapsulating pequin oil 

Figure 8. Optical microscopic image of wet 
encapsulates prior encapsulation process taken at 
40× magnification (Red circles indicate individual wet 
encapsulates produced in the suspension)

with gelatin and gum Arabic using complex coacervation. However, this result was in 
contrast with the findings from Raksa et al. (2017). 

In the study, the authors observed encapsulates with spherical and matrix-type structures 
in which loading of CHEO presented as small spherical particles inside the encapsulate. 
The formation of a matrix type or multicore encapsulates is caused by the aggregation of 
many single-core encapsulates and could be seen in encapsulation using the coacervation 
process (Dong et al., 2007; Wang et al., 2014). Meanwhile, in the encapsulation process, 
which involves thermal treatment such as spray drying, the formation of a multicore 
structure might be caused by the outward movement of a small amount of volatilized EOs 
that are later embedded inside the crust wall (Adamiec et al., 2012) or stays on the surface 
(Ngamekaue & Chitprasert, 2019). As found in our study, the formation of mononucleated 
structure encapsulates could be due to the homogenization step involved during the 
emulsification process. 

Lemetter et al. (2009) investigated the effect of shear rate on the formation of 
encapsulates and discovered that as the rotation speed increased, more mononucleated 
encapsulates were detected. It is also interesting to note that most encapsulates in this study 
were well dispersed as individuals in the suspension with less agglomeration as compared 
to encapsulates produced by Aziz et al. (2016). The author obtained the final products of 
encapsulates clustered together, forming agglomerates, and justified that excess Gel-B or 
the wall materials that underwent phase changes from liquid to solid were likely to go 
through a sticky stage, making it difficult to avoid agglomeration. Meanwhile, Prata and 
Grosso (2015) inferred that unencapsulated oil on the encapsulated surface would, over 
time, promote encapsulates to attach and form agglomerates. 

However, less agglomeration observed in our study could be due to less polymer 
concentration used in the coacervation process than Aziz et al. (2016). While Burgess and 
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Carless (1985) justified the reduction in coacervate formation was due to the increment in the 
polymer concentration, Oliveira et al. (2019) used this justification to explain the formation 
of agglomeration when investigating the effect of concentration on the morphology of 
encapsulates produced. It is inferred that as the concentration of polymers increases, the 
neighboring molecules are induced to neutralize each other through coulombic attraction, 
forming a large, stable gel-type network fortified by hydrogen bonding.

The size distribution of encapsulates is shown in Figure 9. As can be seen, a monomodal 
distribution was observed in which the largest particle size, d (0.9) of 194.557 µm, was 
dominating. The encapsulates were also characterized by a mean size diameter d (4,3) 
of 108.395 µm. The size range is within an acceptable range of microparticles produced 

CONCLUSION

In the present study, CHEO encapsulates were successfully produced and characterized 
through complex coacervation. Gel-B and Chi were excellent wall materials to encapsulate 
CHEO at 5:1 and pH 5.8 mixing ratios. FTIR analysis confirmed the formation of 
coacervates between Gel-B and Chi. These operating conditions obtained a high EE value at 
almost 94.81% ± 2.60. Characterization of CHEO used in this study revealed the presence 
of phenolic compounds at 2.01 ± 0.02 mg of GAE/g of oil. From GCMS data analysis, 
major compounds presented in the CHEO belong to the terpenes group. The encapsulates 
produced were spherical with a mononucleated structure and had a particle size within the 
microcapsule range between 23.270 um and 194.557 um. 
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Figure 9. Size distribution of wet encapsulates 

from the complex coacervation process, 
which is between 0.1–500 µm (Comunian 
& Favaro-Trindade, 2016), suggesting that 
the encapsulation technique employed 
in this study successfully produced 
microencapsulates. The width of distribution 
(span) was considered small (2.398) 
owing to the mononucleated structure 
and homogenization process preventing 
multicore encapsulation formation through 
aggregation.
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ABSTRACT

The Siraitia grosvenorii is a Chinese herb with various bioactive properties that has been 
widely used as a culinary ingredient and in traditional medicine. Flavonoids are among 
the important bioactive compounds in S. grosvenorii, which contribute significantly to the 
biological activity of S. grosvenorii. S. grosvenorii-flavonoids have been reported to possess 
various biological and pharmacological activities, including antioxidant, antibacterial, 
anti-inflammatory, hypolipidemic, and anti-diabetic, which are important for human 
health. Based on previous reports, the structure, extraction technology, biological activity 
and further development regarding S. grosvenorii-flavonoids are reviewed in this paper, 
providing appropriate insights and references for future development of S. grosvenorii-
flavonoids.

Keywords: Bioactivity, extraction process, flavonoids, pharmacological activity, Siraitia grosvenorii

INTRODUCTION 

The  con t inuous  deve lopment  and 
improvement of science and technology 
provide people with production and life 
conveniences but are also fraught with 
innumerable risks and challenges. The 
potential risks of chemical food additives 
and drug resistance are among today’s 
scientific challenges (Irfan et al., 2022; 
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Moudaka et al., 2023; Najm et al., 2022). To solve these problems, researchers are searching 
for new, safer, and more appropriate natural bioactive compounds as substitutes (Zang et 
al., 2022). Siraitia grosvenorii (Luo Han Guo) is a Cucurbitaceae herb mainly distributed 
in China’s tropical and subtropical regions (Figure 1). The Chinese explored, applied, and 
recorded its medicinal potential more than 300 years ago (Gong et al., 2019). Presently, S. 
grosvenorii fruit is widely used as a food sweetener (Li, Li et al., 2022) and supplement 
ingredients (Abdel-Hamid et al., 2020) due to its natural sweet, low-calorie glycosides, 
which are regarded as an ideal new sugar source for patients with diabetes and obesity 
(Thakur et al., 2022). Numerous substances, including a wide variety of triterpenoids and 
flavonoids, as well as amino acids and two types of polysaccharides, have been isolated 
from S. grosvenorii to date (Duan et al., 2023; Gong et al., 2022), adding to its value for 
future development and use. Table 1 displays some common compounds and their activities 
in S. grosvenorii extracts.

Flavonoids are a class of bioactive molecules with various phenolic structures in plants’ 
fruits, roots, stems, leaves, and flowers, among other parts of S. grosvenorii. Due to their 
antioxidant, anti-inflammatory, and anticancer properties, as well as their ability to regulate 
the functions of important cellular enzymes, they are regarded as essential components 
in numerous contemporary food, pharmaceutical, and cosmetic applications (Shen et al., 
2022; Čižmárová et al., 2023). Additionally, with the rise of numerous cardiovascular, 
cerebrovascular, and immune diseases in recent years, flavonoid research and application 
in the management of numerous cerebrovascular diseases and immune deficiency diseases 
has garnered particular interest (Barreca et al., 2023; Keylani et al., 2023). It was discovered 
that flavonoids, mainly flavonoids and flavonols, are one of the primary active components 

Figure 1. The distribution of Siraitia grosvenorii in China

Siraitia grosvenorii
Guangxi Province
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of S. grosvenorii. The S. grosvenorii-flavonoids, in contrast to mogrosides, are present not 
only in the fruit but also in the leaves, roots, and flowers. 

These flavonoids exhibit potent antioxidant, antibacterial, anticancer, and hypoglycemic 
properties (Lu et al., 2023; Wang et al., 2015; Wu et al., 2022). Prior research on the 
flavonoids from S. grosvenorii focused primarily on extraction methods, structural 
characterization, and in vitro activity detection, while in vivo activity, mechanism of action, 
and clinical applications were the subject of relatively few studies. It is necessary to conduct 
exhaustive research on these compounds to broaden and extend the applicability field and 
direction of the S. grosvenorii extract. In this review, the extraction processing, chemical 
structure, pharmacological activity, and future development of S. grosvenorii-flavonoids 
are discussed to provide a reference as well as the future direction for the in-depth research 
and application of active compounds in S. grosvenorii. 

THE EXTRACTION PROCESSING

Extraction Method

Extraction of components is frequently the initial step in compound research. Since 
various extraction techniques and extraction procedures have a significant impact on 
the extraction efficiency of compounds and the subsequent investigation of chemicals, 
choosing the best extraction methods and conditions is crucial. S. grosvenorii-flavonoids 
are primarily extracted using organic solvent extraction, ultrasound-assisted extraction 
(UAE), microwave-assisted extraction (MAE), and enzyme-assisted extraction (EAE). 
Table 2 displays the procedures utilized to extract S. grosvenorii-flavonoids.

Solvent extraction transfers a target substance from one solvent to another by utilizing 
various substances’ different partition coefficients and solubilities. There are numerous 
examples of solvent extraction of flavonoids. For example, In the latest study, Lu et al. 
(2023) extracted several active flavonoids from the roots of S. grosvenorii with 75% ethanol. 
Wuttisin and Boonsook (2019) extracted total flavonoids from S. grosvenorii using distilled 
water, n-hexane, ethyl acetate, 95% ethanol, and propylene glycol and compared the effect 
of different solvents on the extraction rate. The results revealed that using distilled water 
as the extractant agent yielded the highest extraction rate.        

Some organic components in solid or semi-solid substances can be extracted with the 
help of a microwave by using the electromagnetic field to pull them away from the matrix. 
This method has several advantages over conventional extraction techniques, including high 
efficiency, energy efficiency, safety, and environmental protection. Zhang et al. (2013) used 
microwave extraction techniques to extract flavonoids from S. grosvenorii flowers. They 
found that the following process parameters worked best: solvent: 60% ethanol solution; 
solid-liquid ratio: 1: 30 (g/mL); microwave power: 350 W; radiation time: 20 min. Under 
this condition, the yield of flavonoids in S. grosvenorii flowers can reach 7.6%. In addition, 
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Zhang et al. (2016) used ultrasonic-assisted extraction technology to extract total flavonoids 
in the flowers of S. grosvenorii, optimized the extraction process through orthogonal 
experiments, and finally determined the optimal process conditions: the concentration of 
ethanol was 67%, the extraction time was 43 min, the ultrasonic power was 208 W, and 
the ratio of solvent-to-solid was 1:15 (g/mL). Under these conditions, the extraction rate 
of total flavonoids could reach 6.5%.

Subcritical water extraction (SWE) technology is a process in which the raw 
materials are put into subcritical fluids for extraction according to the principle of similar 
compatibility, and the effective components in the materials are extracted under different 
conditions. Xu et al. (2017) used subcritical extraction technology to extract the active 
substances in S. grosvenorii and determined the optimal process conditions of the method: 
the extraction temperature was 140°C, the ethanol addition was 15%, and the extraction 
time was 20 min. Under the extraction conditions, the content of flavonoids was up to 
11.90 mg/g, and the antioxidant activity of the extracts was found to be optimal. Enzyme-
assisted extraction is a method that uses active enzymes to hydrolyze certain substances 
with specific structures to obtain target substances. Currently, this method is mostly used 

Table 2
The methods to extract S. grosvenorii-flavonoids

Method Solvent Temperature 
(℃)

Time
(min)

Solid-liquid 
Ratio (g/ml) Other References

Soxhlet 
Extraction

70% Ethanol 25°C 1:10 Lu et al., 
2023

Organic Solvent 
extraction

Distilled water 80°C 60 Wuttisin & 
Boonsook, 
2019

n-hexane 25℃ 1440
Ethyl Acetate 25℃ 1440
95% Ethanol 25℃ 1440
Propylene 
Glycol

25℃ 1440

Microwave-
assisted 
Extraction 
(MAE)

60% Ethanol 20 1:30 Microwave 
Power:350 W

Zhang et al., 

2013

Ultrasonic-
assisted 
Extraction (UAE)

67% Ethanol 43 1:15 Ultrasonic 
Power: 208 
W

Zhang et al., 
2016

Subcritical Fluid 
Extraction

Sub-critical 
water; 15% 
Ethanol

140℃ 20 1:30 Pressure: 4 
MPa

Xu et al., 
2017

Enzyme Assisted 
Extraction (EAE)

Ethanol; 
Petroleum 
benzine; ethyl 
acetate

65℃ 80 1:8; 3:1; 2:1 Cellulase (50 
U/ml); pH 5.2

Wang et al., 
2006
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in the auxiliary production and extraction of mogrosides, while flavonoid extraction in S. 
grosvenorii is rarely mentioned. However, as early as 2006, Wang et al. used the enzyme 
(cellulase)-solvent method to extract flavonoids from S. grosvenorii and found that the 
optimal extraction conditions: cellulase concentration 50 U/ml, pH 5.2, temperature 65℃, 
time 80 min.

In conclusion, different extraction conditions have different effects on the extraction 
rate of S. grosvenorii-flavonoids, with the most influential parameters being extraction 
temperature, solid-liquid ratio, extraction duration, and extraction concentration.

Isolation and Purification Method

The process of isolating a substance from a mixture is isolation and purification. Typically, 
flavonoids are purified and separated using column chromatography, solution extraction, 
and supercritical fluid extraction. Table 3 lists the techniques for isolating and purifying 
S. grosvenorii-flavonoids. 

Table 3
The methods for the isolation and purification of S. grosvenorii-flavonoids

Method Isolated flavonoid compounds References
HPLC Kaempferitrin; Afzelin; a-Rhamnoisorobin; Kaempferol Wang et al., 

2015
UF-HPLC; 
MCI CHP-20P Column 
Chromatography; HSCCC

3,4′-dimethoxy-4,9,9′-trihydroxy-benzofuranolignan-
7′-ene; 23,24-dihydrocucurbitacin F; 
23,24-dihydrocucurbitacin F-25-acetate

Lu et al., 2023

UHPLC Kaempferol-3-O-α-L-[4-O-(4-carboxy-3-hydroxy-
3-methylbutanoyl)]-rhamnopyranoside-7-O-α-L-
rhamnopyranoside; Grosvenorine; Kaempferitrin; Afzelin

Lu et al., 2020

Unitary-C18 column Quercetin; Rutin; Neohesperidin; Naringin; kaempferol 
O-glycoside-rhamcoside; quercetin O-arabinoside-O’-
glycoside-rhamnoside; 4′-methoxyl-kaempferol

Qing et al., 2017

Column chromatography is one of the most traditional and widespread separation 
techniques. This method is a separation procedure in which the components in the mixture 
are separated from each other by repeated distribution in the stationary phase and mobile 
phase with varying partition coefficients. Based on the different adsorbents, the method is 
mostly made up of polyamide column chromatography, silica gel column chromatography, 
dextran gel column chromatography, the macroporous resin adsorption method, and high-
performance liquid chromatography (HPLC). The HPLC was used to separate the flavonoids 
from the biologically active kaempferitrin, afzelin, -a-rhamnoisorobin, and kaempferol in S. 
grosvenorii (Wang et al., 2015). In a recent study, Lu et al. (2023) used ultrafiltration (UF) 
combined with high-performance liquid chromatography (HPLC) to target α-glucosidase 
inhibitors from S. grosvenorii roots. 
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Also, researchers used ultra-high performance liquid chromatography (UHPLC) 
with electrospray ionization quadrupole time-of-flight mass to separate and identify 34 
flavonoids from the leaves of S. grosvenorii. It included 19 kaempferol O-glycosides, 
4 quercetin O-glycosides, 6 flavanone derivatives, and 5 polymethoxy-flavones (Lu 
et al., 2020). Qing et al. (2017) isolated 53 flavonols and flavonols glycosides from S. 
grosvenorii by using a unitary C18 column (HPLC). At the same time, two isoflavones 
(4’,7-dihydroxyisoflavone (Daidzein) and 4’,5,7-trihydroxyisoflavone (Genistein) were 
isolated and purified from the S. grosvenorii extracts using C-18 column chromatography 
(Chaturvedula & Prakash, 2013).

THE COMPONENTS DISTRIBUTION AND STRUCTURE

The Components Distribution

It has been discovered that the fruit, leaves, stems, and flowers of S. grosvenorii contain 
a significant quantity of flavonoids, with the stems, leaves, and flowers containing more. 
Some parts of S. grosvenorii used in the industries are shown in Figure 2.

Wuttisin and Boonsook (2019) extracted the flavonoids from S. grosvenorii using 
various solvents (distillate water, propylene glycol, 95% ethanol, ethyl acetate, and hexane). 
The results showed that compared with other solvent extracts, the total flavonoid content of 
the distilled water extract was up to 25.229±0.904 μg QE/mg solid crude extract. However, 
the 95% ethanol extract had the highest polyphenol content. At the same time, DPPH and 
ABTS methods were used to evaluate the antioxidant activity of S. grosvenorii extracts, 
and it was found that the distilled water extract had the most significant antioxidant activity, 
suggesting that the antioxidant activity of S. grosvenorii extracts may be associated with 
the presence of flavonoids. 

In addition, Metabolic profiling analysis was used to analyze and identify the 
compositional characteristics of green and yellow fruits of S. grosvenorii (Fang et al., 2017). 
The results revealed that yellow fruits contained fewer flavonoids than green fruits and that 
the peel contained more flavonoids than the fruit. Zhang et al. (2013) used HPLC-TOF-MS 
combined with the PCA pattern recognition method to compare and analyze the chemical 

Figure 2. Parts of S. grosvenorii. (a) leave, (b) ripe fruit, (c) dried fruit powder of S. grosvenorii 
(a) (b) (c)
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components of different parts of S. grosvenorii. The analysis showed that the chemical 
components of the fruit and pericarp were similar but significantly different from those 
of the leaf and stem. Mogrosides are markers of S. grosvenorii fruit, and five flavonoid 
glycosides are selected as leaf and stem markers. In addition, Rao et al. (2012) used the 
spectrophotometer method and kaempferin as a control to measure the flavonoid content 
in the fruit, stem, and leaf extracts of S. grosvenorii. The results showed that the content 
of flavonoid in the stem and leaf (345.11 mg/g) was much higher than that in the fruit 
(13.89 mg/g), which provides an experimental basis for the development and utilization 
of S. grosvenorii branches and leaves. 

The Structure and Composition

The S. grosvenorii-flavonoids are mostly found as flavones and flavonols, most of 
which are compounds with kaempferol or quercetin aglycones (Wu et al., 2022), and 
the composition and structure of flavones are also related to the plant portions in which 
they are found. The types and structures of flavonoids isolated from different parts of S. 
grosvenorii also vary. A variety of flavonoids have been isolated from the flowers of S. 
grosvenorii, including kaempferol, 7-methoxy-kaempferol-3-O-β-D-glucopyranoside, 
kaempferol-3-O-L-rhamnoside-7-O-[β-D-glucosyl-(1-2)-α-L-rhamnoside]-3-O-L-
rhamnoside and 7-methoxyl-kaempferol-3-O-α-L-rhamnopyranoside (Mo & Li, 2009). 
In addition, kaempferitrin, kaempferol-7-O-α-L-rhamnopyranoside, kaempferol-3,7-O-L-
dirhamnopyranoside, aloe emodin acetate, aloe emodin, afzelin, and quercetin were also 
isolated from fruits and leaves (Yang et al., 2016; Lu et al., 2020). The composition of 
different parts of S. grosvenorii and the structure of S. grosvenorii-flavonoids are shown 
in Table 1 and Figure 3, respectively. 

BIOLOGICAL ACTIVITIES OF FLAVONES FROM S. GROSVVENOORII

Traditional Chinese medicine believes that S. grosvenorii has various physiological 
functions, including lung clearing, phlegm clearing, and diarrhea stopping, which can 
treat and relieve cough, sore throat, constipation, and other symptoms (Wu et al., 2022). 
Modern scientific research shows that different extracts from S. grosvenorii have different 
biological and pharmacological activities (Li, Li et al., 2022; Zhu et al., 2020).

Flavonoids have sparked interest as a natural active substance due to their high activity 
value. With a better understanding of this substance activity, its many biological activities, 
such as anticancer, anti-inflammation, anti-mutation, and antioxidant activity, have been 
developed and applied in a variety of fields (Mitra et al., 2022; Shen et al., 2022). Due to 
their antibacterial and antioxidant properties, flavonoids are commonly used in food safety 
and health disciplines as antioxidants and bacteriostats. Due to their unique bacteriostatic 
or insecticidal properties, flavonoids are also used in agriculture as insecticides. At the 



632 Pertanika J. Sci. & Technol. 32 (2): 623 - 645 (2024)

Zhao Jing, Douglas Law, Ahmed Najm, Cheah Yew Hoong and Shazrul Fazry

same time, flavonoids have been developed and used as various drugs in human medicine 
due to their unique medical activity, such as those for diabetes, cancer, anti-tumor therapy, 
and other drugs. The S. grosvenorii-flavonoids are a key component of the plant, and their 
diverse activities have been studied and reported. The biological activities of S. grosvenorii-
flavonoids are listed in Table 1.

Antioxidant Activity 

Free radicals and reactive oxygen species are well known for causing oxidation and damage 
to cell membranes, DNA, and/or proteins, which can have serious consequences for 
human health and cause a variety of diseases such as cancer, neurodegenerative diseases, 
cardiovascular disease, diabetes, and aging (Ooi et al., 2021). Researchers in the food and 
pharmaceutical fields are often looking for active compounds that can clear and slow this 
damage as antioxidant molecules (Azfaralariff et al., 2022). Experiments have confirmed 

Figure 3. The structures of flavonoids extracted from S. grosvenorii
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that the S. grosvenorii-flavonoids contain a large number of phenolic hydroxyl groups, 
which have a significant scavenging effect on α-diphenyl-β-picrylhydrazyl (DPPH) free 
radicals and 2,2′-azino-bis(3-ethylbenzothiazoline-6-sulfonate) (ABTS) free radicals, and 
this effect is positively correlated with the concentration and action time of flavonoids. 
These studies have confirmed that the flavonoids extracted from S. grosvenorii are 
natural and effective free radical scavengers, which can be widely used in the food and 
pharmaceutical industries (Pan et al., 2012; Pandey & Chauhan, 2019).

Studies have found that compared with the propylene glycol and ethanol extracts of 
S. grosvenorii, the distilled water extract (polyphenols and flavonoids) of the substance 
had stronger antioxidant activity, and its α-diphenyl-β-picrylhydrazyl (DPPH) scavenging 
activity and 2,2′-azino-bis(3-ethylbenzothiazoline-6-sulfonate) (ABTS) scavenging activity 
increased with the increase of its solvent polarity (Wuttisin & Boonsook, 2019). Moreover, 
some studies have detected the antioxidant activity of 5 flavonoid glycosides with different 
structures in the S. grosvenorii flower(kaempferol, kaempferol-7-α-L-rhamnopyranoside, 
7-methoxyl-kaempferol-3-O-α-L-rhamnopyranoside, 7-methoxyl-kaempferol-3-O-β-D-
glucopyranoside and 3-O-α-L-rhamnopyranosyl-kaemferol-7-O-[β-D-glucopyranosyl-(1-
2)-α-L-rhamnopyranoside]), and found that kaempferol and kaempferol-7-α-L-rhamnoside 
showed well anti-diabetic activities and the 7, 3-hydroxyl group in the flavonoid structure 
was an important factor affecting its antioxidant activity (Mo & Li, 2009). Pan et al.(2012) 
studied the antioxidant activity of the alcoholic extract of S. grosvenorii leaves, and the results 
showed that the ethanol crude extract (SEE) of S. grosvenorii had similar antioxidant activity 
to butylated hydroxytoluene (BHT), and found that kaempferol-3-O-α-L-rhamnopyranosyl-
7-O-[β-D-glucopyranosyl-(1-2)-O-L-rhamnoside], kaempferol-3-O-β-D-glucose-7-O-α-L-
rhamnoside and quercetin were isolated from crude ethanol extract (SEE) showed significant 
scavenging free energy, which can provide corresponding scientific basis and guidance for 
the development and utilization of S. grosvenorii leaves. Similarly, a strong linear correlation 
was found between polyphenolic compounds (including flavonoids) and their antioxidant 
activity in the antioxidant activity of S. grosvenorii cultured cells, among which kaempferol-
3-O-Glc-7-O-Rha played the most important antioxidant role (Liu et al., 2022).

Hypoglycemic Activity 

Diabetes mellitus (DM) is a chronic disease characterized by metabolic disorders of the 
endocrine system (Yedjou et al., 2023). There are two types of diabetes mellitus: type 1 
diabetes mellitus (T1DM) and type 2 diabetes mellitus (T2DM) (Sethupathi et al., 2023). 
The disease causes long-term damage to the living body’s organs, resulting in dysfunction 
and failure, eventually leading to disability and premature death (Ibrahim et al., 2023; Kropp 
et al., 2023). This disease and its complications have caused serious distress to people and 
posed major economic challenges to society in both developing and developed countries. 
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Insulin and related reagents, biguanides, sulfonylureas, α-glucosidase inhibitors, 
thiazolidinediones, and dipeptidyl peptidase-IV inhibitors are some of the most commonly 
used diabetic drugs in clinical trials (Dahlén et al., 2022). However, these chemical drugs 
have several negative side effects, including adverse patient reactions and high costs. As 
a result, researchers are looking for low-cost natural active ingredients to develop and use 
as new anti-diabetic drugs. Natural active ingredients, such as flavonoids, terpenoids, and 
saponins, have been recognized as important sources of potent anti-diabetic drugs (Khuntia 
et al., 2022). These active ingredients often achieve anti-diabetic effects by increasing 
insulin secretion or reducing intestinal glucose absorption. 

Increased precursors of advanced glycation end products (AGEs), elevated levels of 
diacylglycerol, and increased hexosamine pathway activity are some intracellular metabolic 
changes that typically lead to hyperglycemia and hyperlipidemia symptoms. These changes 
frequently result in tissue cell damage and diabetic complications. (Singh et al., 2022). 
Advanced glycation end products (AGEs) are crucial in developing diabetes and its side 
effects. Reducing the level of glycosylation and the production of advanced glycation end 
products is a feasible strategy for postponing or preventing diabetic complications because 
the formation of these compounds is generally increased in diabetic patients. 

It has become an important testing point for many natural and pharmacological 
compounds being investigated for their potential therapeutic potential (Cheun-Arom & 
Sritularak, 2023). In addition, excessive ROS/RNS in the organism is also one of the main 
signs of hyperglycemia and hyperlipidemia, which are usually caused by the oxidation of 
glucose and free fatty acids in the cells suffering from the symptoms. Therefore, it is also 
one of the important factors to explore in the mechanism of diabetes (Singh et al., 2022). 
Part of the mechanism of flavonoids in diabetes is shown in Figure 4.

Previous studies on the hypoglycemic/anti-diabetic activities of S. grosvenorii extracts 
mainly focused on mogroside, while studies on the effects of flavonoids in S. grosvenorii 
extracts were rare. However, some studies have also found that the flavonoids in S. 
grosvenorii have hypoglycemic effects. Studies have found that the high dose of flavonoids 
from S. grosvenorii (80 mg/kg) could effectively reduce the blood glucose level of STZ-
induced diabetic rats (from 22.68 ± 2.55 mmol/L to 10.63 ± 2.88 mmol/L). The medium 
dose of total flavonoids (40 mg/kg) could effectively reduce blood lipids (from 3.51 ± 
0.53 mmol/L to 1.26 ± 0.37 mmol/L) in STZ-induced diabetic rats. Moreover, it was also 
found that the high dosage of total flavonoids (80 mg/kg) could significantly increase the 
activities of SOD and GSH-Px (P < 0. 01) and the level of insulin (P < 0. 01) and reduce 
the content of MDA (P < 0. 05) in STZ-induced diabetic rats (Zheng et al., 2011). 

Even though there have only been a small number of studies on the hypoglycemic 
effects of S. grosvenorii-flavonoids, earlier research has shown that these compounds 
significantly reduce sugar, inhibit a-glucosidase, and safeguard the pancreas. Additionally, 
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consuming more flavonoids can lower the risk of developing diabetes. Kaempferol, which is 
extracted from tea, cruciferous vegetables, grapefruit, and some edible berries, can achieve 
anti-diabetic effects by inhibiting hepatic gluconeogenesis, reducing Caspase-3 activity in 
β cells, and enhancing β cell survival, improving cAMP signaling (Alkhalidy et al., 2015; 
Alkhalidy et al., 2018; Sharma et al., 2020). The quercetin extracted from chokeberry, black 
currant, apple, and cherry can also achieve anti-diabetic effects by improving the AMPK 
pathway, inhibiting the expression of NF-kB and caspase-3, and protecting the function 
of pancreatic beta cells (PBC) (Dhanya et al., 2017; Li et al., 2020; Eid & Haddad, 2017). 
These studies may provide a useful foundation for future research and development into 
the anti-diabetic activity of flavonoids found in S. grosvenorii.

Antibacterial Activity

The widespread use of antibiotics has led to an increasing number of drug-resistant bacteria, 
so developing new and natural antibacterial drugs has become a hotspot in the research 
field (Huang et al., 2022; Shahid et al., 2022). The antibacterial properties of flavonoids 
have been demonstrated in several studies, and they have also been used to create new 
antibacterial agents and antibacterial medications. Flavonoids inhibit bacteria mainly by 
affecting biofilm formation, porin, permeability, and interaction with some key enzymes 

Figure 4. Part of the mechanism of flavonoids in diabetes (↑: increase, ↓: decrease and ↕: modulatory effect)
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(Shamsudin et al., 2022). At the same time, studies have also found that some flavonoids 
can combine with DNA helicase, thereby inhibiting its ATPase activity and achieving the 
antibacterial effect. Through structure-activity relationship studies, the antibacterial effect 
of flavonoids is shown to have a close relationship to the position of the hydroxyl group 
in the structure of the flavonoid (Adamczak et al., 2019). 

Previous studies conducted via a simulated human gastrointestinal tract environment 
showed that grosvenorine and other metabolites (such as kaempferol, afzelin, 
a-rhamnoisorobin, and kaempferitrin) extracted from S. grosvenorii showed good 
antibacterial activity. In addition, these substances have higher antibacterial activity 
against Gram-positive bacteria than against Gram-negative bacteria. The MIC values 
against Gram-positive bacteria were all less than 70 mg/ml (Wang et al., 2015). Studies 
have shown that the active components of S. grosvenorii, which include kaempferol, had 
a clear bacteriostatic impact on spoilage bacteria isolated from sauced pork head meat, 
with Proteus vulgaris being the most significantly inhibited of the bacteria studied. (Li 
et al., 2018). Several investigations have indicated that total phenols and total flavonoids 
isolated from the roots of S. grosvenorii have a specific inhibitory effect on Aspergillus 
sp., Bacillus subtilis, Escherichia coli, Pseudomonas aeruginosa, Staphylococcus aureus 
and Rhizopus sp (Yang et al., 2022). 

Anti-inflammatory Activity

Inflammation is a complex protective response produced by the body to eliminate harmful 
stimuli such as pathogens, irritants, or damaged cells, and it is implicated in many diseases 
such as diabetes, asthma, cardiovascular disease, and cancer (Kaur & Singh, 2022; Razak 
et al., 2023). Although anti-inflammatory drugs can effectively treat diseases, their damage 
and side effects on the body cannot be ignored (Bibbins-Domingo, 2016). As a result, 
using natural compounds derived from medicinal plants to treat inflammation has become 
popular, with polyphenols and flavonoids receiving particular attention due to their anti-
inflammatory properties (Zhang et al., 2022). The anti-inflammatory effects of flavonoids 
are mainly exerted by inhibiting the activities of a variety of enzymes and the production of 
inflammatory mediators (Suriyaprom et al., 2023; Liu et al., 2023). The anti-inflammatory 
effects of flavonoids are shown in Figure 5.

Studies have found that kaempferol and quercetin can achieve anti-inflammatory 
effects by regulating the inducible nitric oxide synthase (iNOS), inhibiting the expression 
of lipoxygenase (LOX), and cyclooxygenase-2 (COX-2) as well as regulating the gene 
expression of inflammatory molecules (Septembre-Malaterre et al., 2022; Pal et al., 2023). 
In addition, it has also been found that kaempferin extracted from the residual extract of 
S. grosvenorii can exert anti-inflammatory activity by inhibiting the expression of TNF-α/
IFN-γ-induced filaggrin and blocking MAPK activation (Sung et al., 2020).
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Other Activities 

S. grosvenorii-flavonoids have antioxidant, antibacterial and hypoglycemic biological 
activities that protect the cardiovascular system and relieve fatigue (Zhou, 2022). In 
addition, some studies have shown that flavonoids in S. grosvenorii promote blood 
circulation and remove blood stasis. It has a protective effect on thrombosis, reduces TC 
and TG contents in hypercholesterolemic mice, increases HDL-C levels, and prolongs 
coagulation time in mice.

In summary, there have been many studies on the activity of flavonoids in the past 
decade, but most of their themes have focused on the antioxidant activity of flavonoids. 
The ability of flavonoids to act as active agents in vitro has been a hot research topic, and 
many structure-activity relationships for activity have been established. However, few 
studies have been conducted on the efficacy of flavonoids in vivo and the mechanisms 
underlying the distinct types of activity. In order to further develop and utilize the active 
value of flavonoids, a large number of additional research initiatives are necessary. 

CONCLUSION AND FUTURE PERSPECTIVES

This review provides pertinent opinions and ideas for its future development by 
summarizing the extraction procedure, major constituents, related structures, and 
biological activities of S. grosvenorii-flavonoids. Previous studies have demonstrated that 
S. grosvenorii has tremendous potential as a food additive and medication. Due to their 
wide variety of biological activities, its various extracts have also been shown to have 
tremendous application potential. Although mogrosides are believed to be the primary 
active ingredients in S. grosvenorii, other active ingredients contribute to the organism’s 

Figure 5. The anti-inflammatory effects of flavonoids
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functionality. S. grosvenorii-flavonoids are an essential component of the plant for which 
research, development, and utilization are indispensable.

Presently, there are few studies on S. grosvenorii-flavonoids, with the majority of these 
studies focusing on the extraction procedure and a small quantity of activity research. 
Given the current problems and deficiencies in S. grosvenorii-flavonoids research, we 
have proposed a new direction for future research: (1) in order to further understand the 
characteristics of S. grosvenorii and its extracts, it is necessary to explore and discover 
more biological activities, (2) in order to better develop and apply the biological activity 
of S. grosvenorii, the mechanisms of its activity should be further explored, (3) based on in 
vitro activity studies, different levels of activity studies were comprehensively carried out, 
including in vivo, in ovo, and (4) make full use of its activity and apply it in related fields.

In conclusion, if fully developed and utilized, S. grosvenorii’s active compounds will 
be of immeasurable value for future research. The active components from S. grosvenorii 
still need to be developed further, and more research needs to be done on the individual 
components’ active properties so that new applications can be developed.
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ABSTRACT

This study evaluates the Loss-of-Life (LOL) based on the modified relative aging rate of 
an Oil Natural Air Natural (ONAN) transformer with voltage and power ratings of 132/33 
kV and 60 MVA. The study’s methodology included the determination of the Hotspot 
Temperature (HST) based on the differential equation in IEC 60076-7. The loading and 
ambient temperature profiles for HST determination are forecasted based on the Seasonal 
Autoregressive Integrated Moving Average (SARIMA). Next, a new relative aging rate 
was developed based on the Arrhenius equation, considering the pre-exponential factors 
governed by oxygen, moisture in paper, and acids at different content levels. The LOL 
was computed based on the new relative aging rate. The study’s main aim is to examine 

the impact of pre-exponential factors on 
the LOL based on modified Arrhenius and 
relative aging rate. The results indicate that 
the LOLs for different conditions increase 
as the oxygen, moisture, low molecular 
weight acid (LMA), and high molecular 
weight acid (HMA) increase. The LOLs are 
46 days, 1,354 days, and 2,662 days in the 
presence of 12,000 ppm, 21,000 ppm, and 
30,000 ppm of oxygen. In 1%, 3%, and 5% 
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moisture, the LOLs are 477 days, 2,799 days, and 7,315 days. At 1% moisture, the LOL 
is 1,418 days for LMA, while for HMA, it is 122 days. The LMA has the highest impact 
on the LOL compared to other aging acceleration factors.

Keywords: Arrhenius equation, cellulose aging, loss-of-life, pre-exponential factor, relative aging rate

INTRODUCTION

It is known that the life of power transformers predominantly relies on cellulose-based 
insulation. Among the approaches to analyzing the life of cellulose paper insulation is 
thermal life modeling. This approach determines the hot-spot temperature (HST), insulation 
paper aging rate, and loss-of-life (LOL) of transformers. The input data of ambient 
temperature and time-varying load control these parameters. The HST, aging rate, and 
LOL can be computed through models in international standards. 

A sufficient input parameter such as loading and ambient temperature profile is 
essential to increase the accuracy of HST for assessment of the paper aging rate and LOL. 
However, in most cases, these parameters are not always available, especially for long 
intervals. Therefore, forecasting these input data would help with long-term analyses. 
Several methods to forecast the loading were established by Agrawal et al. (2018), Chen 
et al. (2017), Hou et al. (2021), Khalid et al. (2020), Khorsheed (2021), Mohammed and 
Al-Bazi (2022), and Sinha et al. (2021). In addition, the ambient temperature profiles 
were found in Afzali et al. (2011), Hou et al. (2022), Ma et al. (2020), Radhika and 
Shashi (2009), Tripathy and Prusty (2021), and Van den Berg et al. (2022). Seasonal 
Autoregressive Integrated Moving Average (SARIMA) is one of the established methods 
that can be utilized to forecast any short, medium, or long-term data with the characteristic 
of strong seasonal patterns and univariate time series (Al-Shaikh et al., 2019). The method 
is promising for forecasting the future loading and ambient temperature profiles for the 
transformer’s application.

Among the primary contributors to the degradation of insulation paper are temperature 
and aging acceleration factors, i.e., oxygen, moisture in paper, and acids. Due to non-
uniform temperature distribution within a transformer, the region that experiences the 
highest temperature, referred to as the hot spot, undergoes the most substantial degradation 
and affects the aging rate of the paper. The modeling of the relative aging rate as per IEC 
60076-7 (Feng, 2013; Novkovic et al., 2022) relies mainly on the HST as the important 
parameter without considering other aging acceleration factors. The model is also applied 
widely in various studies conducted by Biçen et al. (2011, 2012), Najdenkoski et al. (2007), 
BL and Mathew (2016) and Piatniczka et al. (2022). 

A relative aging rate model that considers several aging acceleration factors was 
previously examined (Hosseinkhanloo et al., 2022). The relative aging rate is obtained 
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through the ratio of the paper aging rate for any temperatures and conditions over the paper 
aging rate at the rated condition. The previous study considers two aging factors, i.e., oxygen 
and moisture, to determine the relative aging rate (Hosseinkhanloo et al., 2022). Recently, 
the importance of low molecular acid (LMA) and high molecular acid (HMA) to govern 
paper aging is highlighted, which prompts further modeling study on this aspect. Since 
the aging in a transformer is a dynamic process, it is anticipated that the pre-exponential 
factors and activation energies for oxygen and moisture that are directly applied to the 
CIGRE Brochure 393 (2009) could vary based on the specific aging mechanism to evaluate 
the relative aging rate.

Modeling paper aging is one of the key aspects of evaluating the integrity of the 
transformers (Feng, 2013). Currently, there are various methods based on either laboratory 
accelerated aging experimental data or in-service data that are introduced to evaluate paper 
aging (Arshad et al., 2004; Liao et al., 2011; Li et al., 2018; Liu et al., 2015; Zhang et al., 
2021). The Arrhenius model is one of the common approaches to determining the paper 
aging rate by considering the aging factors and mechanisms (Feng, 2013). The paper aging 
rate depends on the HST, pre-exponential factor, and activation energy. Recently, a modified 
relative aging rate model has been proposed based on the Arrhenius model (Novkovic et 
al., 2022), which considers the variation of pre-exponential factors according to the paper 
aging acceleration factors and activation energies, which are based on the aging mechanism 
(Saleh et al., 2022).

Utilizing the information on pre-exponential factors from the previous work (Saleh et 
al., 2022), the long-term life assessment based on the modified relative aging rate model 
is examined. First, the HST is calculated using the differential equation according to IEC 
60076-7 (Feng, 2013; Novkovic et al., 2022). The HST computation’s loading and ambient 
temperature profiles are forecasted based on SARIMA. Next, the new relative aging rate 
is determined based on the pre-exponential factors, the Arrhenius model, and the relative 
aging rate as per IEC 60076-7 (Feng, 2013; Novkovic et al., 2022). Finally, the LOL is 
computed based on the pre-determined new relative aging rate. The computation of the 
new relative aging rate and LOL based on a single aging factor of either oxygen, moisture 
in paper, or acids in the paper is also examined.

METHODOLOGY

Seasonal Autoregressive Integrated Moving Average (SARIMA)

The forecasting of loading input parameters and ambient temperature profiles was modeled 
using SARIMA since it supported univariate data with seasonal change. The recorded actual 
loading profile, taken at 15-minute intervals over 15 days, was utilized to forecast the data 
for one year. Similar to the loading profile, the ambient temperature profile, recorded at 
1-hour intervals for seven months, was used to forecast data for one year.
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SARIMA is an enhancement based on the ARIMA model that incorporates the 
parameters of (p,d,q) × (P,D,Q)m whereby p and P represent the autoregressive and seasonal 
autoregressive orders, while d and D denote the difference and seasonal difference orders, 
respectively. Additionally, q and Q indicate the moving averages and seasonal moving 
average orders, respectively, and m stands for the seasonal period. The SARIMA is 
expressed by Equation 1 (Cabrera et al., 2013), where each term is mathematically defined 
as in Equations 2, 3, 4, and 5, respectively.

is mathematically defined as in Equations 2, 3, 4, and 5, respectively. 
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model (Cabrera et al., 2013).

Accuracy Measurement

The accuracy measurement of the forecasted loading profile and ambient temperature profile 
was conducted based on three metrics known as Mean Absolute Percentage Error (MAPE), 
Mean Absolute Error (MAE), and Root Mean Square Error (RMSE). Low MAPE, MAE, 
and RMSE indicate a well-fitted model, defined by Equations 6, 7, and 8, respectively.

Equations 6, 7, and 8, respectively. 
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Where N is the number of actual data, Yt is the actual data at time, t and 𝑌𝑌�𝑡𝑡   is the forecasted 
data at time, t.

Thermal Modelling Parameters

The thermal modeling parameters are essential as the input data to determine a transformer’s 
Top-oil Temperature (TOT) and HST based on the differential equation method. The 
thermal modeling parameters can typically be obtained from the transformer-specific 
thermal constants (Susa et al., 2005a; Susa et al., 2005b). The standard thermal modeling 
parameters can be acquired from IEC 60076-7 without specific thermal constants.

Table 1 shows the thermal modelling parameters for the transformer. The thermal 
modelling parameters were selected based on the ONAN medium and large power 
transformers as per IEC 60076-7 (Feng, 2013). The oil time constant, τo; winding time 
constant, τw; oil exponent, x; winding exponent, y; the constants, k11, k21, and k22, were 
acquired as per IEC 60076-7. The ratio of load losses (copper loss) to no-load losses (iron 
loss), R and top-oil temperature rise at rated current, ΔӨor were obtained per the temperature 
rise report. The hot-spot to top-oil temperature at rated current, ΔӨhr, was calculated based 
on Equation 9 as per IEC 60076-7 (Feng, 2013; Novkovic et al., 2022; Susa et al., 2005a).

∆𝜃𝜃ℎ𝑟𝑟 = 𝐻𝐻 × 𝑔𝑔𝑟𝑟                       [9]

Where ∆𝜃𝜃ℎ𝑟𝑟 = 𝐻𝐻 × 𝑔𝑔𝑟𝑟    is the hot-spot to top-oil temperature at rated current, H is the hot-spot factor 
while gr is the average winding to average oil gradient. The value of hot-spot factor, H 
was directly obtained from (Feng, 2013) and the average winding to average oil gradient,  

Table 1
The thermal modelling parameters 

Characteristic Parameter
Oil exponent, x 0.8
Winding exponent, y 1.3
Constant, k11 0.5
Constant, k21 2.0
Constant, k22 2.0
Oil time constant, τo 210
Winding time constant, τw 10
Ratio of load losses to no-load 
losses, R 4.66

Top-oil temperature rise at rated 
current, ΔӨor

44.07

Hot-spot to top-oil temperature at 
rated current, ΔӨhr

33.624

Time step, D3 3 minutes

gr was acquired based on the temperature 
rise report. The time step value, D3, was set 
at three minutes since it should be less than 
half the shortest winding time constant, τw 
as per IEC 60076-7 (Feng, 2013; Novkovic 
et al., 2022).

Top-Oil Temperature (TOT) and Hot-
Spot Temperature (HST) based on 
IEC60076-7

The TOT and HST were determined based 
on differential method as per IEC 60076-7 
(Feng, 2013; Novkovic et al., 2022). The 
differential method was selected for its 
adaptability to the time-varying load and 
ambient temperature (Feng, 2013). The 
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input parameters of thermal modeling forecasted loading and ambient temperature profiles 
were utilized to compute the TOT. Subsequently, the HST was computed based on the 
forecasted loading profile, ambient temperature profile and pre-determined TOT. The 
evaluation of TOT and HST was considered for a paper’s modified relative aging rate.

Relative Aging Rate

According to IEC 60076-7, the HST of 98 °C refers to the aging rate of the transformer’s inter-
turn insulation under the time and temperature effects for the NTUP (Feng, 2013; Novkovic 
et al., 2022). Furthermore, the relative aging rate, V was defined based on Equation 10.

 

V = 2(θhst -98)/6          [10] 

1
𝐷𝐷𝑃𝑃𝑒𝑒𝑒𝑒 𝑑𝑑

− 1
𝐷𝐷𝑃𝑃𝑠𝑠𝑡𝑡𝑎𝑎𝑟𝑟𝑡𝑡

= 𝐴𝐴𝑒𝑒
− 𝐸𝐸𝑎𝑎
𝑅𝑅(𝜃𝜃ℎ𝑠𝑠𝑡𝑡+273 ) × 𝑡𝑡     [11] 

            [10]

Where V is the relative aging rate for NTUP while 𝜃𝜃ℎ𝑠𝑠𝑡𝑡   is the HST in oC. It is based on 
Montsigner’s life expectancy (Feng, 2013) and Dankin’s aging rate formulas (IEEE 
Standards, 2012), simplified from the Arrhenius equation as shown in Equation 11.

 

V = 2(θhst -98)/6          [10] 

1
𝐷𝐷𝑃𝑃𝑒𝑒𝑒𝑒 𝑑𝑑

− 1
𝐷𝐷𝑃𝑃𝑠𝑠𝑡𝑡𝑎𝑎𝑟𝑟𝑡𝑡

= 𝐴𝐴𝑒𝑒
− 𝐸𝐸𝑎𝑎
𝑅𝑅(𝜃𝜃ℎ𝑠𝑠𝑡𝑡+273 ) × 𝑡𝑡     [11]       [11]

Where DPend and DPstart are the paper DP at any time, t, or the end-of-life criterion, while 
DPstart is the initial paper DP. On the other hand, A is the pre-exponential factor in 1/h; E a 
is the activation energy in kJ/mol, R is the gas constant in 8.314 J/mol/K, 𝜃𝜃ℎ𝑠𝑠𝑡𝑡   is the HST 
in oC and t is the lifetime of the insulation in an hour.

Equation 10 implies that the aging rate does not consider different aging factors, i.e., 
oxygen, moisture, and acids, and it is simply dependent on HST only. The aging rate, k of 
the insulation paper is given based on Equation 12 (Feng, 2013). The Arrhenius equation 
assumes that the degradation process of an insulation paper is controlled by the aging rate, 
k  proportional to exp(–E a/RT) .

𝑘𝑘 = 𝐴𝐴𝑒𝑒−
𝐸𝐸𝑎𝑎
𝑅𝑅𝑅𝑅    

 𝑉𝑉𝑒𝑒𝑡𝑡𝑛𝑛𝑝𝑝 ,𝑚𝑚𝑚𝑚𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑑𝑑 =
𝐴𝐴
𝐴𝐴𝑟𝑟
𝑒𝑒

1
𝑅𝑅�

𝐸𝐸𝑎𝑎𝑟𝑟
𝜃𝜃ℎ𝑠𝑠𝑡𝑡 ,𝑟𝑟+273−

𝐸𝐸𝑎𝑎
𝜃𝜃ℎ𝑠𝑠𝑡𝑡+273�

2�𝜃𝜃ℎ𝑠𝑠𝑡𝑡−98�/6    [13] 

         [12]

If an aging rate at a certain temperature, as well as the paper aging acceleration factors, 
are rated as 1.0, then the new relative aging rate, Vntup,modified can be written as Equation 13.

𝑘𝑘 = 𝐴𝐴𝑒𝑒−
𝐸𝐸𝑎𝑎
𝑅𝑅𝑅𝑅    

 𝑉𝑉𝑒𝑒𝑡𝑡𝑛𝑛𝑝𝑝 ,𝑚𝑚𝑚𝑚𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑑𝑑 =
𝐴𝐴
𝐴𝐴𝑟𝑟
𝑒𝑒

1
𝑅𝑅�

𝐸𝐸𝑎𝑎𝑟𝑟
𝜃𝜃ℎ𝑠𝑠𝑡𝑡 ,𝑟𝑟+273−

𝐸𝐸𝑎𝑎
𝜃𝜃ℎ𝑠𝑠𝑡𝑡+273�

2�𝜃𝜃ℎ𝑠𝑠𝑡𝑡−98�/6    [13]      [13]

where V n t u p , m o d i f i e d  is the new relative aging rate for NTUP, and the subscript r 
represents the rated condition. The rated relative aging rate V  = 1.0 , at this condition, was 
set according to the IEC 60076-7 approach (Feng, 2013; Novkovic et al., 2022), which 
corresponds to a temperature of 98 oC for NTUP (CIGRE Brochure 738, 2018).
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The flow chart of the modified relative aging rate based on aging factors is shown 
in Figure 1. The first step was to obtain the data of HST, 𝜃𝜃ℎ𝑠𝑠𝑡𝑡   based on the differential 
equation method in IEC 60076-7. Next, the rated condition of activation energy, Ear 
was determined based on the maximum activation energy variation (Ese et al., 2010; 
Teymouri & Vahidi, 2019; Lundgaard et al., 2008). The rated pre-exponential factor, Ar 
was obtained from Saleh et al. (2022) based on the maximum aging factors condition. 
The activation energy, Ea for each of the aging mechanisms was set based on Ese et 
al. (2010) for oxidation, while the values for hydrolysis and acid-catalyzed hydrolysis 
were set based on the average activation energies from Teymouri and Vahidi (2019) and 
Lundgaard et al. (2008), respectively. 

Figure 1. The flow chart of modified relative aging rate based on the aging factors
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Similarly, the pre-exponential factor, A  was obtained from Saleh et al. (2022) and relied 
on the types and concentrations of aging factors. All inputs were applied to the formula of 
the relative aging rate as per IEC 60076-7 (Feng, 2013; Novkovic et al., 2022), the aging 
rate under the effects of aging factors, k  and the rated condition of the aging rate, k r.  The 
aging rate according to the oxygen, moisture and acids, k modif ied was determined based 
on the ratio of k  and k r (Hosseinkhanloo et al., 2022; Novkovic et al., 2022). The modified 
relative aging rate with temperature, oxygen, moisture and acids content as a controlling 
parameter, V ntup,modif ied is the ratio between k modif ied and V .

Loss-of-Life (LOL)

The loss-of-life, L over a certain period is given by Equation 14.

𝐿𝐿 = ∫ 𝑉𝑉𝑒𝑒𝑡𝑡𝑛𝑛𝑝𝑝 ,𝑚𝑚𝑚𝑚𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑑𝑑  𝑑𝑑𝑡𝑡 𝑡𝑡2
𝑡𝑡1

 or 𝐿𝐿 ≈ ∑ 𝑉𝑉𝑒𝑒𝑡𝑡𝑛𝑛𝑝𝑝 ,𝑚𝑚𝑚𝑚𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑑𝑑 𝑡𝑡𝑒𝑒𝑁𝑁
𝑒𝑒=1      [14]

where V ntup,modif ied is the relative aging rate during interval according to Equation 13, 
t n is the nth time interval, n is the number of each time interval, and N is the total number 
of intervals during the period.

RESULTS AND ANALYSIS

Forecasting of Transformer Loading and Ambient Temperature Profile

The loading profile of an ONAN transformer with voltage and power ratings of 132/33 
kV and 60 MVA is shown in Figure 2. The actual loading profile was obtained based on 
the interval of 15 minutes for a duration of up to 15 days. Next, the loading profile was 
forecasted up to 24 steps to obtain one year of data. The accuracy measurement based on 
MAPE, MAE, and RMSE was utilized to determine the best SARIMA model for each 

Figure 2. The loading profile of the ONAN transformer for one year
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Table 2
The best mode of the SARIMA model for forecasted loading profile

Forecasting Model (p,d,q)x(P,D,Q)672 MAPE MAE RMSE
1-step ahead 010×110 0.1376 0.0375 0.0788
2-steps ahead 112×110 0.2206 0.0643 0.1089
3-steps ahead 112×110 0.2219 0.0657 0.1090
4-steps ahead 112×110 0.2368 0.0725 0.1145
5-steps ahead 112×110 0.2405 0.0746 0.1172
6-steps ahead 112×110 0.1421 0.0445 0.0809
7-steps ahead 112×110 0.0611 0.0183 0.0254
8-steps ahead 010×110 0.1376 0.0375 0.0788
9-steps ahead 112×110 0.2206 0.0643 0.1089
10-steps ahead 112×110 0.2219 0.0657 0.1090
11-steps ahead 112×110 0.2368 0.0725 0.1145
12-steps ahead 112×110 0.2405 0.0746 0.1172
13-steps ahead 112×110 0.1421 0.0445 0.0809
14-steps ahead 112×110 0.0611 0.0183 0.0254
15-steps ahead 010×110 0.1376 0.0375 0.0788
16-steps ahead 112×110 0.2206 0.0643 0.1089
17-steps ahead 112×110 0.2219 0.0657 0.1090
18-steps ahead 112×110 0.2368 0.0725 0.1145
19-steps ahead 112×110 0.2405 0.0746 0.1172
20-steps ahead 112×110 0.1421 0.0445 0.0809
21-steps ahead 112×110 0.0611 0.0183 0.0254
22-steps ahead 010×110 0.1376 0.0375 0.0788
23-steps ahead 112×110 0.2206 0.0643 0.1089
24-steps ahead 112×110 0.2033 0.0669 0.1058

predicted loading profile, as seen in Table 2 (Saleh et al., 2021). MAPE, MAE and RMSE 
indicate the errors between the actual and forecasted data. The forecasted loading profile, 
validated by comparison with the actual loading profile, shows that the MAPE, MAE, and 
RMSE are less than 10% (Saleh et al., 2021).

Figure 3 shows the ambient temperature profile recorded at one-hour intervals for seven 
months. The best modes of the SARIMA model for each forecasted ambient temperature 
profile are shown in Table 3. The comparison between the forecasted and the actual ambient 
temperature profiles based on the MAPE, MAE, and RMSE are below 10%, signifying a 
high level of accuracy.

Top-Oil Temperature (TOT) and Hot-Spot Temperature (HST)

The TOT profile based on the predicted ambient temperature profile and loading profile is 
depicted in Figure 4. The highest value of TOT is 54.6°C, while the lowest TOT is 36°C. 
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The average TOT is 43.2°C. The HST was computed based on the forecasted loading 
profile, ambient temperature profile and TOT shown in Figure 5. The highest predicted 
HST is 68.1oC, whereas the lowest HST is 39.5oC. The average HST is 50.2oC for one 
year.

Figure 3. The ambient temperature profile of ONAN transformer for one year

Table 3
The best mode of the SARIMA model for forecasted ambient temperature profile

Forecasting Model (p,d,q)x(P,D,Q)168 MAPE MAE RMSE
1-step ahead 000×231 0.0607 1.6778 2.3417
2-steps ahead 000×132 0.0512 1.4447 2.0065

Note. For each 1-step ahead of forecasting, it is equal to 3.5 months or 14 weeks
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Figure 4. The TOT profile of ONAN transformer for one year
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Loss-of-Life (LOL) with Different 
Oxygen Concentrations

The relative aging rate of a transformer 
at different oxygen concentrations and 
moisture in paper less than 0.5% is shown 
in Figures 6(a) to 6(c). The corresponding 
pre-exponential factor was obtained for each 
oxygen concentration (Saleh et al., 2022). 
The activation energy was 74 kJ/mol, while 
the oxygen concentration was varied. The 
rated pre-exponential factor was set once 

Figure 5. The HST profile of the ONAN transformer for one year
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Figure 6. The relative aging rate of a transformer at moisture less than 0.5% under oxygen concentration 
of (a) 12,000 ppm, (b) 21,000 ppm, and (c) 30,000 ppm 
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the oxygen concentration of 30,000 ppm was reached (CIGRE Brochure 738, 2018). The 
increment of oxygen concentration causes the average and highest relative aging rate to 
increase linearly (Table 4).

Table 4
The average and highest relative aging rate of a transformer at different oxygen concentrations and moisture 
less than 0.5%

Oxygen concentration, P (ppm) Average relative ageing rate Highest relative ageing rate
12,000 0.1259 0.1665
21,000 3.7094 4.9082
30,000 7.2929 9.6500

(a)

(b) (c)
Figure 7. The LOL of a transformer at moisture less than 0.5% under oxygen concentration of (a) 12,000 ppm, 
(b) 21,000 ppm, and (c) 30,000 ppm

For each of the increasing steps, The 
LOL at different oxygen concentrations 
and moisture in paper less than 0.5% 
exponentially increases with time, as shown 
in Figures 7(a) to 7(c). The increment of 
oxygen concentration from 12,000 ppm to 
21,000 ppm causes the LOL to increase by 
29.5 (Table 5). The LOL factor increases 
to two when the oxygen concentration 
increases from 21,000 ppm to 30,000 
ppm. Overall, the oxygen concentration 
increments from 12,000 ppm to 30,000 ppm, 
incrementing the LOL factor by 57.9.
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Loss-of-Life (LOL) with Different Moisture Contents

The pre-exponential factors for the moisture in the paper of 1%, 3%, and 5% were utilized 
based on Saleh et al. (2022) to determine the relative aging rate of a transformer. The factor 
was determined based on the low oxygen concentration, i.e., less than 7,000 ppm. The 
transformer’s relative aging rate at various moisture contents under low oxygen concentration 

Table 5
The accumulated LOL value for a transformer at different oxygen concentrations and moisture less than 0.5% 

Oxygen concentration, P (ppm) Loss-of-Life  (minutes) Loss-of-Life (days) Loss-of-Life (years)
12,000 6.6152 × 104 45.9392 ≈ 0.1
21,000 1.9496 × 106 1.3539 × 103 ≈ 4
30,000 3.8331 × 106 2.6619 × 103 ≈ 7

(a)

(b) (c)

Figure 8. The relative aging rate of a transformer at low oxygen concentration under moisture content of (a) 
1.0%, (b) 3.0%, and (c) 5.0%

is depicted in Figures 8(a) to 8(c). The 
activation energy for different moisture 
content was set to 120 kJ/mol, while the rated 
activation energy was set to 130 kJ/mol since 
it represents a hydrolysis aging mechanism 
(Teymouri & Vahidi, 2019). The moisture 
content of the rated pre-exponential factor 
was 5.0%, indicating wet conditions (Arshad 
& Islam, 2011). The average and highest 
relative aging rate increases approximately 
linear once there is an increment of moisture 
content in the paper (Table 6).
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Table 6
The average and highest relative aging rate of a transformer at various moisture content under a low oxygen 
concentration

Moisture content, w (%) Average relative aging rate Highest relative aging rate
1.0 1.3058 1.7423
3.0 7.6677 10.2307
5.0 20.0407 26.7394

Figure 9. The LOL of a transformer at low oxygen concentration under moisture content of (a) 1.0%, (b) 
3.0%, and (c) 5.0% 

(a)

(b) (c)

Table 7
The accumulated LOL value for a transformer at various moisture content under low oxygen concentration  

Moisture content, w (%) Loss-of-Life  (minutes) Loss-of-Life (days) Loss-of-Life (years)
1.0 6.8633 × 105 476.6153 ≈ 1
3.0 4.0302 × 106 2.7987 × 103 ≈ 8
5.0 1.0533 × 107 7.3148 × 103 ≈ 20

The LOL of a transformer at various 
moisture content in the paper under low 
oxygen concentrations is shown in Figure 
9(a) to (c). The LOL of a transformer 
increases over one year once the moisture 
content increases from 1.0% to 5.0%. The 
LOL increases exponentially with time for 
each of the increasing step intervals. The 
increment of moisture content from 1% to 3% 
causes the LOL to increase by 5.9 (Table 7). 
The LOL factor increases further by 2.6 once 
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the moisture content increases from 3% to 5%. The LOL factor increases by 15.3 once the 
moisture content increases from 1% to 5%.

Loss-of-Life (LOL) with Acids

The pre-exponential factors for LMA and HMA were obtained based on Saleh et al. (2022). 
These factors were chosen at a moisture content of 1% for both acids while the activation 
energy was 95 kJ/mol. The pre-exponential factor of LMA at 5% of moisture content 
was used for the rated condition. The rated activation energy was set to 105 kJ/mol. The 
relative aging rate for a transformer under LMA and HMA with 1% moisture content can 
be observed in Figures 10 and 11, respectively. The recorded average and highest relative 
aging rate for a transformer under LMA and HMA at 1% of moisture content is shown in 
Table 8. The HMA has a lower average and highest relative aging rates as compared to 
the LMA.

The LOL of a transformer under LMA and HMA at 1% of moisture content are shown 
in Figures 12 and 13. The LOL of a transformer under LMA is high, and it can cause a 
higher impact on paper degradation as compared to the HMA. The LOL rises exponentially 
with increasing step intervals over one year. The LOL increases by a factor of 11.6 for 
LMA relative to the HMA at a moisture content of 1% (Table 9).

Table 8
The average and highest relative aging rate for a transformer under LMA and HMA at 1% of moisture content 

Moisture content, w (%) Type of acids Average relative aging rate Highest relative aging rate

1.0
LMA 3.8858 4.0635
HMA 0.3352 0.3505

Figure 10. The relative aging rate of a transformer under LMA at the moisture content of 1%
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Figure 11. The relative aging rate of a transformer under HMA at the moisture content of 1%
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Table 9
The accumulated LOL of a transformer under LMA and HMA at the moisture of 1% 

Moisture content, w (%) Type of acids Loss-of-Life  
(minutes)

Loss-of-Life 
(days)

Loss-of-Life 
(years)

1.0
LMA 2.0424 × 106 1418.3241 ≈ 4
HMA 1.7616 × 105 122.3365 ≈ 0.3

Figure 12. The LOL of a transformer under LMA at the moisture content of 1%
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DISCUSSION

Based on the current study, the LOL under the effects of oxygen, moisture, LMA and HMA 
increases exponentially throughout one year of duration. The LOL increases linearly due 
to the small range between each time step and the large range between the initial and final 
computations. The LOL under LMA gives the most impact compared to another factor since 
it is known to react together with moisture to enhance the hydrolysis mechanism (CIGRE 
Brochure 323, 2007; Lundgaard et al., 2008). The increment of oxygen concentration up to 
1,000 ppm can cause the LOL of a transformer to increase by factors between one and four. 

The increment of moisture content in paper to 0.5% can cause an increment of LOL by 
factors between one and two. As the oxygen concentration and moisture content increase, 
the factor decreases. The decreasing factor means that the transformer’s life will continue 
to gradually decline until it reaches zero, which means the transformer is at the very end of 
its life and can no longer be used. For an NTUP, it is obvious that the moisture can cause 
a higher impact on the transformer’s LOL as compared to the oxygen (CIGRE Brochure 
323, 2007; Hosseinkhanloo et al., 2022). It is apparent that the assessment of transformer 
LOL depends not only on the loading, ambient temperature, and HST but also on the aging 
factor and mechanism reaction of a transformer.

The comparison of LOL based on different effects of the aging factor for a transformer 
can be seen in Figure 14. The LOL, for one year of duration based on temperature is the 
lowest, at only two days. In contrast, the LOL under moisture content of 5% at low oxygen 
concentration gives the highest LOL for one year. The factor of LOL is 20.5 for 12,000 
ppm of oxygen concentration relative to the function of temperature at moisture less than 

Figure 13. The LOL of a transformer under HMA at the moisture content of 1%
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0.5%. The oxygen concentration of 21,000 ppm and 30,000 ppm relative to the function of 
temperature yields the factor of 602.8 and 1185.2. The factors of LOL at 1%, 3%, and 5% 
of moisture content relative to the function of temperature under low oxygen concentration 
are 212.2, 1246.1, and 3256.8. The factor of LOL for LMA with regard to the temperature 
at 1% of moisture content is 631.5. On the other hand, the LOL factor for HMA relative to 
the function of temperature at 1% of moisture content is 54.5. Based on Figure 14, LMA 
at 1% moisture content results in higher LOL for the one-year duration compared to LOL 
under 1% moisture content at low oxygen concentration.
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CONCLUSION

It is apparent that with the newly developed relative aging rate, the LMA has the most 
significant impact on the transformer’s LOL, followed by moisture, oxygen, and HMA. 
Based on the current study, the LOL increases with increasing oxygen concentration from 
12,000 ppm to 30,000 ppm. The increment of moisture content from 0.5% to 5% also 
increases the LOL of a transformer. The LOL of a transformer increases exponentially with 
time for each increasing step interval regardless of the presence of any aging factors. LMA 
has a higher impact than HMA, leading to 1,418 days of LOL compared to 122 days of 
LOL. The transformer’s LOL in days increases proportionally in the presence of oxygen 
concentration and moisture content. The impact of oxygen on a transformer’s LOL is low 
compared to moisture and LMA for the NTUP.
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Figure 14. The comparison of LOL based on different effects of the aging factor
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ABSTRACT

In this study, waste cooking oil (WCO) with high free fatty acid (FFA) content was 
esterified to produce biodiesel, and the catalysts’ performance was investigated. Two deep 
eutectic solvents (DESs) were employed as the liquid catalysts (K2CO3-Gly and KOH-
Gly), while the solid heterogeneous catalysts used were spent bleaching earth (SBE), 
KCC-1, and Na/KCC-1. DESs were prepared by mixing at reaction temperature and time 
of 80°C and 120 min, respectively. The American Standard Testing Method (ASTM) D974 
determined the acid value. The catalysts were first screened for their catalytic activity 
in WCO esterification. The parameters investigated in this study were oil-to-methanol 

molar ratio, catalyst loading, reaction time, 
and temperature. The highest conversion 
(94.7%) was obtained using Na/KCC-1. The 
performance of solid and liquid catalysts 
was evaluated using KOH-Gly and SBE for 
the reduction of FFA in WCO under different 
conditions of oil-to-methanol molar ratio 
(1:6–1:10), catalysts loading (0.2–2.0 g), 
reaction time (30–60 min), and temperature 
(40–100°C). The highest reduction of FFA in 
the esterification process for KOH-Gly and 
SBE as catalysts was 97.74% and 84.2%, 
respectively. Transesterification of the 
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esterified oil shows a promising result (97%), and the process can potentially be scaled up. 
The GC-MS result shows that the produced oil has the highest percentage of hexadecanoic 
acid and methyl ester.

Keywords: Biodiesel, deep eutectic solvents, heterogeneous catalysts, waste cooking oil

INTRODUCTION 

The requirement and demand for energy have been driven by fossil resource consumption, 
which negatively affects the environment and causes global warming issues (Aziz et al., 
2017). Fossil fuels are known as limited energy sources due to the impact of climate change. 
Thus, renewable fuels are preferred to overcome the issue of increasing energy (Bobadilla 
et al., 2017; Japar et al., 2019; Rahman & Aziz, 2022). Biodiesel, produced from renewable 
feedstock, has received much attention worldwide in the energy sector (Nguyen et al., 
2020; Aziz et al., 2019). Among the feedstock for biodiesel production includes animal 
fats, both edible and non-edible oils, as well as waste vegetable oils (Yusuff & Popoola, 
2019; Rahman et al., 2019). High unsaturated fatty acid content is one of the main issues 
for most non-edible feedstock because two consecutive processes, namely esterification and 
transesterification, are required to deal with non-edible feedstock with high free fatty acid 
(FFA) content to produce biodiesel (Chuah et al., 2016., Azhar et al., 2021). Nowadays, 
waste cooking oil (WCO) has the economic advantage and potential to become the oil 
feedstock for biodiesel production. Reusing WCO is a good practice to prevent homes and 
restaurants from dumping WCO into wastewater (Razali et al., 2018; Razali et al., 2020).

Deep eutectic solvents (DESs) are mixtures of hydrogen bond donors with hydrogen 
bond acceptor materials. These mixtures have lower melting points than their constituting 
compounds (Shahbaz et al., 2013; Fatt et al., 2021). The development of DESs as low-cost 
and environmentally friendly solvents has several major advantages over conventional 
ionic liquids and organic solvents, such as sample preparation, low cost, low toxicity, and 
high biodegradability (Taslim et al., 2017; Ismail et al., 2019), and DESs have been used 
as biodiesel catalysts. Previous research revealed that various types of DESs were used 
in biodiesel production. Hayyan et al. (2014) utilized choline chloride (ChCl)-based DES 
as the catalyst to pretreat acidic crude palm oil in biodiesel synthesis. ChCl-based DESs 
were used to convert Pongamia pinnata into biodiesel (Kadapure et al., 2017; Isa et al., 
2017; Dahawi et al., 2019). 

The use of potassium carbonate (K2CO3)-based DESs have been applied for biodiesel 
synthesis, for example, in the biodiesel purification step (Manurung, Arief et al., 2018) 
and the extraction of minor components in palm methyl ester (Manurung & Liang, 2018). 
K2CO3-based DES was utilized to purify palm biodiesel, where the purity of biodiesel of 
98.6453% was achieved using a biodiesel-to-DES ratio of 1:3.5 (Manurung, Hutauruk et al., 
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2018). Other than that, Sander et al. used K2CO3-based DES to catalyze the deacidification 
of waste coffee grounds oil. A potassium-based DES was successfully used to extract FFA 
from waste coffee grounds oil (WCGO) and fresh coffee grounds oil (FCGO). The total acid 
number of WCGO and FCGO was lower than 1 mg KOH/g for 30 min reaction time using 
extractive deacidification with K2CO3-based DES. The extraction efficiency ranged from 
86.18% to 94.15% (Sander et al., 2020; Azahar et al., 2023). Recently, K2CO3-based DES 
was used to purify waste cooking oil to avoid saponification during biodiesel synthesis. The 
total acid value decreased from 2.362 to 0.574 mg KOH/g in 30 min (Petračić et al., 2020).

Solid catalysts are a general type of heterogeneous catalyst, and their activity and 
selectivity determine their performance in catalyzing a reaction. Currently, many industries 
use heterogeneous catalysts that offer many advantages and are environmentally friendly, 
including non-corrosive, easily separated from the product through filtration, and can be 
used repeatedly over a long period (Sumarlan & Mentari, 2020; Mahmud et al., 2019). In a 
study of esterification of rapeseed oil fatty acids (RFA) using a carbon-based heterogeneous 
acid catalyst, biodiesel with an ester content of ≥ 96.5% was successfully obtained from 
pure RFA under optimal esterification conditions (Malins et al., 2016). Spent bleaching 
earth (SBE) was previously used in biodiesel production (Petračić et al., 2020; Sumarlan 
& Mentari, 2020), but fewer studies of biodiesel production use SBE and KCC-1 as 
catalysts. Thus, using SBE and mesoporous silica KCC-1 as biodiesel catalysts provides 
an opportunity to explore biodiesel synthesis.

Therefore, this study investigates the performance of various catalysts in the 
esterification of waste cooking oil (WCO) for biodiesel production. This work reduced 
the FFA content in WCO via the esterification process using various DES and solid 
catalysts. The DESs used in this study were potassium carbonate-glycerol (K2CO3-Gly) and 
potassium hydroxide-glycerol (KOH-Gly). Meanwhile, the solid catalysts used were KCC-
1, modified KCC-1 (Na/KCC-1), and SBE. Free fatty acid conversion will be determined 
using titration in compliance with American Standard Testing Method (ASTM) D974. The 
transesterification process for the highest conversion from treated waste cooking oil will 
be performed with potassium hydroxide as a catalyst. 

MATERIALS AND METHODS

Catalyst Preparation

Deep Eutectic Solvents. Potassium carbonate (K2CO3) and potassium hydroxide (KOH) 
were used to synthesize DESs using glycerol as a hydrogen bond donor. The DESs 
used in this work were synthesized following previous work (Herman, Isa et al., 2021; 
Chandraseagar et al.,2019). Glycerol was added to K2CO3 with a mass ratio of 20:1 and 
homogeneously mixed for 120 min at 80 °C until a clear colorless mixture formed. Similar 
procedures were repeated using KOH for DES synthesis. A vacuum desiccator was used to 
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store the resultant K2CO3-Gly and KOH-Gly to preserve the physicochemical properties 
of the catalysts.

Solid Catalysts. The microwave-assisted hydrothermal method was used to synthesize 
parent KCC-1, as Hamid et al. (2018) reported, whereas Na/KCC-1 was prepared by our 
research collaborators (Hanif et al., 2021). KCC-1 and SBE were supplied by Universiti 
Teknologi Malaysia and used as received. 

Characterization of Catalyst Samples. The following procedures explain the 
characterization of SBE. An X-ray diffractometer (Shimadzu 6000 XRD) was utilized to 
evaluate the crystalline phase of the samples. The measurements were performed using Cu-
Kα radiation (λ = 1.5418 Å) in the range of 20–80° in 2θ at an accelerating voltage of 40 kV 
and an intensity of 30 mA. The data was collected at 0.02° intervals and a speed of 2° min-1. 
A Perkin-Elmer Spectrum 65 spectrometer was used to analyze Fourier transform infrared 
(FTIR) spectroscopy and identify the functional groups introduced onto the catalysts. Hanif 
et al. (2021) reported the characterization of Na/KCC-1 in the previous study. 

Table 1
Conditions of solid and liquid catalysts in the 
esterification process

Parameter Conditions
Oil-to-methanol molar 
ratio, OMMR

1:6, 1:8, and 1:10

Catalyst loading, CL (g) 0.8, 1.2, 1.6, and 2.0
Reaction time, RT (min) 30, 45, and 60
Temperature, T (°C) 40, 60, 80, and 100

Esterification of Waste Cooking Oil. The 
WCO utilized in this process was collected 
from restaurants in Perlis, Malaysia. The 
conditions used for the esterification process 
are presented in Table 1. The sample size of 
WCO was kept constant at 40 g for every 
reaction of the experiment. The esterification 
reaction was performed in a 250 ml reaction 
flask equipped with a magnetic stirrer and 
thermometer. DESs as catalysts were dissolved in methanol and mixed with oil in the 
reaction flask. Meanwhile, the selected catalysts were added to the preheated oil for solid 
catalysts, and the mixture was stirred continuously at 600 rpm. Temperature was monitored 
using a thermometer. After the reaction, the liquid mixture was separated from the catalyst 
using a simple centrifuge.

Titration was applied to determine the FFA content of the tested samples. The samples 
were titrated with 0.1 N KOH after they were dissolved in a mixture of isopropyl alcohol and 
phenolphthalein. The equation reported by Thoai et al. (2019) was employed to determine 
the FFA conversion and acid value. Experimental works were replicated three times.

Transesterification of Treated WCO. The SBE and KOH-Gly treated oils were used 
in the transesterification process catalyzed by KOH. The transesterification conditions 
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employed were oil-to-methanol molar ratio (1:6), catalyst loading (0.55 wt.%), reaction 
time (60 min), and temperature (65 °C). The KOH-based catalyst was first dissolved in 
methanol and stirred at room temperature for three minutes while treated oil was heated 
in a round bottom flask. When the treated oil reached the temperature of 65˚C, potassium 
methoxide was mixed into the oil for one hour of reaction time. After that, the mixture 
was poured into a separating funnel. The ester layer was separated by gravity and located 
at the upper layer. The glycerol, extra methanol and undesired products were removed in 
the lower layer. The ester layer was washed several times with a small amount of hot water 
until it met the requirements. 

The ester layer was analyzed using gas chromatography-mass spectrometry to identify 
the ester component produced in the sample. The stoichiometry of the transesterification 
reaction requires 3 mol of alcohol per mol of triglyceride to yield 3 mol of alkyl ester 
biodiesel and 1 mol of glycerol. The biodiesel and reaction for FAME conversions were 
calculated using Equation 1 (Changmai et al., 2020). 

𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌 𝑜𝑜𝑜𝑜 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 (%) =  
𝑊𝑊𝑌𝑌𝑌𝑌𝑊𝑊ℎ𝑡𝑡 𝑜𝑜𝑜𝑜 𝑚𝑚𝑌𝑌𝑡𝑡ℎ𝑦𝑦𝑌𝑌 𝑌𝑌𝑒𝑒𝑡𝑡𝑌𝑌𝑒𝑒 (𝑊𝑊)

𝑊𝑊𝑌𝑌𝑌𝑌𝑊𝑊ℎ𝑡𝑡 𝑜𝑜𝑜𝑜 𝑜𝑜𝑌𝑌𝑌𝑌 𝑢𝑢𝑒𝑒𝑌𝑌𝑌𝑌 𝑌𝑌𝑖𝑖 𝑒𝑒𝑌𝑌𝑟𝑟𝑟𝑟𝑡𝑡𝑌𝑌𝑜𝑜𝑖𝑖 (𝑊𝑊)
 × 100%  (1)

RESULTS AND DISCUSSION

Characteristics of Catalysts 

Parent KCC-1 and Na/KCC-1 were characterized in the previous work of our research group 
and reported by Hanif et al. (2021). Figure 1 presents the results of the X-ray diffraction 
(XRD) analysis of SBE. 

Figure 1. XRD pattern of SBE
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A partially amorphous phase with ten obvious peaks of montmorillonite, cristobalite, 
and quartz can be seen in the SBE sample. Raw SBE mainly contains quartz that is obtained 
at the peak of the crystalline quartz impurities (SiO2). The presence of montmorillonite 
in SBE proved that it could act as a relative catalyst to lower the FFA content in WCO 
esterification (Kanda et al., 2017; Ismail et al., 2021). The presence of montmorillonite in 
SBE patterns also aligns with the result of FTIR obtained (Figure 2). 

Figure 2 shows the FTIR result consisting of various vibration and absorption bands. 
The vibration bands observed in SBE at 3214 cm-1 correspond to the O-H stretching of 
structural hydroxyl groups and hydration water molecules, respectively, indicating the 
possibility of the hydroxyl linkage. Also, a strong stretching vibration band of CH2-CH3 
was observed at 2923 cm-1 in SBE, indicating saturated carbonaceous oil chains and FFAs 
in SBE. The broad band at 1464 cm-1  in the FTIR spectrum of SBE represents C-H bending, 
showing high oil content in SBE. A strong adsorption bank in the region of 1649 cm-1 in SBE 
indicates O-H bending vibrations of physisorbed water molecules, proving the presence of 
Brønsted acid sites in SBE due to hydration. Absorption bands Si-O and Si-O-Al at 969 
cm-1 confirm the montmorillonite structure in SBE. The band at 643 cm-1 of SBE probably 
indicates the presence of Al-O impurities and out-of-the-plane Si-O coupling, also known 
as cristobalite (Kanda et al., 2017). 

Figure 2. FTIR analysis of SBE
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Screening The Effect of Solid Catalysts in Waste Cooking Oil Esterification. Figure 3 
shows the effect of the type catalyst used on the FFA conversion of WCO, where the oil-to-
methanol molar ratio, reaction time, catalyst loading, and temperature were fixed at 1:10, 60 
min, 2 g, and 60 °C, respectively. The parameters were set according to the preliminary study 
in the laboratory and were found suitable for screening purposes. The FFA conversion was 
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obtained in the 76%–94% range. The lowest 
and highest conversions were obtained using 
KCC-1 (76.7%) and Na/KCC-1 (94.66%). 

Although WCO esterification using 
solid catalysts has been reported in many 
studies (Sumarlan & Mentari, 2020; Malins 
et al., 2016; Aziz et al., 2017), the use of 
KCC-1 and Na/KCC-1 as catalysts for 
esterification is still new, and they offer 
interesting prospects to explore for the 
next study. The use of Na/KCC-1 in this 
study demonstrated the efficiency of the 
catalyst as the FFA conversion exceeded 
90%. Although the combination of Na/
KCC-1 showed a promising result, due to 

Figure 3. FFA conversion of WCO for screening 
of solid catalysts at 60 min, 60 °C, and 1:10 oil-to-
methanol molar ratio (Replicated three times with 
standard deviation of 0.20–0.25)
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the limited sample of KCC-1, the comparison of solid and liquid catalysts with SBE as a 
catalyst was pursued. The combination of Na/KCC-1 will be investigated in the next study.

Screening the Effect of DESs and Comparing the Performance of DESs and Solid 
Catalysts in WCO Esterification. The FFA conversion in WCO using DESs as catalysts 
with a constant loading of 2 g is shown in Figure 4. High FFA conversion was obtained 
using KOH-Gly (90.26%) compared to 87.65% using K2CO3-Gly. The two layers of the 
final product were obtained from the esterification of WCO and DES. The separation of 

Figure 4. FFA conversion of WCO for screening of 
DESs at 60 min, 60°C, and 1:10 oil-to-methanol molar 
ratio (Replicated three times with standard deviation 
of 0.20–0.25)
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the product was easier compared to solid 
catalysts. It was reported that biodiesel 
yield increased in the presence of DESs 
(Kadapuri et al., 2017). K2CO3-based DESs 
(Pourvusughi, 2012; Malins et al., 2016) and 
KOH-based DESs (Herman, Mukhrofun et 
al., 2021) were previously used in several 
studies for biodiesel production.

The performance of DESs and solid 
catalysts is shown in Table 2. Similar 
works from previous studies have proven 
the efficiency of reducing acid values using 
solid catalysts and DESs. A sulfonated 
carbon-based catalyst prepared using 
bamboo and palm kernel shell was used to 

K2CO3 - Gly
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esterify palm fatty acid distillate (PFAD), 
and the acid value obtained was lower than 
the maximum threshold (0.45 mg KOH/g) 
(Farabi et al., 2019). This study obtained 
the highest reduction using KOH-Gly and 
Na/KCC-1 with 0.81 and 0.45 mg KOH/g, 
respectively. KCC-1 recorded the lowest 
FFA reduction for this work.

Comparison of the Effect of SBE and 
DES as Catalysts

Table 2 
Acid value after WCO esterification

Sample Catalyst Acid Value 
(mg KOH/g)

WCO

Blank 8.42
KCC-1 1.96

SBE 1.43
K2CO3-Gly 1.04
KOH-Gly 0.81
Na/KCC-1 0.45

Effect of Catalyst Loading. Figure 5 shows the relationship between FFA conversion 
and catalyst loading, while the oil-to-methanol molar ratio, reaction time, and temperature 
were fixed at 1:10, 60 min, and 60°C, respectively. The FFA conversion using KOH-Gly 
and SBE increased from 34.32% to 83.49% and 78.62% to 79.57%, respectively, as the 
catalysts loading increased from 0.8 g to 2.0 g. The significant increase in the conversion 
shows that the amount of catalyst dosage influences the FFA conversion in this reaction 
process (Alhassan et al., 2015). The increase in fatty acid methyl ester (FAME) yield can 
be attributed to higher viscosity with higher CL, which reduces the diffusion of a three-
phase system (methanol-oil-catalyst) (Ali et al., 2020). A similar trend in the esterification 
of PFAD was reported by Chongkhong et al. (2007). 

Figure 5. Effect of catalyst loading on FFA conversion at 60 min, 60°C, and 1:10 oil-to-methanol molar ratio 
using (a) KOH-Gly and (b) SBE catalysts (Replicated three times with standard deviation of 0.20–0.25)
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Effect of Oil-to-Methanol Molar Ratio. Figure 6 illustrates the effect of the oil-to-
methanol molar ratio on FFA conversion at 60 min and 60°C. Figure 6 shows high 
conversion is possible with a high oil-to-methanol molar ratio. The FFA conversion using 
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KOH-Gly increased at the ratio of 1:6 and continued to increase at the ratios of 1:8 and 
1:10. The highest conversion for KOH-Gly was 97.74% at the ratio of 1:10. Meanwhile, 
the FFA conversion using SBE ranged between 78% and 83%. The Le Chatelier principle 
can be used to explain the upward trend in conversion. Increased methanol concentration 
resulted in a higher final conversion of FFA to methyl ester (Al-Sakkari et al., 2017). A 
previous study demonstrated that increasing the molar ratio to 1:18 increased the FFA 
conversion (Gan et al., 2009). Furthermore, increasing the oil-to-methanol molar ratio 
reduces the viscosity of the reaction mixture from a mass transfer standpoint. It improves 
the mixing of reactants and catalysts, resulting in a higher conversion in a given period 
due to the increasing mass transfer rate (Gan et al., 2010).

Figure 6. Effect of oil-to-methanol molar ratio on FFA conversion at 60 min, 60°C, and 2 g of catalyst loading 
using (a) KOH-Gly and (b) SBE catalysts (Replicated three times with standard deviation of 0.20–0.25)
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Effect of Temperature. Figure 7 presents the study’s results on the effect of temperature 
at 40, 60, 80, and 100°C for the oil-to-methanol molar ratio of 1:10 and reaction time of 
60 min. From the Figure 7, higher FFA conversion rates are achieved at higher reaction 
times because esterification is endothermic (Bhatia et al., 2020). Furthermore, due to 
the agitation effect, a pseudo-homogeneous reaction mixture is produced after methanol 
droplets are broken. 

Esterification should be conducted at a temperature lower than 65°C to avoid excessive 
methanol evaporation, which can induce the backward reaction and lower the conversion 
reaction (Al-Sakkari et al., 2020). A previous study did not observe a significant change 
in FFA conversion when the temperature was increased from 65°C to 85°C. The FFA 
conversion exceeded 90% at the optimized temperature of 65°C (Farabi et al., 2019). 
However, some studies have shown a similar trend to the current study, in which a higher 
conversion of FFA was obtained at a temperature of more than 65 °C. The dissolution 
follows the diffusion of FFA toward the catalyst in methanol. Subsequently, the penetration 
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of FFA inside the pores of the catalyst enables the FFA to undergo catalysis on the inner 
and outer surfaces (Boffito et al., 2013). As the viscosity of WCO drops, better mixing can 
be achieved between reactants and catalysts (Gan et al., 2010). 

Effect of Reaction Time. The effect of reaction time on FFA conversion was studied by 
varying the reaction time from 30 to 60 min while other parameters were fixed. Figure 8 
shows the FFA conversion of WCO. From the results, the FFA conversion increases with 
reaction time.

The oil-methanol immiscibility at the beginning of esterification influences the increase 
in FFA conversion with time (Rabie et al., 2019; Sofi et al., 2019). Hence, in this work, the 
maximum yields of 97.74% and 83.49% were obtained in 60 min at 100°C for the reaction 
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Figure 7. Effect of temperature on FFA conversion at 60 min, 1:10 oil-to-methanol molar ratio, and 2 g of 
catalyst loading using (a) KOH-Gly and (b) SBE catalysts (Replicated three times with standard deviation of 
0.20–0.25)

Figure 8. Effect of reaction time on FFA conversion at 60°C, 1:10 oil-to- methanol molar ratio, and 2 g of catalyst 
loading using (a) KOH-Gly and (b) SBE catalysts (Replicated three times with standard deviation of 0.20–0.25)
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catalyzed by KOH-Gly and SBE, respectively. However, based on the results, 30 min is a 
suitable time for the esterification process because no significant increment was observed 
for FFA conversion of WCO at prolonged reaction times.

Transesterification of Treated WCO. The oil treated with KOH-Gly and SBE was used 
as the feedstock for biodiesel production via transesterification. The process was performed 
under similar conditions (1:6 oil-to-methanol molar ratio, 0.55 wt.% KOH, 1 h, and 65°C). 
High conversion of FAME was obtained in the 90%–97% range for KOH-Gly-treated oil 
and 80%–85% for SBE-treated oil.

Gas chromatography-mass spectrometry was utilized to identify the chemical 
composition of the biodiesel produced from the treated oil. Five main chemical compositions 
were analyzed: ester, acid, alcohol, ketone, and phenol. The analysis determined that the 
chemical composition of biodiesel from the treated oil using KOH-Gly was 98.54% ester, 
0.22% acid, 0.03% alcohol, 0.02 phenol, 0.1% ketone, and 1.09% other compounds. 
Meanwhile, the biodiesel produced from the treated oil using SBE indicated 98.41% ester, 
0.23% acid, 0.37% alcohol, 0.04% phenol, 0.11% ketone, and 0.84% other compounds. The 
composition of FAME produced from the treated oil using KOH-Gly and SBE is given in 
Table 3. Each biodiesel’s highest fatty acid composition is hexadecanoic acid methyl ester, 
which is naturally present in crude palm oil and is the feedstock’s source. 

Table 3 
Composition of FAME

Fatty Acid Formula
Composition of Methyl Ester (%)

KOH-Gly Biodiesel SBE Biodiesel
Dodecanoic acid, methyl ester C13H26O2 0.56 0.64
Methyl tetradecanoate C15H30O2 2.07 2.44
9-Hexadecenoic acid, methyl ester, (Z)- C17H32O2 0.95 1.04
Hexadecanoic acid, methyl ester C17H34O2 60.24 58.78
Tetradecanoic acid, 2,3-dihydroxy propyl ester C17H34O4 0.49 0.14
9,12-Octadecadienoic acid (Z,Z)-, methyl ester C19H34O2 7.76 9.3
9-Octadecenoic acid, methyl ester C19H36O2 18.16 17.47
Octadecanoic acid, methyl ester C19H38O2 7.99 8.02
Eicosanoic acid, methyl ester C21H42O2 0.29 0.27

CONCLUSION

This research is a forerunner for a novel process in which DESs and solid catalysts 
(KCC-1, Na/KCC-1, and SBE) were used as the pretreatment catalysts prior to biodiesel 
production. The results revealed that FFA conversion reached the highest at 94.66% and 
90.38% using Na/KCC-1 and KOH-Gly, respectively. FFA reduction in WCO shows that 
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the samples can be potentially used as a feedstock to produce biodiesel. A further study 
of WCO esterification using KOH-Gly and SBE as catalysts was conducted. The highest 
conversion was achieved using KOH-Gly at 98.34%. Meanwhile, the conversion using SBE 
as a catalyst was lower than KOH-Gly with 84.2%. The transesterification process found 
that the conversion was 80%–97% using KOH-Gly and SBE-treated oil. The highest FAME 
for each biodiesel is hexadecanoic acid, a methyl ester that can improve the properties of 
biodiesel due to its higher cetane number. From a practical viewpoint, modified KCC-1 
can be widely explored as a catalyst for WCO esterification and transesterification for 
biodiesel production.
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ABSTRACT

Vertical farming, including hydroponics, is a growing trend in the agricultural sector due 
to the increasing demand for food and urbanisation. Thus, hydroponics can save space and 
achieve faster plant growth compared to traditional farming methods. The concept of smart 
farming has been applied in this study to improve the ease of control and monitoring of 
hydroponic systems. The effects of light-emitting diodes (LEDs), light distance, and colour 
(purple and white) on water spinach growth in a hydroponic system were investigated. 
Additionally, an Internet of Things (IoT) controller was developed and implemented to 
facilitate the use of the system in an indoor hydroponic-based environment system. Based 
on the results, the distance between the LED light of 15 cm and the plants and the colour of 
the LED light (white) can positively impact plant growth in a hydroponic system. Using an 
IoT controller also allows for continuous monitoring and control of factors that influence 
plant growth. Hence, this research would catalyse the local smart hydroponic farming 
system for improved deliverables.

Keywords: Grow light, hydroponic, IoT controller, light emitting diodes, smart farming

INTRODUCTION

Soilless agriculture can be traced back to 
ancient Egyptian civilisation, as depicted 
in a painting in the Temple of Deir el 
Bahari (Torabi et al., 2012). Irish scientist 
Robert Boyle subsequently conducted the 
first known experiment on growing plants 
with submerged roots. John Woodward’s 
experiments in 1699 demonstrated that soil 
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and water could provide essential nutrients for plant growth. This observation led to the 
development of mineral nutrient solutions by Julius von Sachs, now widely used in soilless 
agriculture worldwide (De Rijck & Schrevens, 1998; Suryaningprang et al., 2021). Before 
1929, the study of hydroponics was primarily focused on biological research. Nonetheless, 
William Frederick Gericke’s efforts in the late 1920s began exploring hydroponics’s 
commercial potential and the hydroponic system’s development as it is known today 
(Torabi et al., 2012).

Hydroponics has emerged as a potential solution to meet the increasing demand for 
food due to rapid population growth and the limited availability of land for agriculture 
due to urbanisation (Lem et al., 2014; Satterthwaite et al., 2010). The term “hydroponics” 
comes from the Greek words “hydro,” which is water, and “ponos,” which is labour. It is 
a method of growing plants by immersing their roots in a nutrient solution. Hydroponics 
offers several advantages, such as the ability to grow plants in a smaller space by placing 
them closer together, the ability to control the climate through temperature, humidity, and 
light exposure, and improved nutrient efficiency and overall growth rates (Balashova et al., 
2019; Magwaza et al., 2020). Nevertheless, hydroponics requires specialised knowledge 
and time to maintain the appropriate pH levels, nutrient concentrations, and water levels for 
optimal plant growth. In hydroponics systems, the roots of the plants are directly immersed 
in a nutrient solution, which must be carefully monitored. The nutrient solution must 
contain 13 essential macro- and micronutrients necessary for plant growth, including Ca, 
N, Mg, K, P, S, B, Cl, Cu, Fe, Mn, Mo, and Zn (Bugbee, 2004). Two factors that must be 
regularly checked in hydroponic systems are the pH level of the nutrient solution and the 
electrical conductivity (EC). The pH level is not essential for plant growth but determines 
the availability of nutrients in the solution. The EC of the nutrient solution indicates the 
number of ions in the root zone (Al Meselmani, 2022).

In hydroponic systems, there were approximately six system types which could 
generally be classified, such as Deep Water Culture (DWC) (Hamza et al., 2022; Janeczko 
& Timmons, 2019), Nutrient Film Technique (NFT) (Suryaningprang et al., 2021), drip 
irrigation (Taofik et al., 2019), ebb and flow (flood and drain) (Setiawan et al., 2022), 
aeroponics (Wang et al., 2019; Wimmerova et al., 2022), and wick system (Hartanti & 
Sulistyowati, 2022). In the DWC technique, plant roots were submerged in nutrient-
rich water while plants floated in the solution. Although DWC was simple to install and 
maintain, the oxygen levels in the water were challenging to control. Meanwhile, NFT 
plants were inserted in a narrow channel, where a thin layer of the nutritional solution 
ran over their roots. NFT was water-efficient and suitable for the cultivation of small 
plants. Nonetheless, it was challenging to maintain consistent nutrient levels. For drip 
irrigation, a network of tubes with miniature drippers allowed a nutrient solution to drip 
onto the roots of the plants. 
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Drip irrigation was versatile and simple to install but required proper and advanced 
planning to avoid wastage. Alternatively, plants in ebb and flow were cultivated in a growing 
medium-filled tray. Periodically, the tray was saturated with a nutritious solution and then 
emptied. Despite the ebb and flow method being advantageous for growing huge plants and 
mechanised, it was prone to clogging. Plant roots were suspended in air and sprayed with 
nourishing in aeroponics. Aeroponics could generate rapid growth rates and great yields, 
but its setup was more difficult and costly. Lastly, the wick system involved plants in a 
growing medium and a wick transported nutrient solution from a reservoir to the plants’ 
roots. This simple method required low maintenance, but wick systems were unsuitable 
for larger plants. Therefore, the choice of the hydroponic system relied on several criteria, 
including the type of plants being produced, the available space and resources, and the 
grower’s experience level (Namgyel et al., 2018).

Light-emitting diodes (LEDs) are semiconductor devices that emit light through 
electroluminescence. The first LED was discovered by James Biard et al. in 1961, but it 
was not until 1944 that Shuji Nakamura developed an LED with a high-brightness blue 
colour suitable for plant growth (Gupta & Agarwal, 2017). LED lights are more efficient 
than other types of artificial lighting because they use less power but have a longer lifespan. 
Additionally, LEDs emit specific wavelengths, while the placement of LEDs plays a 
significant role in plant growth. The optimal placement of LEDs depends on the type of 
plant, the LED itself, the coverage area, the environmental conditions, and manufacturer 
recommendations (Dunn & Mills-Ibibofori, 2016). If the LED is placed too close to the 
plants, it can burn them, but if placed too far, the plants will grow weak due to insufficient 
light. Previous studies have shown that the absorption peaks of chlorophylls are in the 
red and blue regions (625–675 nm and 425–475 nm) (Gupta & Agarwal, 2017). On the 
contrary, the blue region produced a higher peak than the red region. Additionally, the peaks 
of phytochrome are in the red and far-red regions (660 and 730 nm, respectively) (Gupta 
& Agarwal, 2017). Another study found that wavelengths between 400–520 nm reported 
the highest absorption rate of chlorophyll and carotenoids, pigments found in plants (Xu 
et al., 2016). In contrast, the 610–720 nm wavelength produced a low absorption rate of 
chlorophyll but a high absorption rate of phytochrome (Runkle, 2016). Therefore, plants 
grown under red LED lights (600–700 nm) tend to be tall but have smaller leaves.

Smart farming utilises the Internet of Things (IoT) and big data analytics to monitor 
crops and their environment to improve sustainability in the agriculture sector (Din et 
al., 2018; Madushanki et al., 2019; Paul & Jeyaraj, 2019). IoT can help farmers address 
traditional farming challenges such as drought response, irrigation, yield, and pest control 
(Ayaz et al., 2019). Smart farming technologies differ from conventional farming methods. 
They are being increasingly adopted, as the global smart farming market is predicted to 
grow 19.3% annually from 2017 to 2022. Some applications of smart farming in hydroponic 
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systems include crop disease and pest management. The Food and Agriculture Organisation 
of the United Nations (FAO) estimates that 20 to 40% of global crop yields are lost due to 
damage caused by plant pests and diseases (Gráda, 1992). Pesticides and agrochemicals 
are essential for increasing crop yield, but their use can also harm the environment. Thus, 
IoT-based devices can monitor crop disease and pest management, providing real-time 
monitoring and disease forecasting that is more effective than traditional methods. Devices 
such as field sensors and remote sensing satellites can provide real-time monitoring.

Several IoT-based devices were employed to monitor crop disease and pest control in 
hydroponic farming (Mamatha & Kavitha, 2023). These devices collected and transmitted 
data on environmental elements that affected crop health to a central monitoring system. 
Smart pest monitoring systems utilise cameras and sensors to identify and monitor the 
movement of pests in a field of crops (Ullo & Sinha, 2020). Additionally, they could detect 
individual species of problems and inform farmers to take the necessary measures. For 
automated weather stations, the sensors capture data on temperature, humidity, precipitation, 
wind speed, and other meteorological characteristics (Dunaieva et al., 2021). In addition, 
they provided forecasts for the coming days, which assisted farmers with irrigation and pest 
control planning. Meanwhile, soil moisture sensors measured the soil’s moisture content and 
provided information on the ideal irrigation period (Yu et al., 2021). This data aided farmers 
in avoiding excessive irrigation, which resulted in waterlogging and pest infestations. In 
drone-based imaging systems, drones with cameras and sensors supply crop fields with 
high-resolution photographs (Chan et al., 2021). This information identified regions of 
an area infested with pests or illnesses, allowing for specific measures to eradicate the 
infestation. Thus, IoT-based devices for monitoring crop disease and pest control provide 
real-time data, limit toxic pesticides and agrochemicals use, and help farmers optimise 
irrigation and pest control (Khan et al., 2021). By embracing these technologies, farmers 
could increase their yields and contribute to the agriculture industry’s sustainable growth.

Another use of smart farming is in fertiliser (nutrient solution). Fertilisers provide 
essential nutrients for plant growth, but excessive use can harm the environment. Smart 
farming technologies, such as the Normalised Difference Vegetation Index (NDVI), can 
help estimate the amount of fertiliser plants need without causing harm (Zhou et al., 2021). 
Yield monitoring, forecasting, and harvesting are efficient examples of smart farming. 
Yield monitoring involves analysing various aspects of agricultural yield, while yield 
forecasting predicts yield before the harvest. A yield monitoring, forecasting, and harvesting 
system provides real-time data that can be used to estimate production and yield quality. 
Sensors and technologies such as auto-pumps and auto-LEDs can be applied to optimise 
hydroponic systems, especially in small-scale hydroponic farms. These features allow the 
user to control the pump and LED from their smartphone. Some sensors that can be used 
in hydroponic systems include pH, electrical conductivity (EC), temperature and humidity, 
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and water level sensors. These sensors can provide real-time data to help monitor and 
maintain optimal conditions for plant growth in hydroponic systems.

This study aimed to examine the effects of LED light distance and colour on the growth 
of water spinach in a hydroponic system. Furthermore, an IoT controller was installed to 
facilitate the usage of the system in an indoor hydroponic-based environment system. The 
distance and colour of LED light were expected to influence the growth of water spinach 
in a hydroponic system. An IoT controller would allow for continuous monitoring and 
adjustment of growth-influencing parameters. The optimal distance for LED lighting was 
determined to be 15 cm, and white LED lighting was more conducive to plant growth 
than purple LED lighting. In addition, the IoT-controlled smart farming system accurately 
monitored the environment, pH level of the nutrient solution, and amount of nutrients, 
enabling continuous monitoring and optimisation of these elements for plant growth. Hence, 
this study contributes to developing an efficient hydroponic system and introducing new 
paths for local smart farming.

MATERIALS AND METHODS

The Distance Between White LED and Plant for Plant Growth

The distance between White LED lights and plants was investigated to determine the 
optimal distance for plant growth in this study. A hydroponic system with four trays was 
used, three equipped with LED lights and one without LED lights (Figure 1). The LED 

Figure 1. Schematic diagram of the hydroponic 
system used for LED testing
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lights were white and were turned on for 14 
hours daily, from 7 am to 9 pm. The plant 
was water spinach, grown in rockwool as 
the growing medium. The plants underwent 
a 10-day germination process without LED 
lights and a 20-day germination process 
with LED lights. On day 30, the water 
spinach was harvested, and the experiment 
was completed. The width and height of 
the plants were measured every five days 
starting from day 11.

The LED Colour for Plant Growth

Following the completion of the first part 
of the study, the effect of LED colour on 
plant growth was investigated using the 
recommended distance between LED lights 
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and plants from the first part. For this part of the study, only one tray was used and equipped 
with purple LED lights, as revealed in Figure 1. Like the last part, the LED lights were 
turned on every day from 7 am to 9 pm. The plant was water spinach, grown in rockwool 
as the growing medium. The plants underwent a 10-day germination process without LED 
lights and a 20-day germination process with LED lights. The width and height of the plants 
were measured every five days starting from day 11.

IoT Controller for Hydroponic System 

The IoT controller used in this study was based on the NodeMCU platform, which 
features an ESP8266 Wi-Fi-enabled chip, has simple, Arduino-like hardware input/output 
capabilities, and is cost-effective. The Blynk application interfered with the IoT controller, 
providing device management, private clouds, machine learning, and data analytics 
capabilities. The system employed three sensors: a DHT22 sensor, a pH sensor, and a water 
float sensor. The flow chart of the IoT controller is illustrated in Figure 2.

Figure 2. Schematic flow chart of the overall system in this study
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RESULTS AND DISCUSSION

Optimised Distance Between White LED and Plant for Plant Growth

The height and width of the plants for the different distances between the white LED and the 
plants are tabulated in Table 1. The “LED-15 cm” condition represents 15 cm between the 
LED lights and plants, the “LED-23 cm” condition represents 23 cm, and the “LED-31 cm” 
condition represents 31 cm. The “No-LED” condition represents the absence of LED lights.

Table 1
Summary of the height and width of the plants for the varying distances between the white LED source and 
the plants within 20 days

Number of 
Germination Days Parameters

Sample Name
LED-15 cm LED-23 cm LED-31 cm No-LED

Day 1
Height (cm) 07.55 07.65 08.40 08.45
Width (mm) 01.00 01.00 01.00 01.00

Day 5
Height (cm) 12.55 12.65 12.94 10.25
Width (mm) 02.05 02.35 01.90 01.20

Day 10
Height (cm) 24.05 22.90 22.35 11.45
Width (mm) 03.45 02.95 03.10 01.20

Day 15
Height (cm) 38.25 46.00 35.65 11.10
Width (mm) 04.25 03.33 03.25 01.20

Day 20
Height (cm) 50.75 57.90 54.05 11.4
Width (mm) 05.35 04.05 03.45 01.20

Figure 3 presents the investigation results of the optimal distance between LED lights 
and plants for plant growth. As demonstrated in Figure 3, the height of the plants under the 
LED-15 cm condition increased steadily while the width increased sharply. These plants 

Figure 3. Graphs indicating the optimal distance between LED lights and plants for plant growth, which 
includes (a) height (cm) versus days and (b) width (mm) versus days
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had the widest and strongest stems compared to the other conditions. The height and width 
of the plants under the LED-23 cm and LED-31 cm conditions also increased steadily. In 
contrast, these plants were taller with thin stems, causing them to bend. Alternatively, the 
height and width of the plant under No-LED increased for the first five days and remained 
constant until the end of the experiment (Day 20). 

Based on the results, it was concluded that the LED 15 cm distance was optimal for 
water spinach growth. Although not tall, it produced solid stems and large leaves, essential 
for water spinach (Figure 4) (Khwankaew et al., 2018). It is important to note that the 

Figure 4. Photographs of water spinach plant growth under the influence of the white LED source and 
without LED

LED-15 cm LED-23 cm LED-31 cm NO LED

Day 1

Day 5

Day 10

Day 15

Day 20

Table 2
Summary of the intensity of light for each distance 
between LED and plants 

Distance between LED 
and water spinach Intensity (l×)

No-LED 154.05
LED-15 cm 2.129 × 103

LED-23 cm 1.764 × 103

LED-31 cm 1.545 × 103

optimal LED distance may vary for other 
plant species and LED types, depending on 
the plant type, LED type, coverage area, 
environmental conditions, and manufacturer 
recommendations (Runkle, 2016). 

Table 2 summarises the light intensity 
at each distance, measured using a lux 
meter positioned at the pot level facing 
the LED source at noon. Since No-LED 
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conditions produced very low light intensity, it is obvious the water spinach plant could 
not significantly grow within the germination period. The highest intensity was recorded 
for the LED-15 cm condition, which confirmed the most optimised condition for the water 
spinach growth compared to LED-23 cm and LED-31 cm conditions.

Influence of Purple and White LED Colours for Plant Growth

This part studied two LED colours: white LED and purple LED. The LED-15 cm distance 
was selected throughout this experiment based on the results. Thus, the results are tabulated 
in Table 3. 

Even though the height and width of plants grown under white LED were slightly 
smaller than those grown under purple LED (Figure 5), the plants grown under white LED 
produced bigger leaves than those grown under purple LED. For water spinach, the number 
and size of the leaves are more important than the size of the stem, as most people eat the 
leaves. Therefore, it can be concluded that white LED is better compared to purple LED 
for plant growth for water spinach.  

Based on the information given by the manufacturer, the purple LED consists of 4 
blue and 11 red LED lights. The wavelengths for blue and red LED are 450 and 660 nm, 
respectively. Since the white LED came together with the hydroponic system, the wavelength 
of the white LED was unknown. Based on the literature, the wavelength of white LED varied 
between 365–445 nm depending on the amount of phosphor used and 465 nm for GaN-based 
LED (Al Shafouri et al., 2018; Singh, 2009). Bian et al. (2018) stated that the photosynthesis 
rate of plants grown under the white LED was higher than those produced under the purple 
LED. Another study also found the highest absorption peak in the blue region (425–475 nm). 
Other than that, it was also found that the peaks of phytochrome absorption are in the red and 
far-red regions (660 and 730 nm, respectively) (Gupta & Agarwal, 2017).

Table 3
Summary of the height and width of the plants under purple and white LED sources within 20 days

Number of 
Germination Days Parameters

LED source
White Purple

Day 1
Height (cm) 07.55 09.77
Width (mm) 01.00 02.00

Day 5
Height (cm) 12.55 16.33
Width (mm) 02.05 03.20

Day 10
Height (cm) 24.05 22.53
Width (mm) 03.45 04.00

Day 15
Height (cm) 38.25 36.13
Width (mm) 04.25 04.60

Day 20
Height (cm) 50.75 58.87
Width (mm) 05.35 04.60
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Another researchers also found that the wavelength between 400–520 nm produced the 
largest absorption of chlorophyll and carotenoids, a pigment found in plants (Ayaz et al., 
2019). In contrast, a wavelength of 610–720 nm produced a low chlorophyll absorption rate 
but a high phytochrome absorption rate (Gráda, 1992). Therefore, the plants grown under 
red LED (600–700 nm) are tall but produce smaller leaves. White LEDs’ wavelength falls 
under the wavelength range with large chlorophyll absorption. One of the lights, purple 
LED, also falls under the wavelength with high chlorophyll absorption, which is blue. 
However, there were only four blue LEDs out of 11 LEDs. The remaining LEDs were red, 
which falls under the wavelength range with a low chlorophyll absorption rate. Since the 
percentage of the blue LED is much smaller than the red LED, purple LED plants were 
taller but produced smaller leaves (Figure 6). 

Although water spinach plants were demonstrated to grow effectively under white 
LED, it was known that different plants might have specific light requirements. The 
ideal wavelengths for photosynthesis varied among plant species, as did the maximum 
absorption rates of chlorophyll and carotenoids. It was reported that the best LED 
wavelengths for leafy greens, such as lettuce and spinach, were in the blue and red 
spectra, with a chlorophyll absorption peak around 450–460 nm and 660–680 nm (Gao 
et al., 2020). Some research suggested that green light (500–550 nm) could boost some 
plants’ development and nutritional value. Herbs, such as basil and mint, were discovered 
to require ideal LED wavelengths comparable to those for leafy greens, with chlorophyll 
absorption peaking between 450–460 nm and 660–680 nm (Kondratieva et al., 2022). 
Conversely, herbs could benefit from increased blue light, as it might stimulate the 
formation of essential oils. 

Fruit-bearing plants, such as tomatoes and peppers, demonstrated a greater need for 
red light, with chlorophyll absorption peaking between 660 and 680 nm (Ngcobo et al., 

Figure 5. Graphs indicating the (a) height and (b) width variations under white and purple LED sources 
for plant growth
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2022). However, they also required blue light with a peak absorption rate of 450–460 nm 
for vegetative growth. Root vegetables, such as carrots and potatoes, produced a lower 
demand for blue light but still required some development (Kim & Son, 2022). Important 
red light had a peak absorption rate for chlorophyll between 660 and 680 nm. Far-red light 
(about 730–740 nm) could boost root development in some plants (Bantis et al., 2020). For 
producers to optimise plant growth and output under artificial lighting conditions, it was 
essential to comprehend different crops’ individual light spectrum needs. Hence, assessing 
light intensity and spectrum could assist producers in ensuring that their plants receive the 
optimal quantity and quality of light for optimal growth and development.

Integrating IoT Controller for Hydroponic System 

The IoT is a network of interconnected objects, devices, vehicles, equipment, and buildings 
that exchange information through sensors and software. Five key technologies that enable 
the IoT, particularly in agricultural engineering, are as follows:

1. Wireless Sensor Networks (WSN) are infrastructure-less networks that use a 
variety of sensors to monitor factors such as temperature, humidity, and pH with 
water levels to transmit data for observation or analysis (Patel & Kumar, 2018; 
Rathinam et al., 2019).

2. Cloud Computing (CC) delivers computing services over the internet. In this 
project, the user used Blynk to monitor crops and their environment (Darwish et 
al., 2019; Namani & Gonen, 2020).

Figure 6. Photographs of water spinach plant growth under the purple LED source in this study

Day 1 Day 5 Day 10
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3. Embedded systems combine hardware and software to monitor hydroponic systems 
(Susanto et al., 2021). A NodeMCU in this system, which can be programmed 
using the Arduino language, was used.

4. Big data analytics examines large and varied data sets to uncover new insights 
(Coble et al., 2018; Huang et al., 2018). It can increase crop efficiency by collecting 
data from sensors and using the data to prevent events that could negatively impact 
crop cultivation.

5. Communication protocols are rules for transmitting data between nodes in a 
network (Thakur et al., 2019). They define data exchange formats, encoding, and 
addressing. 

This study used a relay and three sensors (DHT22, pH sensor, and water float sensor). 
The relay can be connected to a pump or LED light to automate these systems. The 
schematic diagram is observed in Figure 7a. After the IoT controller was developed, it 
was implemented in the hydroponic system, as depicted in Figure 7b. Hence, real-time 
data was successfully integrated into the smart hydroponic system. When the application 
display was switched on, data was recorded, such as the temperature of 32.2ºC, 75.3% 
humidity, high float sensor, the pH level of 7.53, and the relay was switched off. Based on 
the integration, this system can assist the development of future smart farming, particularly 
for local farmers and industries.

Figure 7. (a) Schematic diagram of the IoT system used in this study. (b) Photographs of the smart hydroponic 
system and the Blynk application

(a) (b)

CONCLUSION

In conclusion, the distance and colour of the LED light source toward the growth of water 
spinach in a hydroponic system were successfully demonstrated in this study. Based on the 
results, the distance of 15 cm between the LED light source and the plants was indicated to 
be the most optimal value. Furthermore, the white LED light was more suitable for plant 
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growth than the purple LED light owing to the increased number and size of the water 
spinach leaves. A successful IoT controller was also effectively integrated into this study, 
which included several sensors for temperature, humidity, pH, and water level. These 
parameters are important factors for the growth of water spinach plants in the hydroponic 
system. The smart farming system efficiently measured the environment, the pH level of the 
nutrient solution, and the number of nutrients. Thus, the embedment of the IoT controller 
allowed for continuous monitoring and optimisation of these factors to necessitate plant 
growth. This research would allow for future developments of a local smart hydroponic 
farming technology for the agricultural sector.
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ABSTRACT

Spent bleaching earth (SBE) is the largest waste produced by the palm oil industry. However, 
according to several studies, SBE and its recovery product DBE have the potential as filler 
materials in NPK fertilizers. This study examines the influence of NPK fertilizer with SBE 
and DBE as filler materials on soybean plants’ biochemical and agronomic properties. The 
field-based experiment was done in a single-factor randomized complete block design with 
4 replicates. We tested fertilizers of 10% bentonite clay mineral using NPK on a filler basis 
(control), 5% bentonite clay mineral with 5% SBE of NPK on a filler basis, and 5% bentonite 
clay mineral with 5% DBE using NPK on a filler basis. The variables observed include soil 
chemical properties after applying fertilizer, which involves the concentrations of several 
heavy metals. Biochemical characteristics, including the content of hydrogen peroxide 
(H2O2) and peroxidase (POD), superoxide dismutase (SOD) activity, malondialdehyde 

(MDA), relative electrolyte leakage (REL), 
total phenolic content, and proline content. 
The agronomic characteristics of soybean 
plants, including root and shoot dry weight. 
The data were analyzed using ANOVA and 
tested using the least significant difference 
test at a 95% confidence interval. The results 
indicated that materials of SBE and DBE 
could partially substitute the filler elements 
in bentonite clay mineral of NPK fertilizer 
on a filler basis, and they had the same 
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influence in SOD activity, H2O2 content, POD, MDA, REL, total phenolic, proline and 
root dry weight and shoot of soybean plants.

Keywords: Agronomic, biochemical, NPK, soybean, spent bleaching earth 

INTRODUCTION

Spent bleaching earth (SBE) is the largest waste produced by the palm oil industry. The 
increase in palm oil production has resulted in increased waste from bleaching, contributing 
to the production of SBE. According to the Government Regulation of the Republic of 
Indonesia No. 101/2014 concerning the Management of Hazardous and Toxic Wastage, SBE 
is classified as category 2 hazardous and toxic (B3) waste (Pasaribu & Sukandar, 2017).

SBE, along with the recovery, could produce deoiled SBE (DBE), and it contains 
some heavy metals, such as Cu, Zn, Cd, Ag, and Ni, when re-purified by removing the 
oil content (Loh et al., 2015). These elements cause the materials of SBE and DBE to be 
combustible and cause environmental pollution because of the content of these heavy 
metals. It highlights the need to manage SBE and DBE waste and how to reuse them. 
Reusing them could help address B3 waste issues because the waste could be transformed 
into economically useful materials, including the replacement of filler elements in NPK 
fertilizers. Bentonite (brown) clay is frequently used as filler and has identical properties 
to bleaching earth (BE) (Anugrah et al., 2020; Wisnubroto et al., 2021). 

However, the effects of using SBE and DBE as a partial substitution of NPK fertilizer 
filler on the environment and plants still require further evaluation, considering that both 
materials contain some essential and non-essential heavy metals (Purba et al., 2020; 
Wisnubroto et al., 2020). Plants can respond positively or negatively to changes in the 
environment, depending on the type and cultivar. This response can be seen from changes 
in biochemical and agronomic processes in plants (Wisnubroto et al., 2023). Pratap et 
al. (2012) and Zakiah et al. (2017) state that soybeans occupy a premier position among 
agricultural crops, being the most important source of good-quality concentrated proteins as 
well as vegetable oil. The soybean plant is known to be slightly sensitive to environmental 
conditions, especially toxic elements such as heavy metals (Taufiq & Sundari, 2012). This 
study used soybean plant as a model plant to determine whether SBE and DBE materials 
can be used to replace some of the filler components in NPK fertilizer based on biochemical 
and agronomic processes in plants.

MATERIALS AND METHODS

Study Area 

The study was carried out between October 2018 and January 2019 at the Agro-Technology 
Innovation Center (PIAT), Universitas Gadjah Mada, Yogyakarta, Indonesia (Figure 1). The 
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study was located 124 m above sea level in terms of altitude. According to the classification 
by Oldeman, Berbah is classified into a C3 climate, consisting of 5 to 6 rainy months and 5 
to 6 dry months, respectively (Harmoni, 2014). The materials used in the experiment were 
cultivar. Grobogan soybean plants were cultivated extensively around the area. The other 
materials were NPK fertilizer (15:15:15) with 10% bentonite clay mineral, 5% bentonite 
clay mineral with 5% DBE, and 5% mineral clay with 5% SBE as filler elements.

The experiment was done in one-factor field within randomized complete block design 
(RCBD) with 4 replicates. 10% of bentonite clay using NPK fertilization on filler basis 
(control), 5% of bentonite clay with 5% of SBE using NPK fertilization on filler basis, 
and 5% of bentonite clay with 5% of DBE using NPK fertilization on filler basis were the 
treatments tested. The SBE and DBE were obtained from PT. Sentana Adidaya Pratama 
(SADP), a part of the Wilmar Group Indonesia. For all treatments, NPK fertilizers were 
administered two times: on the 14th and 35th day after planting with the amount of 150 kg/
ha and 225 kg/ha, consecutively. A deep placement scheme with ±5 cm in distance from 
the plant roots was used, and then the fertilizer was spread to avoid disturbing the roots.

Figure 1. Research location at the Agro-Technology Innovation Center (PIAT) at Universitas Gadjah Mada, 
Yogyakarta, Indonesia
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Procedures

The variables observed were soil chemical properties after being fertilized. These included 
the concentrations of Cu, Zn, Cd, Ag, and Ni. The observation was conducted 21 days after 
planting. Biochemical characteristics, including the content of hydrogen peroxide (H2O2) 
and peroxidase (POD), activity of superoxide dismutase (SOD), malondialdehyde (MDA), 
relative electrolyte leakage (REL), total phenolic content and proline content, were observed 
70 days post planting. The agronomic characteristics of soybean plants, including root and 
shoot dry weight, were observed 70 days post-planting.

Soil Chemical Properties. Soil chemical properties observed in this study were the 
concentrations of Cu, Zn, Cd, Ag, and Ni using diethylene triamine penta acetic acid (DTPA) 
extract described by Eviati and Sulaeman (2009). DTPA extract can dissolve metal ions in 
the form of chelate compounds. DTPA solution has the strongest chelating power to extract 
iron and other metals at a pH of 7.3. A total of 10 g of a good sample of soil (<2 mm) was 
weighed and added with 20 mL of DTPA extracting solution, then shaken with a shaking 
machine for 2 hours. The suspension was filtered or centrifuged to obtain a clear extract. 
Each element was then measured with the AAS tool (Equation 1).

The concentrations of heavy metals (ppm)  
= ppm of the curve × mL of the extract 1000 mL-1 × 1000 g (g sample)-1 × fp × fk      
= ppm of the curve × 20 1000-1 × 1000 10-1 × fp × fk
= ppm of the curve 2 × fp × fk                                                                                          [1]

Remarks:
ppm = the sample concentration received out of the relationship curve of the standard 
range and the reading after blank correction 
fp = dilution factor (if any) 
fk = correction factor of moisture content = 100 / (100 - % moisture content) 

The Concentrations of Heavy Metals in Plant Tissues. Concentrations of Cu, Zn, Cd, Ag, 
and Ni in the tissue were measured on leaves 70 days after planting. These heavy metals can 
be extracted by wet ashing by mixing the concentration of HNO3 and HClO4 acids. Heavy 
metal concentrations in the extract were measured with AAS (Eviati & Sulaeman, 2009).

The concentration of heavy metals was measured by carefully weighing 2.5 g of good 
samples of plant <0.5 mm. The samples were placed in a digest tube, added with 5 mL of 
nitric acid concentration, and left overnight. The following day, the samples were heated 
at 100oC for 1 hour and 30 minutes and cooled. Then, 5 mL of nitric acid concentration 
and 1 mL of perchloric acid concentration were added. The samples were then heated to 
130oC for 1 hour and 150oC within 2 and a half hours until yellow steam disappeared. The 
heating time was prolonged when yellow steam continued to form after 2.5 hours. Once 
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the yellow steam disappeared, the temperature rose to 170oC for 1 hour and then to 200oC 
for 1 hour until white vapor was formed. Destruction was finished when a white precipitate 
or the remainder of a clear solution of about 1 mL was formed. The extract was cooled 
and diluted with 25 mL of ion-free water. Then, it was shaken until homogeneous and left 
overnight. The clear extract measured the concentration (ppm) of Cu, Zn, Cd, Ag, and Ni 
using the SSA method on the flame method (Equation 2).

The level of heavy metals (ppm)  
= ppm of the curve × mL of the extract 1000 mL-1 × 1000 g (g sample)-1 × fp x fk      
= ppm of the curve × 25 mL 1000-1 mL × 1000 g 2.5-1 g sample × fp × fk
= ppm of the curve × 10 × fp × fk                                                                                         [2]

Remarks:
ppm = the sample concentration received out of the relationship curve of the standard 
range and the reading after blank correction 
fp = dilution factor (if any) 
fk = correction factor of moisture content = 100 / (100 - % moisture content) 

Biochemical Characteristics. SOD activity testing was carried out based on the 
autoxidation of pyrogallol developed by Marklund and Marklund (1974). Briefly, 50 
mM of Tris-HCl buffer with a pH of 8.2 and 1 mM 25 EDTA were used as a medium of 
reaction. They were combined with a 40-60 mg sample of protein extract and mixed with 
100 µL 0.2 mM of pyrogallol solvated in 50 mM of PPB pH 6.5 to initiate the reaction. A 
decrease in the absorbance of pyrogallol was monitored at 420 nm. The activity of SOD 
was conveyed in units per mg of protein (U mg-1 protein). 

The content of H2O2 was measured according to the spectrophotometric method 
developed by Alexieva et al. (2001). Fresh leaves of 0.5 g were crushed and put into 
a test tube, and then 5 mL of 0.1% (w / v) trichloroacetic acid (TCA) was added for 
homogenization. A total of 0.5 mL of supernatant was placed in the test tube, and then 0.5 
mL of 100 mM potassium phosphate buffer and 2 mL of potassium iodide (KI) reagent (1 
M KI w / in H2O) were added. The solution was then left in a dark place for an hour. Next, 
the sample was put into the cuvette, and the absorbance was read using Spectronic 21D at a 
wavelength of 390 nm. One-tenth of one percent of TCA was utilized as blank. The content 
of H2O2 was calculated with the H2O2 standard curve equation whose concentrations were 
known. The standard curve was determined using different concentrations of pure H2O2. 
A 1000 ppm of H2O2 stock solution was prepared and diluted to a certain concentration, 
and the absorbance was then read using Spectronic 21D at a wavelength of 390 nm. The 
H2O2 content is expressed in parts per million (ppm).

POD content was determined according to the spectrophotometric method developed 
by Zhang et al. (1995). The fresh leaves were crushed, then 1 gram of the crushed leaves 
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was taken and added with 1 mL phosphate buffer with a pH of 7, then placed into a 2 mL 
tube. The solution was centrifuged at 1500 rpm for 10 minutes at 4oC. Then reagents, 
consisting of 1000 µL dH2O, 160 µL potassium phosphate buffer with a pH of 6 at 20oC, 
80 µL peroxide solution, 180 µL pyrogallol solution, and 100 µL supernatant sample, 
were prepared. The solution mixture was then inserted into the cuvette and read using a 
spectrophotometer with an absorbance of 420 nm. It was then observed three times with 
intervals of 30 seconds. The POD content is expressed in units per mL of the enzyme (U 
mL-1 enzyme) and can be calculated using the following Equation 3:

POD content =
(ΔA420/20 sec test sample – ΔA420/20 sec blank) × 1.55 × 1

(12) (0.1)
                                                                                                                                          [3] 

Lipid peroxidation was determined with MDA as the final product using the 
thiobarbituric acid (TBA) method developed by Cakmak and Horst (1991). One g of 
fresh leaves was crushed and homogenized with 2 mL of 0.1% (w / v) trichloroacetic acid 
(TCA) solution. Next, 1.5 ml of the solution was centrifuged at 15,000 g for 10 minutes. 
A half mL supernatant was added to 1.5 mL of 0.5% thiobarbituric acid (TBA) in 20% 
TCA. The mixture was shaken and incubated in a water bath at 90oC for 20 minutes. The 
tube for testing was placed in a beaker filled with ice, which was centrifuged at 10,000 
g within five minutes after cooling down. The supernatant was loaded into the cuvette, 
and the absorbance was read with Spectronic 21D at 532 and 600 nm wavelengths. An 
absorption coefficient of 155 mM-1cm-1 calculated MDA. The blank used was 0.1% TCA. 
The MDA content is expressed in μM per leaf fresh weight (μM fresh-1 weight of leaves) 
that can be calculated using the following Equation 4:

MDA =
((difference in absorbance of 532 and 600 nm)/155 mM-1 cm-1 × 106))

Fresh weight of leaves
                 [4]

The leakage of electrolytes can be measured by measuring the concentrations of 
electrolytes leaking from the cell using REL. REL levels were determined according to 
Dionisio-Sese and Tobita’s method (1998). One-tenth of a g of fresh leaves were sliced 
with a length of 5.0 mm and put in a testing tube with 10 mL of deionized distilled water. 
Next, the tubes were enclosed in plastic and put in a water bath at a temperature of 
32°C. After 2 hours, the first electrical conductivity of the medium (EC1) was measured 
using an electrical conductivity meter (CM-115, Kyoto Electronics, Kyoto, Japan). The 
sample was then autoclaved at 121°C for 20 minutes to destroy the tissue and release all 
electrolytes. The sample was cooled to 25°C, and the last electrical conductivity (EC2) 
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was measured. REL levels are expressed in percent (%) that can be determined by the 
following Equation 5:

REL =
EC1  × 100%
EC2

[5]

Total phenolic content was measured using a visible spectrometric method following 
the procedure of Chun et al. (2003). The plant leaves were put in an oven for 48 hours at 
40oC, then mashed (0.05 g) and put into a test tube. Four-tenths of a mL of Folin-ciocalteu 
was added, left for 5–8 minutes, added with 4 mL of 7% Na2CO3, and filtered with filter 
paper. The mixing result was placed in a 10-ml volumetric flask, and aqua bidestilata was 
added to the limit of 10 ml and left to stand for 2 hours. The mixture was then put into 
the cuvette, and the absorbance was read at a wavelength of 765 nm using Spectronic 
21D. The blank used was aquabidest. The total phenolic content was calculated using the 
standard curve equation for total phenolics whose concentrations were recognized. The total 
phenolic standard curve was determined using different concentrations of pure phenol. A 
1000 ppm phenol stock solution was prepared and diluted to definite concentrations, and 
the absorbance was read with Spectronic 21D at 765 nm of wavelength. The total phenolic 
is expressed in parts per million (ppm). 

Proline content was determined by a method developed by Bates et al. (1973). The 
fresh leaves (0.5 g) were pounded with a mortar in 10 ml of 3% sulfosalicylic acid solution. 
The collision leads to the results being by Whatman filter paper. Next, a ninhydrin acid 
solution was created by dissolving 1 g of ninhydrin in 24 ml of glacial acetic acid, and 
the test tube was kept warm until the solution turned blue. A total of 2.5 ml of phosphoric 
acid plus 5.5 ml of distilled water was added to the ninhydrin solution and was heated 
until dissolved. Two ml of the filtrate was reacted with 2 ml of ninhydrin acid and 2 ml of 
glacial acetic acid in a test tube at 100oC for 1 hour. The reaction was finalized by placing 
the test tube into a beaker filled with ice. The mixture was extracted with 4 ml of toluene 
and shaken with a stirrer for 15–20 seconds. The red tolerant comprising proline at the top 
was sucked with a pipette. The absorbance of the solution was read with a Spectronic 21D 
at a wavelength of 520 nm. Proline content is expressed in µmol proline per gram (µmol 
proline g-1) that can be determined by the following Equation 6:

Proline content = 64.3649 × absorbance reading + (-5.2987) × 0.347 [6]

Agronomic Characteristics. The agronomic characteristics are shown in the form of 
plant biomass, including root and shoot dry weight. Plant dry weight showed how organic 
compounds that were integrated from inorganic substances by plants were accumulated 
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and acquired after the drying plant segments at 80oC in the oven for ±48 hours until they 
reached sustained weight. It could be determined by measuring the weight of the plants a 
few times at 24-hour intervals. Weight measurement uses analytical scales, and the weight 
is expressed in grams per plant (g plant-1). 

Data Analysis

The data gathered were tested with variance (ANOVA) analysis. Tests of data assumptions 
on the normal distribution and homogeneity were previously carried out. Based on the 
results of the ANOVA, the data showed significant differences between treatments and 
were tested using the least significant difference (LSD) test at a 95% confidence interval. 
Data analysis was done using SAS version 9.4 software.

RESULTS AND DISCUSSIONS

Soil Chemical Properties 

Naturally, soil accommodates diverse heavy metals (Alloway, 1995). Handayanto et al. 
(2017) stated that they are originally from parent material weathering done at low levels and 
are generally not dangerous. In addition, heavy metals in the soil can also originate from 
human activities, usually called anthropogenic activities, producing greater concentrations 
of metals than natural sources. Metal pollutants from such sources include inorganic or 
organic fertilizers, mining, and pesticides (Erfandy & Juarsah, 2014). 

NPK fertilizers used in this study: Cu, Zn, Cd, Ag, and Ni are heavy metals known to 
contaminate the soil indirectly when used. Some of these are among the priority metals, 
such as Cu, Ni, and Zn. The 5% SBE and DBE used as fillers in NPK fertilizer are thought 
to have higher heavy metallic content compared to the 10% clay mineral added as filler in 
NPK fertilizer because SBE and DBE are derived from bleaching earth materials, which 
are not only used as a bleaching agent but are also used to reduce other undesired elements 
such as heavy metals. The concentrations of heavy metals in the soil at the research site 
after being fertilized are shown in Table 1.

The analysis showed that the three treatments did not significantly influence the 
concentrations of heavy metals tested. Furthermore, Alloway (1995) reported that all kinds 
of heavy metals concentrations in the research site soil were still lower than the critical 
limit, except for Ag (Table 1). High concentrations of Ag may damage plants as they 
inhibit fertilization by inhibiting cell elongation in roots. They also damage vacuoles and 
cell walls and reduce magnesium, phosphorus, and sulfur nutrient absorption, eventually 
disrupting the formation of roots (Shofi, 2017).

The toxic limit of Ag varies in diverse species of plants, ranging from extremely 
hazardous to slightly hazardous. In soybean plants, applying Ag nanoparticles by 30 ppm 
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of concentration to the soil does not present any significant influence on the root fresh 
weight, even though it has a tendency to decline with the increase of dosages given (Li 
et al., 2017). The presence of Ag in the soil at the research site, pre- and post-treatments, 
was still safe for the growth and development of the soybean plants. 

Concentrations of Heavy Metals in Plant Tissues

In plants, heavy metals could enter the tissue via roots and stomata (Alloway, 1995). Heavy 
metals, such as Cu, Ni, and Zn, are vital components that plants need in small proportions. 
However, when they are highly concentrated, they can disturb plant growth (Deswati et 
al., 2020; Rusnam et al., 2013). In contrast, Ag, Cd, Cr, and Pb are not significant elements 
of the soil as they disturb plant growth (Harmiwati et al., 2015; Janoušková et al., 2006; 
Rusnam et al., 2022). The concentrations of heavy metals in the tissues of soybean plants 
are shown in Table 2.

It has been shown that giving such treatments had no significant influence on the 
concentrations of heavy metals in plant tissues 70 days post-planting, except Cu and Zn 
(Table 2). The concentrations of all metals in the plant tissue were still lower than the 
soybean plants’ critical limit. The presence of Cd was undetected, indicating that the 
concentration was lower than 0.01 ppm. This result is at a constant ratio to the concentration 
of Cd in the soil in this study (Table 1).

The concentration of Zn in DBE used as filler material in NPK treatment had a 
significant difference and was higher than in the control treatment. Sharma et al. (1994) 
stated that Zn plays a role as a cofactor for enzymes which functions as the antioxidant, 
superoxide dismutase (SOD). Zn, along with Cu, binds to the SOD enzyme to create 

Table 1
Concentrations of heavy metals in the soil post-NPK fertilizer treatments with diverse filler materials 21 days 
after planting

Treatment Ag Cd Cu Ni Zn
------------------------------------ ppm ----------------------------------

NPK + 10% of bentonite clay mineral 3.88 a undetected 55.35 a undetected 42.58 a
NPK + 5% of bentonite clay mineral + 
5% of SBE 4.97 a undetected 57.81 a undetected 44.37 a

NPK + 5% of bentonite clay mineral + 
5% of DBE 4.42 a undetected 53.13 a undetected 42.14 a

CV (%) 17.08 - 2.36 - 2.29
Critical limit of heavy metals in the soil 
(ppm)* 2 75–100 60–125 100 70–400

Note. The same letters that follow the means do not differ significantly in accordance with a test of least 
significant difference (LSD) at a 95% confidence interval; the concentrations of Cd and Ni after treatments were 
undetected or lower than the detection limit (detection limit of Cd = 0.01 ppm and Ni = 0.25 ppm); *Critical 
limit of heavy metals in the soil by Alloway (1995)
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CuZnSOD, which frequently exists in cells of plants to increase plant oxidative stress 
tolerance. It is possible that the concentrations of Zn increase in plant tissue treated with 
DBE as filler material in NPK fertilization since the nano-sized pores of materials resulting 
from the deoiling process are filled with minerals, allowing the plants to supply these 
components.

Biochemical Characteristics

At the molecular level, high concentrations of heavy metals in plant cells can disrupt the 
balance of cellular redox reactions and influence oxidative stress directly or indirectly, 
depending on their chemical characteristics (Fargasova, 2001; Smeets et al., 2009). 
Metals classified as active redox, such as Cr, Cu, Mn, and Fe, can induce the production 
of reactive oxygen species (ROS) directly through the reaction of Fenton and Haber-
Weiss (Yruela, 2005). On the contrary, inactive redox metals, for example, Cd, Ni, Hg, 
Zn, and Al, only induce the production of ROS via indirect methods, such as inhibiting 
antioxidant enzymes or stimulating ROS-producing enzymes (NADPH oxidase) (Bücker-
Neto et al., 2017; Smeets et al., 2008; Stoyanova & Doncheva, 2002). During the process, 
reactive oxygen species (ROS) are created and thus change the balance of redox into 
the pro-oxidative side.

Table 2
Concentrations of heavy metals in soybean plant tissues as a result of diverse fertilization treatments 70 days 
after planting

Heavy metal 
element Treatment

Concentration of heavy 
metal elements in plant 

tissues (ppm)
CV (%)

Critical limit of heavy metal 
element content in soybean 

(ppm)

Ag
BC 0.01 a

20.40 1–30
Li et al. (2017)SBE 0.32 a

DBE 0.46 a

Cu
BC 8.88 b

7.93 100–500
Nair and Chung (2014)SBE 11.02 ab

DBE 14.13 a

Ni
BC 0.94 a

31.51 50–100
Fitriani et al. (2019)SBE 0.25 a

DBE 2.28 a

Zn
BC 14.17 a

9.02 150–200
Fageria et al. (1997)SBE 17.85 ab

DBE 26.70 a

Note. The same letters that follow the means do not differ significantly in accordance with a test of least 
significant difference (LSD) at a 95% confidence interval. The concentration of Cd was undetected or lower 
than the detection limit (detection limit of Cd=0.01 ppm). BC = NPK + 10% of bentonite clay, SBE = NPK + 
5% of bentonite clay with 5% of SBE, DBE = NPK + 5% of bentonite clay with 5% of DBE
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In general, plant cells continuously form free radical ions in the form of ROS as a by-
product of aerobic metabolism that takes place in various cellular compartments such as 
cell walls, cytoplasm, peroxisomes, mitochondria and chloroplasts (Vianello et al., 2007). 
The formation of free radical ions such as ROS will increase when plants experience both 
abiotic and biotic stress. The accumulation of free radical ions in the form of ROS at high 
concentrations will damage cellular and macromolecular components, including the plasma 
membrane, nucleic acids, and proteins. The formation of ROS also has a function as an 
effector and regulator in the process of programmed cell death (Malecka et al., 2014).

In dealing with this oxidative stress, plants have enzymatic defense systems like superoxide 
dismutase (SOD), catalase (CAT), and peroxidase (POD). In addition, plants also have a non-
enzymatic defense system that is antioxidant, including ascorbic acid (AsA), tocopherols, 
phenolic, alkaloids, proline, and carotenoid compounds (lignin, tannins, flavonoids), which 
act as ROS fasteners (Sharma et al., 2012). According to Kumalaningsih (2007), antioxidants 
are substances with molecular structures that possess the ability to supply free electrons to free 

Figure 2. (a) SOD activity, (b) H2O2 content, and (c) POD content as influenced by NPK fertilization with 
various filler materials 70 days after planting. Remark: The data presented are standard deviation ± mean; 
the same letters that follow the means do not differ significantly in accordance with a test of least significant 
difference (LSD) at a 95% confidence interval
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radical molecules without being disrupted in 
their entirety and to break the free-radical 
chain reaction. The two defense systems work 
synergistically to neutralize the toxic effects 
of ROS compounds so that ROS is only 
present in small amounts needed to maintain 
normal cell function.

SOD activity, H2O2 content, and POD 
content on the leaves were observed 70 days 
after planting (Figure 2).
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The results found that those treatments did not significantly influence the SOD activity, 
H2O2 content, and POD content. The findings suggest that the use of SBE and DBE as 
filler materials did not influence the three variables observed. However, the use of 5% SBE 
and DBE tended to increase SOD activity, H2O2 content, and POD content by 11.11% and 
19.05%, 13.96%, and 36.35%, and 0.75% and 15.30%, respectively, compared to control 
treatment (Figure 2).

This increase was most likely due to the presence of Zn metal in the 5% SBE and DBE 
of NPK fertilizer on a filler basis, which was higher than in the 10% clay mineral using 
NPK on a filler basis (control). It could increase the metal content in the soil and plant 
tissue. The increase in SOD enzyme activity in the 5% NPK fertilization on the filler basis 
of SBE and DBE shows that soybean plants are tolerant to the presence of Zn because they 
respond to the excess of these elements in plants. This increase is directly proportional to 
the H2O2 and the POD enzymes formed.

Superoxide dismutase (SOD) is an enzyme containing the essential metals of Cu and 
Zn to catalyze several chemical reactions in cells. Oxygen-free radicals in the form of 
superoxide anions (O2

●–), which are formed due to heavy metal stress, will be catalyzed 
by SOD to form hydrogen peroxide (H2O2) and oxygen (O2) (Löffler & Petrides, 1988).

2 O2
–     +   2 H+

SOD
H2O2     +    O2

H2O2 is formed in the plant body as a short-term product of a biochemical process and 
is toxic to cells. As the next defense system, plants will produce antioxidants in the form 
of POD in response to the accumulation of ROS in the form of H2O2 (Békésiová et al., 
2008). According to Vicuna et al. (2011), POD is one of the key enzymes that plays a role in 
maintaining cells against oxidative stress by catalyzing the change of H2O2 to water (H2O). 
Wang et al. (2008)  state that plants that are tolerant of heavy metals will show an increase 
in POD content when exposed to high concentrations of heavy metals. If this were not the 
case, H2O2 might undergo a Fenton and Haber-Weiss reaction to produce more damaging 
hydroxyl radicals (OH●)  (Stadtman, 1992). The reaction is as follows (Cuypers et al., 2013):

Fe2+       +      H2O2 Fe3+    +    OH– (Fenton)

O2
●–      +    H2O2

Fe(III)/Cu(II)
O2    +    OH–       +     OH● (Haber-Weiss)

However, when exposure levels to heavy metals are too high, these defense mechanisms 
often fail to neutralize the effects of excess ROS, resulting in increased lipid peroxidation 
and electrolyte leakage (Howlett & Avery, 1997; Wang et al., 2008; Zhang et al., 2007)  
that can be used as a marker of the level of cell damage. The products can detect lipid 
peroxidation, including MDA (malondialdehyde) (Marciniak et al., 2009). MDA is formed 
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as a result of the reaction between free radicals (ROS) and unsaturated fatty acids (PUFA 
= Poly Unsaturated Fatty Acid), which is the main element of the cell membrane. The 
electrolyte leakage can be detected by measuring the amount of electrolyte leaking from 
the cell using REL (relative electrolyte leakage) as an indicator (Ehlert & Hincha, 2008; 
Kocheva et al., 2005).

The observations of lipid peroxidation and electrolyte leakage with MDA and REL 
as indicators were performed on the leaves for 70 days after planting, and the data are 
presented in Figure 3.

The results indicated that the MDA and REL content had no significant influence on 
the three treatments. It indicates that the application of SBE and DBE as filler materials 
in NPK fertilizer does not influence the two variables that are observed. Nevertheless, the 
use of 5% SBE and DBE in NPK fertilizer had a tendency to increase the MDA and REL 
content in soybean plants by 0.80%, 1.25%, 20.84%, and 21.66%, respectively,   compared 
to the control treatment (Figure 3).

An increase in MDA and REL content influenced by the 5% NPK fertilization on the 
filler basis of SBE and DBE indicated that soybean plants experienced oxidative stress. This 
result is at a constant ratio to the SOD activity and the content of H2O2 and POD, which 
also increased (Figure 1). The findings also suggest a decrease does not always follow 
high antioxidant status in MDA and REL levels. These results indicate that the antioxidants 
produced are not sufficient in neutralizing the oxidative stress caused by ROS.

In addition to mechanisms using enzymes, plants have non-enzymatic defense systems 
in managing oxidative stress, including phenolic and proline compounds. The data of 
phenolic and proline content are presented in Figure 4.

Figure 3. (a) MDA and (b) REL as influenced by NPK fertilization with various filler materials 70 days after 
planting. Remark: The data presented are standard deviation ± mean; the same letters that follow the means do 
not differ significantly in accordance with a test of least significant difference (LSD) at a 95% confidence interval
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The results indicated that the total phenolic and proline content had no significant 
difference in the three treatments. It indicates that the application of SBE and DBE in NPK 
fertilizers does not influence the two observed variables. Nevertheless, the application of 
5% SBE and DBE in NPK fertilizers tended to increase the content of total phenolic and 
proline in soybean plants by 0.16%, 1.14%, and proline by 2.89% and 37.73%, respectively, 
compared to the control treatment (Figure 4).

Phenolic substances play a role as antioxidants in plants. Phenolic compounds have one 
or more hydroxyl groups fixed to the aromatic ring; in other words, they are compounds 
that have at least one phenyl group (Dhurhania & Novianto, 2019). Phenolic compounds 
can be classified into distinguished groups by the number of constitutive carbon atoms 
connected with the basic phenolic structure: benzoic acids, simple phenols, flavonoids and 
phenylpropanoids (Michalak, 2006).

According to Hanin and Pratiwi (2017), phenolics are compounds produced by plants 
when responding to environmental stress, for example, heavy metals. Phenolic compound 
biosynthesis induction was observed in wheat in its reaction to the toxicity of nickel (Díaz 
et al., 2001) and maize when responding to aluminum  (Winkel-Shirley, 2002). The increase 
in phenolic levels is probably because of the compounds’ protective function on heavy 
metal stress (Brown et al., 1998).

The antioxidant properties of phenolics have a high tendency to chelate metals. 
Phenolics own hydroxyl and carboxyl groups that can bind metals, especially copper and 
iron (Jung et al., 2003). In addition, there are other mechanisms underlying the antioxidant 
abilities of phenolic compounds. Milić et al. (1998) stated that metal ions could break 

Figure 4. (a) Content of total phenolic and (b) proline as influenced by NPK fertilization with various filler 
materials 70 days after planting. Remark: The data presented are standard deviation ± mean; the same letters 
that follow the means do not differ significantly in accordance with a test of least significant difference (LSD) 
at a 95% confidence interval
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down lipid hydroperoxide (LOOH) through hemolytic cleavage of O-O bonds and produce 
alkoxyl lipid radicals, initiating chain reactions of free radicals. Phenolic antioxidants 
disturb lipid peroxidation by putting these lipid alkoxyl radicals into traps.

No definite proof for a direct role of proline in cellular detoxification against heavy 
metal stress is found, and many differing opinions regarding how proline reduces metal 
toxicity are actually found (Mishra & Dubey, 2006). Paleg et al. (1984) stated that proline 
maintains a favorable water balance in plant tissue by acting as an osmoprotectant. In 
addition, proline can also act as a stabilizer of protein (Sharma & Dubey, 2004), metal 
chelating (Farago & Mullen, 1979), inhibitor of lipid peroxidation (Mehta & Gaur, 1999), 
and neutralizer of free radicals (Alia et al., 2001). Because of its high zwitterionic and 
hydrophilic properties, proline can protect biomolecules and enzymes (Siripornadulsil et 
al., 2002). Bertrand and Guary (2002) state that the accumulation of proline in plants is 
most likely not a direct influence on the stress of heavy metals but the impact of water 
deficit stress caused by heavy metals.

Biochemically, the phytotoxicity of heavy metals in plants can occur because of these 
three main factors. These are oxidative stress due to heavy metal induction, a direct effect of 
metal ions with sulfhydryl groups on protein membranes causing them to malfunction, and 
inactivation of important enzymes by cation replacement activation with heavy metal ions 
(Vangronsveld & Clijsters, 1994). Consequently, they may cause functional disturbances in 
physiological processes as well as anatomical-morphological changes and damage, which 
can then influence the agronomic characteristics of plants in biomass, including root and 
shoot dry weight.

Table 3
Dry weight of shoot and root of soybean plants 
as influenced by NPK fertilizer with diverse filler 
materials 70 days post-planting

Treatment
Dry weight

Root Shoot
----- g plant-1 -----

NPK + 10% bentonite clay 
mineral 3.91 a 52.58 a

NPK + 5% bentonite clay 
mineral + 5% SBE 4.38 a 60.37 a

NPK + 5% bentonite clay 
mineral + 5% DBE 4.45 a 61.29 a

CV (%) 15.91 13.37

Note. The same letters that follow the means in the 
same column do not significantly differ in accordance 
with the test of least significant difference (LSD) at a 
95% confidence interval

Agronomic Characteristics

Plant dry weight shows organic compounds 
integrated from inorganic substances by 
plants. According to Shah et al. (2010), the 
dry weight is formed through the assimilation 
process of CO2 during plant growth. The root 
and shoot dry weight of soybean plants was 
observed 70 days after planting, and the data 
are presented in Table 3.

The value of dry weight can be used 
as an indicator of metabolic processes in 
plants. The higher the dry weight of the 
plant, the better the plant growth. The root 
and shoot dry weight tends to increase as 
the plant ages. Dry weight is an important 
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observation variable because it shows all processes that occur in the plants. The results 
indicated that the root and shoot dry weight was not significantly influenced by the three 
treatments 70 days after planting, which shows that applying SBE and DBE did not 
influence the two observed variables (Table 3). 

CONCLUSION

Overall, the results suggest that the materials of SBE and DBE could partially substitute 
the filler elements in bentonite clay of NPK fertilizer on a filler basis, which were shown 
to have the same effect on SOD activity, H2O2 content, POD content, MDA, REL, total 
phenolic content, proline content, and shoot and root dry weight. 

ACKNOWLEDGEMENT

The authors want to extend their gratitude to Wilmar Group Indonesia for funding this study.

REFERENCES
Alexieva, V., Sergiev, I., Mapelli, S., & Karanov, E. (2001). The effect of drought and ultraviolet radiation on 

growth and stress markers in pea and wheat. Plant, Cell and Environment, 24(12), 1337-1344. https://
doi.org/10.1046/j.1365-3040.2001.00778.x

Alia, Mohanty, P., & Matysik, J. (2001). Effect of proline on the production of singlet oxygen. Amino Acids, 
21(2), 195-200. https://doi.org/10.1007/s007260170026

Alloway, B. J. (1995). Heavy metals in soils (2nd ed.). Blackie Academic & Professional.

Anugrah, C., Indradewa, D., & Putra, E. T. S. (2020). Biochemical response of hybrid maize (Zea mays L.) to 
NPK fertilization based on spent bleaching earth in field scale. E3S Web of Conferences, 142, 1-9. https://
doi.org/10.1051/e3sconf/202014201004

Bates, L. S., Waldren, R. P., & Teare, I. D. (1973). Rapid determination of free proline for water-stress studies. 
Plant and Soil, 39, 205-207.

Békésiová, B., Hraška, Š., Libantová, J., Moravčíková, J., & Matušíková, I. (2008). Heavy-metal stress induced 
accumulation of chitinase isoforms in plants. Molecular Biology Reports, 35(4), 579-588. https://doi.
org/10.1007/s11033-007-9127-x

Bertrand, M., & Guary, J. C. (2002). Handbook of plant and crop physiology. In M. Pessarakli (Ed.), How 
Plants Adopt their Physiology to an Excess of Metals (2nd ed., pp. 751-761). Marcel Dekker.

Brown, J. E., Khodr, H., Hider, R. C., & Rice-evans, C. A. (1998). Structural dependence of flavonoid 
interactions with Cu2+ ions: Implications for their antioxidant properties. Biochemical Journal, 330(3), 
1173-1178. https://doi.org/10.1042/bj3301173

Bücker-Neto, L., Paiva, A. L. S., Machado, R. D., Arenhart, R. A., & Margis-Pinheiro, M. (2017). Interactions 
between plant hormones and heavy metals responses. Genetics and Molecular Biology, 40(1), 373-386. 
https://doi.org/10.1590/1678-4685-gmb-2016-0087



719Pertanika J. Sci. & Technol. 32 (2): 703 - 723 (2024)

Biochemical and Agronomic Responses of Soybean (Glycine max L. Merrill)

Cakmak, I., & Horst, W. J. (1991). Effect of aluminium on lipid peroxidation, superoxide dismutase, catalase, 
and peroxidase activities in root tips of soybean (Glycine max). Physiologia Plantarum, 83(3), 463-468. 
https://doi.org/10.1111/j.1399-3054.1991.tb00121.x

Chun, O. K., Kim, D. O., & Lee, C. Y. (2003). Superoxide radical scavenging activity of the major polyphenols 
in fresh plums. Journal of Agricultural and Food Chemistry, 51(27), 8067-8072. https://doi.org/10.1021/
jf034740d

Cuypers, A., Remans, T., Weyens, N., Colpaert, J., Vassilev, A., & Vangronsveld, J. (2013). Soil-plant 
relationships of heavy metals and metalloids. In B. J. Alloway (Ed.), Heavy Metals in Soils: Trace Metals 
and Metalloids in Soils and Their Bioavailability (pp. 161-193). Springer Science+Business Media.

Deswati, D., Khairiyah, K., Safni, S., Yusuf, Y., Refinel, R., & Pardi, H. (2020). Environmental detoxification 
of heavy metals in flood & drain aquaponic system based on biofloc technology. International Journal 
of Environmental Analytical Chemistry, 102(18), 7155-7164. https://doi.org/10.1080/03067319.2020.1
826463

Dhurhania, C. E., & Novianto, A. (2019). Uji kandungan fenolik total dan pengaruhnya terhadap aktivitas 
antioksidan dari berbagai bentuk sediaan sarang semut (Myrmecodia pendens) [Test of total phenolic 
content and its effect on antioxidant activity of various forms ant nest plant (Myrmecodia pendens)]. Jurnal 
Farmasi dan Ilmu Kefarmasian Indonesia, 5(2), 62-68. https://doi.org/10.20473/jfiki.v5i22018.62-68

Díaz, J., Bernal, A., Pomar, F., & Merino, F. (2001). Induction of shikimate dehydrogenase and peroxidase 
in pepper (Capsicum annuum L.) seedlings in response to copper stress and its relation to lignification. 
Plant Science, 161(1), 179-188. https://doi.org/10.1016/S0168-9452(01)00410-1

Dionisio-Sese, M. L., & Tobita, S. (1998). Antioxidant responses of rice seedlings to salinity stress. Plant 
Science, 135(1), 1-9. https://doi.org/10.1016/S0168-9452(98)00025-9

Ehlert, B., & Hincha, D. K. (2008). Chlorophyll fluorescence imaging accurately quantifies freezing damage and 
cold acclimation responses in Arabidopsis leaves. Plant Methods, 4(1), 1-7. https://doi.org/10.1186/1746-
4811-4-12

Erfandy, D., & Juarsah, I. (2014). Teknologi pengendalian pencemaran logam berat [Control technology 
for heavy metal pollution]. In Konservasi Tanah Menghadapi Perubahan Iklim (pp. 159-186). Balai 
Penelitian Tanah.

Eviati, & Sulaeman. (2009). Analisis Kimia Tanah, Tanaman, Air, dan Pupuk [Chemical analysis of soil, plant, 
water, and fertilizer]. Balai Penelitian Tanah.

Fageria, N. K., Baligar, V. C., & Jones, C. A. (1997). Growth and mineral nutrition of field crop. Marcel 
Dekker. Inc.

Farago, M. E., & Mullen, W. A. (1979). Plants which accumulate metals. Part IV. A possible copper-proline 
complex from the roots of Armeria maritima. Inorganica Chimica Acta, 32, 93-94. https://doi.org/10.1016/
S0020-1693(00)91627-X

Fargasova, A. (2001). Phytotoxic effects of Cd, Zn, Pb, Cu and Fe on Sinapis alba L. seedlings 
and their accumulation in roots and shoots. Biologia Plantarum, 44(3), 471-473. https://doi.
org/10.1023/A:1012456507827



720 Pertanika J. Sci. & Technol. 32 (2): 703 - 723 (2024)

Muhammad Parikesit Wisnubroto, Eka Tarwaca Susila Putra and Budiastuti Kurniasih

Fitriani, R. N., Budiyanto, S., & Sukarjo, S. (2019). Respon tanaman kedelai (Glycine max L. Merill) pada 
berbagai konsentrasi cemaran ion logam Ni2+ dengan pemberian biokompos [Response of soybean (Glycine 
max L.) at various contamination concentrations ion of nickel metal (Ni2+) with biocompost application]. 
Journal of Agro Complex, 3(3), 184-193. https://doi.org/10.14710/joac.3.3.184-193

Handayanto, E., Nuraini, Y., Muddarisna, N., Netty, S., & Fiqri, A. (2017). Fitoremediasi dan phytomining 
logam berat pencemar tanah [Phytoremediation and phytomining of heavy metal soil contaminants]. 
UB Press.

Hanin, N. N. F., & Pratiwi, R. (2017). Kandungan fenolik, flavonoid dan aktivitas antioksidan ekstrak daun paku 
laut (Acrostichum aureum L.) fertil dan steril di kawasan mangrove Kulon Progo, Yogyakarta [Phenolic 
content, flavonoids and antioxidant activity of fertile and sterile sea fern (Acrostichum aureum L.) leaf 
extracts]. Journal of Tropical Biodiversity and Biotechnology, 2(2017), 51-56. https://doi.org/10.22146/
jtbb.29819

Harmiwati, H., Salmariza, S., Kurniawati, D., Lestari, I., Munaf, E., Desmiarti, R., & Zein, R. (2015). 
Biosorption of cadmium ion from aqueous solutions by low-cost soybean waste (Glycine max). Journal 
of Chemical and Pharmaceutical Research, 7(9), 94-100.

Harmoni, K. (2014). Analisis persebaran iklim Klasifikasi Oldeman di Provinsi Daerah Istimewa Yogyakarta 
[Analysis of Oldeman climate clasification spreading in Daerah Istimewa Yogyakarta]. [Undergraduate 
Thesis]. Universitas Muhammadiyah Surakarta, Indonesia. 

Howlett, N. G., & Avery, S. V. (1997). Induction of lipid peroxidation during heavy metal stress in 
Saccharomyces cerevisiae and influence of plasma membrane fatty acid unsaturation. Applied and 
Environmental Microbiology, 63(8), 2971-2976. https://doi.org/10.1128/aem.63.8.2971-2976.1997

Janoušková, M., Pavlíková, D., & Vosátka, M. (2006). Potential contribution of arbuscular mycorrhiza 
to cadmium immobilisation in soil. Chemosphere, 65(11), 1959-1965. https://doi.org/10.1016/j.
chemosphere.2006.07.007

Jung, C., Maeder, V., Funk, F., Frey, B., Sticher, H., & Frossard, E. (2003). Release of phenols from Lupinus 
albus L. roots exposed to Cu and their possible role in Cu detoxification. Plant and Soil, 252(2), 301-312. 
https://doi.org/10.1023/A:1024775803759

Kocheva, K. V., Georgiev, G. I., & Kochev, V. K. (2005). A diffusion approach to the electrolyte leakage from 
plant tissues. Physiologia Plantarum, 125(1), 1-9. https://doi.org/10.1111/j.1399-3054.2005.00533.x

Kumalaningsih, S. (2007). Antioksidan Alami Penangkal Radikal Bebas [Natural Free Radical Scavengers]. 
Trubus Agrisarana.

Li, C., Dang, F., Li, M., Zhu, M., Zhong, H., Hintelmann, H., & Zhou, D. (2017). Effects of exposure pathways 
on the accumulation and phytotoxicity of silver nanoparticles in soybean and rice. Nanotoxicology, 11(5), 
699-709. https://doi.org/10.1080/17435390.2017.1344740

Löffler, G., & Petrides, P. E. (1988). Physiologische chemie (4th ed.). Springer.

Loh, S. K., Cheong, K. Y., Choo, Y. M., & Salimon, J. (2015). Formulation and optimisation of spent bleaching 
earth-based bio organic fertiliser. Journal of Oil Palm Research, 27(1), 57-66.



721Pertanika J. Sci. & Technol. 32 (2): 703 - 723 (2024)

Biochemical and Agronomic Responses of Soybean (Glycine max L. Merrill)

Malecka, A., Piechalak, A., Zielińska, B., Kutrowska, A., & Tomaszewska, B. (2014). Response of the pea 
roots defense systems to the two-element combinations of metals (Cu, Zn, Cd, Pb). Acta Biochimica 
Polonica, 61(1), 23-28. https://doi.org/10.18388/abp.2014_1918

Marciniak, A., Brzeszczyńska, J., Gwoździński, K., & Jegier, A. (2009). Antioxidant capacity and physical 
exercise. Biology of Sport, 26(3), 197-213. https://doi.org/10.5604/20831862.894649

Marklund, S., & Marklund, G. (1974). Involvement of the superoxide anion radical in the autoxidation of 
pyrogallol and a convenient assay for superoxide dismutase. European Journal of Biochemistry, 47(3), 
469-474. https://doi.org/10.1111/j.1432-1033.1974.tb03714.x

Mehta, S. K., & Gaur, J. P. (1999). Heavy metal-induced proline accumulation and its role in ameliorating 
metal toxicity in Chlorella vulgaris. New Phytologist, 143(2), 253-259. https://doi.org/10.1046/j.1469-
8137.1999.00447.x

Michalak, A. (2006). Phenolic compounds and their antioxidant activity in plants growing under heavy metal 
stress. Polish Journal of Environmental Studies, 15(4), 523-530.

Milić, B. L., Djilas, S. M., & Čanadanović-Brunet, J. M. (1998). Antioxidative activity of phenolic compounds 
on the metal-ion breakdown of lipid peroxidation system. Food Chemistry, 61(4), 443-447. https://doi.
org/10.1016/S0308-8146(97)00126-X

Mishra, S., & Dubey, R. S. (2006). Heavy metal uptake and detoxification mechanisms in plants. International 
Journal of Agricultural Research, 1(2), 122-141. https://doi.org/10.3923/ijar.2006.122.141

Nair, P. M. G., & Chung, I. M. (2014). A mechanistic study on the toxic effect of copper oxide nanoparticles 
in soybean (Glycine max L.) root development and lignification of root cells. Biological Trace Element 
Research, 162(1-3), 342-352. https://doi.org/10.1007/s12011-014-0106-5

Paleg, L. G., Stewart, G. R., & Bradbeer, J. W. (1984). Proline and glycine betaine influence protein solvation. 
Plant Physiology, 75(4), 974-978. https://doi.org/10.1104/pp.75.4.974

Pasaribu, K. F., & Sukandar, S. (2017). Analisis manfaat biaya pengelolaan limbah spent bleaching earth 
melalui pemanfaatan dan penimbunan dengan memperhitungkan nilai gas rumah kaca [Benefit-cost 
analysis of spent bleaching earth management through recovery and landfilling by using greenhouse 
gases as externality]. Jurnal Tehnik Lingkungan, 23(2), 33-42. https://doi.org/10.5614/j.tl.2017.23.2.4

Pratap, A., Gupta, S. K., Kumar, J., & Solanki, R. K. (2012). Soybean. In S. K. Gupta (Ed.), Technological 
Innovations in Major World Oil Crops, Volume 1: Breeding (pp. 1-405). Springer Science+Business 
Media. https://doi.org/10.1007/978-1-4614-0356-2

Purba, R. S., Irwan, S. N. R., & Putra, E. T. S. (2020). The effect of spent bleaching earth filler-based NPK 
fertilization on proline, growth and yield of maize. Caraka Tani: Journal of Sustainable Agriculture, 
35(1), 44-53. https://doi.org/10.20961/carakatani.v35i1.34166

Rusnam, R., Asmiwarti, A., Efrizal, E., & Sofyani, A. (2013). The influence of water hyacinth to decrease 
the heavy metals mercury (Hg) concentration for irrigation. International Journal on Advanced Science 
Engineering and Information Technology, 3(6), Article 368. https://doi.org/10.18517/ijaseit.3.6.350



722 Pertanika J. Sci. & Technol. 32 (2): 703 - 723 (2024)

Muhammad Parikesit Wisnubroto, Eka Tarwaca Susila Putra and Budiastuti Kurniasih

Rusnam, R., Puari, A. T., Yanti, N. R., & Efrizal, E. (2022). Utilisation of exhausted coffee husk as low-
cost bio-sorbent for adsorption of Pb2+. Tropical Life Sciences Research, 33(3), 229-252. https://doi.
org/10.21315/tlsr2022.33.3.12

Shah, F. U. R., Ahmad, N., Masood, K. R., Peralta-Videa, J. R., & Ahmad, F. D. (2010). Heavy metal toxicity in 
plants. In M. Ashraf (Ed.), Plant Adaptation and Phytoremediation (pp. 1-481). Springer Science+Business 
Media. https://doi.org/10.1007/978-90-481-9370-7

Sharma, P., & Dubey, R. S. (2004). Ascorbate peroxidase from rice seedlings: Properties of enzyme isoforms, 
effects of stresses and protective roles of osmolytes. Plant Science, 167(3), 541-550. https://doi.
org/10.1016/j.plantsci.2004.04.028

Sharma, P., Jha, A. B., Dubey, R. S., & Pessarakli, M. (2012). Reactive oxygen species, oxidative damage, 
and antioxidative defense mechanism in plants under stressful conditions. Journal of Botany, 2012, 1-26. 
https://doi.org/10.1155/2012/217037

Sharma, P. N., Kumar, N., & Bisht, S. S. (1994). Effect of zinc deficiency on chlorophyll contents, 
photosyntehsis, and water relations of cauliflower plants. Photosyntehtica, 30, 353-359.

Shofi, M. (2017). Daya hambat perak nitrat (AgNO3) pada perkecambahan biji kacang hijau (Vigna radiata) 
[Inhibition of silver nitrate (AgNO3) to seed germination of mung bean (Vigna radiata)]. Al-Kauniyah: 
Jurnal Biologi, 10(2), 98-104. https://doi.org/10.15408/kauniyah.v10i2.4869

Siripornadulsil, S., Traina, S., Verma, D. P. S., & Sayre, R. T. (2002). Molecular mechanisms of proline-
mediated tolerance to toxic heavy metals in transgenic microalgae. Plant Cell, 14(11), 2837-2847. https://
doi.org/10.1105/tpc.004853

Smeets, K., Opdenakker, K., Remans, T., Van Sanden, S., Van Belleghem, F., Semane, B., Horemans, N., 
Guisez, Y., Vangronsveld, J., & Cuypers, A. (2009). Oxidative stress-related responses at transcriptional 
and enzymatic levels after exposure to Cd or Cu in a multipollution context. Journal of Plant Physiology, 
166(18), 1982-1992. https://doi.org/10.1016/j.jplph.2009.06.014

Smeets, K., Ruytinx, J., Van Belleghem, F., Semane, B., Lin, D., Vangronsveld, J., & Cuypers, A. (2008). 
Critical evaluation and statistical validation of a hydroponic culture system for Arabidopsis thaliana. Plant 
Physiology and Biochemistry, 46(2), 212-218. https://doi.org/10.1016/j.plaphy.2007.09.014

Stadtman, E. R. (1992). Protein oxidation and aging. Science, 257(5074), 1220-1224. https://doi.
org/10.1080/10715760600918142

Stoyanova, Z., & Doncheva, S. (2002). The effect of zinc supply and succinate treatment on plant growth and 
mineral uptake in pea plant. Brazilian Journal of Plant Physiology, 14(2), 111-116. https://doi.org/10.1590/
S1677-04202002000200005

Taufiq, A., & Sundari, T. (2012). Respons tanaman kedelai terhadap lingkungan tumbuh [Soybean response 
to grow environment]. Buletin Palawija, 22, 13-26.

Vangronsveld, J., & Clijsters, H. (1994). Toxic effects of metals. In Plants and the Chemical Elements. 
Biochemistry, Uptake, Tolerance and Toxicity (pp. 150-177). VCH Publishers.



723Pertanika J. Sci. & Technol. 32 (2): 703 - 723 (2024)

Biochemical and Agronomic Responses of Soybean (Glycine max L. Merrill)

Vianello, A., Zancani, M., Peresson, C., Petrussa, E., Casolo, V., Krajňáková, J., Patui, S., Braidot, E., & Macrì, 
F. (2007). Plant mitochondrial pathway leading to programmed cell death. Physiologia Plantarum, 129(1), 
242-252. https://doi.org/10.1111/j.1399-3054.2006.00767.x

Vicuna, D., Malone, R. P., & Dix, P. J. (2011). Increased tolerance to abiotic stresses in tobacco plants expressing 
a barley cell wall peroxidase. Journal of Plant Sciences, 6(1), 1-13. https://doi.org/10.3923/jps.2011.1.13

Wang, Z., Zhang, Y., Huang, Z., & Huang, L. (2008). Antioxidative response of metal-accumulator and non-
accumulator plants under cadmium stress. Plant and Soil, 310(1-2), 137-149. https://doi.org/10.1007/
s11104-008-9641-1

Winkel-Shirley, B. (2002). Biosynthesis of flavonoids and effects of stress. Current Opinion in Plant Biology, 
5(3), 218-223. https://doi.org/10.1016/S1369-5266(02)00256-X

Wisnubroto, M. P., Putra, E. T. S., & Kurniasih, B. (2020). Tanggapan Biokemis, Fisiologis, dan Agronomis 
Kedelai (Glycine max L. Merrill) terhadap Pemupukan NPK Berperekat Spent dan Deoiled Bleaching 
Earth [Biochemical, physiological, and agronomic responses of soybean (Glycine max L. Merrill) to spent 
and deoiled bleaching earth filler-based NPK fertilization]. [Unpublished Master’s Thesis]. Universitas 
Gadjah Mada, Indonesia.

Wisnubroto, M. P., Putra, E. T. S., & Kurniasih, B. (2021). Effects of spent and deoiled bleaching earth filler-
based NPK Fertilization on the soil nutrient status and growth of soybean (Glycine max (L.) Merrill). 
Caraka Tani: Journal of Sustainable Agriculture, 36(2), Article 213. https://doi.org/10.20961/carakatani.
v36i2.43847

Wisnubroto, M. P., Putra, E. T. S., & Kurniasih, B. (2023). Agronomic responses of soybean (Glycine max L. 
Merrill) to spent and deoiled bleaching earth filler-based NPK fertilization. Jurnal Agronomi Tanaman 
Tropika (JUATIKA), 5(1), 172-184. https://doi.org/https://doi.org/10.36378/juatika.v5i1.2685

Yruela, I. (2005). Copper in plants. Brazilian Journal of Plant Physiology, 17(1), 145-156. https://doi.
org/10.1590/s1677-04202005000100012

Zakiah, Z., Suliansyah, I., Bakhtiar, A., & Mansyurdin. (2017). Effect of crude extracts of six plants on 
vegetative growth of soybean (Glycine max Merr.). International Journal of Advances in Agricultural 
Science and Technology, 4(7), 1-12.

Zhang, F. Q., Wang, Y. S., Lou, Z. P., & Dong, J. De. (2007). Effect of heavy metal stress on antioxidative 
enzymes and lipid peroxidation in leaves and roots of two mangrove plant seedlings (Kandelia candel and 
Bruguiera gymnorrhiza). Chemosphere, 67(1), 44-50. https://doi.org/10.1016/j.chemosphere.2006.10.007

Zhang, J., Cui, S., Li, J., Wei, J., & Kirkham, M. B. (1995). Protoplasmic factors, antioxidant responses and 
chilling resistance in maize. Plant Physiology Biochemistry, 33(5), 567-575.





Pertanika J. Sci. & Technol. 32 (2): 725 - 739 (2024)

Journal homepage: http://www.pertanika.upm.edu.my/

© Universiti Putra Malaysia Press

SCIENCE & TECHNOLOGY

ISSN: 0128-7680
e-ISSN: 2231-8526

Article history:
Received: 28 January 2023
Accepted: 24 August 2023
Published: 14 March 2024

ARTICLE INFO

DOI: https://doi.org/10.47836/pjst.32.2.13

E-mail addresses:
haniabdrashid@gmail.com (Nur Afiqah Hani Abdul Rashid)
rosnahs@upm.edu.my (Rosnah Shamsudin)
hajarariffin@upm.edu.my (Siti Hajar Ariffin)
wnzz@upm.edu.my (Wan Nor Zanariah Zainol @Abdullah)
puteri.nurain@ymail.com (Puteri Nurain Megat Ahmad Azman)
* Corresponding author

Physical Properties of Full-ripe Dabai (Canarium odontophyllum 
miq. Variety Song) at Different Fractions

Nur Afiqah Hani Abdul Rashid1,2, Rosnah Shamsudin1,2*, Siti Hajar Ariffin1, Wan 
Nor Zanariah Zainol@Abdullah3 and Puteri Nurain Megat Ahmad Azman1

1Department of Process and Food Engineering, Faculty of Engineering, Universiti Putra Malaysia, 43400 
UPM, Serdang, Selangor, Malaysia
2Laboratory of Halal Services, Halal Products Research Institute, Universiti Putra Malaysia, 43400 UPM, 
Serdang, Selangor, Malaysia
3Department of Basic Science and Engineering, Faculty of Agriculture and Food Sciences, Universiti Putra 
Malaysia, Bintulu Sarawak Campus, Nyabau Road, 97008 Bintulu, Sarawak, Malaysia

ABSTRACT

Dabai fruit is an exotic and seasonal fruit in Sarawak. Among the varieties available, the Song 
variety was chosen due to better taste and high demand amongst local consumers. This study 
determined the physical properties of dabai (Song variety) at three different fractions: whole 
fruit, nut, and kernel. According to the results, whole fruit had the highest values in geometric 
mean diameter (27.86 mm), volume (12.70 cm3), mass (13.89 g), surface area (2442.60 mm2) 
and angle of repose (39.06°) when compared to nut and kernel. Bulk density of dabai nut 
reached the highest with the value of 0.63 gcm-3. Kernel had the highest percentage of porosity 
(80.50) compared to others. The correlations of physical properties between whole fruit, nut 
and kernel were further analysed using Principal Component Analysis (PCA). The findings 
can potentially be useful in the design of handling and processing equipment.

Keywords: Canarium odontophyllum, correlations, fractions, physical properties

INTRODUCTION

Canarium odontophyllum, known as 
dabai fruit, is an indigenous and seasonal 
crop unique to Sarawak. Dabai fruit is 
composed of a thin layer of skin (epidermis) 
surrounding the flesh (mesocarp or pulp) and 
a sub-triangular hard-shell seed with three 
chambers (endocarp or nut) containing a 
single kernel. Ariffin et al. (2020) reported 
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that the light green skin turns dark purple, and the fleshy pulp becomes creamer yellow, 
indicating a fully ripe fruit. The ‘Song’ variety was chosen due to its better taste, high buyer 
demand, and local consumers’ preferences. In recent years, dabai has been promoted by 
the Agriculture Department of Sarawak as a speciality fruit and a future economic crop 
of Sarawak (Ding & Tee, 2011; Chua et al., 2015). The dabai fruits are graded into three 
grades: grade A, grade B, and grade C. Grade A has the biggest size, thicker flesh and larger 
nuts compared to grades B and C (Hady, 2021). 

Size, shape and weight and relationships of physical properties are determined 
as important to design and optimise a machine for sorting, grading, sizing, handling, 
packaging, storage and transport of fruits (Altuntaş & Yildiz, 2007; Milošević et al., 2014; 
Azman et al., 2020). However, detailed studies concerning the correlation of its physical and 
chemical attributes associated with different fractions are still scarce up to now. Thus, this 
research aims to (1) determine the physical properties of dabai fruit at different fractions and 
(2) investigate the correlations between physical properties and dabai fractions. The result 
of this study will contribute to the evaluation of dabai biodiversity and aid in designing the 
handling and processing equipment for potential commercial production.

MATERIALS AND METHODS

Fruit Materials

Figure 1. (a) Whole fruit, (b) nut, and (c) kernel of 
Canarium odontophyllum Miq.

(a)

(c)(b)

Matured grade A dabai fruit (‘Song’ variety) was purchased at a local market at Kuching, 
Sarawak, located in northwest Borneo Island. The fruits were transported on the same day 
by flight, immediately delivered to the laboratory at Universiti 
Putra Malaysia, and stored in a freezer (SJC318, Sharp, Malaysia) 
with a temperature of -14°C upon arrival. A total of 20 random 
samples of grade A dabai fruit with good quality and free from 
defect or physical injury were selected for the testing.

Sample Preparation

Twenty replicates of dabai fruits from 
the bulk sample were chosen. The whole 
fruit was measured after being thawed 
for five minutes after being taken out 
from the freezer. Then, the fruit fractions 
were manually separated into nut and 
kernel, as indicated in Figure 1. Firstly, 
the flesh of the fruit was peeled using a 
knife to obtain the sub-triangular nut. 
Notably, the remaining flesh must be 
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removed fully, and the nut must be washed under water to ensure an accurate reading. 
Next, the hard shell of the same set of nut samples was cracked carefully using a c-clamp 
to obtain its single kernel. 

Determination of Geometric Properties

The geometric properties of each fruit fraction examined included dimensions (sizes), 
sphericity, aspect ratio, volume, and surface area. The size of all fruit fractions was expressed 
in terms of three spatial dimensions such as length (L), width (W) and thickness (T), that 
correspond to major, intermediate, and minor diameters, respectively, and was measured 
using a digital vernier calliper (Series 500, Mitutoyo, Japan) with 0.01 mm sensitivity.

Each fraction’s actual volume (V) was measured using the water displacement method 
(Khoshnam et al., 2007; Ehiem et al., 2016; Yang et al., 2018). The fruits generally have 
irregular shapes and need to be expressed in standard shapes. Therefore, the whole fruit, 
nut, and kernel of dabai were presumed to be a standard elliptical shape. Accordingly, 
ellipsoid (Vellip) volume was calculated using Equation 1 (Azman et al., 2020):
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Surface area (SA) can be defined as the total three-dimensional (3D) shape areas of 
all surfaces. It was calculated using Equation 6 (Burubai & Amber, 2014):

 𝐴𝐴𝑠𝑠 =  𝜋𝜋𝐷𝐷2
𝑔𝑔     [6]

Determination of Gravimetric Properties

Gravimetric properties like mass, true density, bulk density, and porosity of each fraction 
were measured. Individual 20 fruit mass (M) was weighed using an electronic balance 
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(ATY224, Shimadzu Corp., Japan) with a precision of ± 0.0001 mg. The water displacement 
method was carried out to determine the true density of the fruit fraction. The true density 
(𝜌𝜌𝑏𝑏 =  

𝑀𝑀𝑏𝑏

𝑉𝑉𝑐𝑐
 t) of the fruit is the ratio of the mass of a fruit sample to the solid volume occupied by 

the sample, which was calculated using Equation 7 (Altuntaş & Yildiz, 2007).

𝜌𝜌𝑡𝑡 =  
𝑀𝑀𝑒𝑒

𝑉𝑉𝑒𝑒
     [7] 

where Mi – mass of individual fruit (g), Vi – volume of individual fruit (cm3)
Bulk density (𝜌𝜌𝑏𝑏 =  

𝑀𝑀𝑏𝑏

𝑉𝑉𝑐𝑐
 ) is defined as the ratio of the mass of a fruit sample to its total volume 

and was determined with a weight per hectolitre tester calibrated in kg per hectolitre 
(Aydin, 2003). It is the sample mass ratio to the container volume it occupies, as Ehiem et 
al. (2016) suggested. The bulk density of whole fruit was determined by filling the sample 
to the brim with a 200 cm3 measuring cylinder and levelling off the excess samples with 
a flat object. The whole sample was weighed, and similar steps were repeated by using a 
100 cm3 measuring cylinder to determine the bulk density of the nut and kernel based on 
the following Equation 8:

𝜌𝜌𝑏𝑏 =  
𝑀𝑀𝑏𝑏

𝑉𝑉𝑐𝑐
      [8]

where Mb – mass of bulk sample (g), Vc – volume of the container (cm3)
The porosity (P) of fruit fraction was computed from the values of true density and 

bulk density using the relationship given by Binoj et al. (2016) using Equation 9:

𝑃𝑃 =  
𝜌𝜌𝑡𝑡 − 𝜌𝜌𝑏𝑏
𝜌𝜌𝑡𝑡

 ×  100    [9]

Frictional Properties

Frictional properties like the angle of repose ( 𝜃𝜃 = ℎ
𝑟𝑟
 ) were determined at whole fruit, nut, and 

kernel fractions using Equation 10. The angle of repose is the horizontal angle at which 
the material will stand when piled. It was determined as suggested by Sessiz et al. (2007), 
Altuntaş & Yildiz (2007) and Liu (2011) with slight modification. A topless and bottomless 
cylinder of 168 mm diameter and 163 mm height, 76 mm diameter and 96 mm height, 20 
mm diameter and 73 mm height were used for dabai fruit, nut, and kernel, respectively. 
The samples were placed into hollow cylinders of respective diameters and heights atop a 
selected base, which is the centre of white paper on a flat surface. The cylinder was lifted 
slowly until a cone of fruit fractions formed on the paper base.

 𝜃𝜃 = ℎ
𝑟𝑟
    [10]

where  𝜃𝜃 = ℎ
𝑟𝑟
 – angle of repose, h– height of cone of fruit fractions formed, r – radius of cone 

of fruit fractions formed.
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Statistical Analysis

All values are expressed as group mean ± standard deviation and analysed using Minitab 
Statistic 19 Edition. A one-way analysis of variance (ANOVA) was applied to determine 
the difference among the means of fractions in the physical fruit properties to determine the 
differences in the means. Probability values at a 5% level (p < 0.05) using Tukey’s Honest 
Significant Difference (HSD) test were significantly different. Correlation coefficients 
were determined by the Pearson correlation matrix method. Principal Component Analysis 
(PCA) was performed to evaluate interrelationships among variables and any possible 
fruit fraction grouping based on similar properties by using the Minitab® 19 procedure.

RESULTS AND DISCUSSION

Determination of Geometric Properties of Dabai Fractions

The geometric properties of different dabai fractions of whole fruit, nut, and kernel are 
presented in Table 1. 

Table 1
Some physical properties of different fractions of dabai fruit

Properties Whole Fruit Nut Kernel
Geometric Property
Length, L mm Mean 37.58 ± 1.95a 28.04 ± 1.65b 23.65 ± 1.10c

Range (34.00–42.50) (25.40–30.80) (21.90–25.80)
Width, W mm Mean 24.33 ± 1.00a 15.33 ± 0.96b 11.84 ± 0.62c

Range (22.30–25.70) (13.40–16.90) (10.50–12.90)
Thickness, T mm Mean 23.69 ± 1.12a 14.83 ± 0.92b 7.20 ± 0.63c

Range (21.30–25.40) (13.20–16.50) (5.60–8.00)
Sphericity, S Mean 0.74 ± 0.03a 0.66 ± 0.02b 0.53 ± 0.02c

Range (0.70–0.78) (0.62–0.70) (0.50–0.57)
Aspect ratio, AR Mean 1.55 ± 0.08a 1.83 ± 0.12b 2.00 ± 0.02c

Range (1.43–1.69) (1.64–2.10) (0.50–0.60)
Geometric mean 
diameter, Dg

mm Mean 27.86 ± 1.10a 18.53 ± 1.01b 12.61 ± 0.61c

Range (25.71–29.51) (16.50–20.48) (11.19–13.48)
Arithmetic mean 
diameter, Da

mm Mean 28.53 ± 1.13a 19.40 ± 1.04b 14.23 ± 0.59c

Range (26.37–30.57) (17.33–21.40) (13.00–15.27)
Surface area, SA mm2 Mean 2442.60 ± 190.90a 1082.00 ± 118.20b 501.10 ± 47.40c

Range (2076.80–2736.50) (855.40–1317.50) (393.20–570.40)
Actual volume, V cm3 Mean 12.70 ± 1.34a 4.75 ± 0.79b 0.97 ± 0.32c

Range (10.00–15.00) (4.00–6.00) (0.20–2.00)
Ellipsoid volume, 
Vellip

cm3 Mean 11.38 ± 1.33a 3.36 ± 0.55b 1.06 ± 0.15c

Range (8.90–13.46) (2.35–4.50) (0.73–1.28)
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Dimensions 

There were significant differences (p ≤ 0.05) among the dabai fractions with respect to the 
dimensions. The mean values of length (L), width (W), and thickness(T) for the whole 
fruit were 37.58 ± 1.95 mm, 24.33 ± 1.00 mm, and 23.69 ± 1.12 mm, respectively. Table 1 
indicated that the length had the highest value with 35 % and 37 % differences compared 
to the width and thickness of the whole fruit, respectively. In a previous study by Chua et 
al. (2015), the dabai variety ‘Song’ had the closest length measurement with dabai Besar 
(36.00 mm) and a similar width with dabai Bujur (24.00mm).

Meanwhile, dabai nut had the mean values of 28.04 ± 1.65 mm, 15.33 ± 0.96 mm, 
and 14.83 ± 0.92 mm for length, width, and thickness, respectively. A similar trend was 
observed in the whole fruit, with the length obviously having the greatest value compared 
to the width and thickness of dabai nut, with the differences in percentage at 45% and 47%, 
respectively. In comparison to previous studies, the length and width of the dabai variety 
‘Song’ were higher than those of pistachio nuts (Kashaninejad et al., 2006) but relatively 
lower than those of pili nut (Gallegos et al., 2013) under different moisture conditions.

Next, the kernel’s mean length, thickness, and width values were 23.65 ± 1.10 mm, 
11.84 ± 0.62 mm, and 7.20 ± 0.63 mm, respectively. The kernel length had the highest 
reading compared to thickness and width. Compared to the width and thickness of the 
dabai kernel, the length is 50% and 70% higher. The length and width of the kernel were 
compared with other seeds, and it was observed that the length and width of the dabai 
variety Song’s kernel were lower than the pili kernel (Gallegos et al., 2013). In contrast, 
they were larger than the Ohadi pistachio nut (Kashaninejad et al., 2006). 

Properties Whole Fruit Nut Kernel
Gravimetric Property
Mass, M g Mean 13.89 ± 1.55a 5.10 ± 0.49b 0.89 ± 0.16c

Range (10.94–16.93) (4.38–6.02) (0.403–1.09)
True density, g/cm3 Mean 1.09 ± 0.04a 1.09 ± 0.12a 0.99 ± 0.29a

Range (1.02–1.16) (0.91–1.35) (0.51–2.02)
Bulk density,  g/cm3 Mean 0.49 ± 0.02a 0.63 ± 0.01b 0.18 ± 0c

Range (0.46–0.52) (0.62–0.67) (0.18)
Porosity, P % Mean  54.97 ± 2.08a  41.05 ± 6.53b 80.50 ± 5.20c

Range (50.03–58.33) (29.37–54.38) (64.29–91.03)
Frictional Property
Angle of repose ° Mean 39.06 ± 6.82a 31.22 ± 2.89a 32.09 ± 6.76a

Range (28.89–47.45) (28.39–35.59) (20.69–37.49)

Data are expressed in mean (± standard error) with 20 replicates. Different lower-case letters indicate significant 
differences (p ≤ 0.05) by Tukey’s HSD test within the same row.

Table 1 (continue)
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The whole fruit of dabai consists of the highest value of dimensions with significant 
difference (p ≤ 0.05) among all the three fractions (whole fruit > nut > kernel). Therefore, 
these conclude that the length of whole fruit was 35% and 37% greater than that of nut 
and kernel. Besides, the width and thickness of whole fruit were 37% and 51% higher than 
the width of nut and kernel, respectively, while 37% and 70% greater than the thickness 
of nut and kernel.

Sphericity 

Concerning the sphericity of dabai, there were significant differences (p ≤ 0.05) among 
dabai fruit, nut, and kernel, as presented in Table 1. The mean sphericity value for the 
whole fruit was 0.74 ± 0.03. The dabai nut had a mean value of 0.66 ± 0.02 for sphericity. 
Meanwhile, the dabai kernel’s mean value of sphericity was 0.53 ± 0.02. Earlier, Gallegos 
et al. (2013) reported that the sphericity value for pili nut and its kernel ranged between 
0.584−0.5315 and 0.5355−0.5463, respectively. Meanwhile, Jatropha fruit, nut, and kernel 
gave sphericity values of 0.95, 0.64, and 0.68, respectively (Sirisomboon et al., 2007), 
which were lower than dabai nut but higher than the kernel for its sphericity. Overall, the 
whole dabai variety ‘Song’ fruit ranged between 0.70 to 0.78, tended to roll better, and its 
shape was an ideal sphere compared to its nut and kernel.

Aspect Ratio 

The aspect ratio relates to the width and length of the fruit, which can be calculated to 
determine its relationship with fruit shape (Miloševićt al., 2014). According to Table 1, 
there were differences (p ≤ 0.05) among the dabai fractions with respect to the aspect ratio 
parameter. 

The mean value of the aspect ratio of whole fruit was 1.55 ± 0.09. The dabai nut had 
a mean value of 1.83 ± 0.12 for the aspect ratio. Meanwhile, the mean value of the aspect 
ratio of the kernel was 2.00 ± 0.02. Hence, the aspect ratio of the dabai kernel was the 
highest with the following sequence: kernel > nut > whole fruit. Asoiro et al. (2017) also 
investigated and reported a similar trend where the kernel had the highest aspect ratio for 
velvet tamarind with kernel> unshelled> shelled sequence.

Geometric Mean Diameter

Table 1 presents that the Dg mean value of dabai whole fruit was 27.86 mm ±1.10. The 
dabai nut had a mean value of 18.53 mm ±1.01, while the dabai kernel had 12.61 mm 
±0.61. By comparing the different fractions, dabai whole fruit had a 33 % difference from 
the nut, 55% higher than dabai kernel for Dg. Other than that, the Dg of dabai nut and kernel 
were relatively lower than pili nut (32.46−33.06 mm) and kernel (18.73−20.03 mm), while 
tomato fruit had the highest Dg (34.75 mm) compared to dabai variety ‘Song’. Overall, 
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it can be concluded that for Dg of dabai variety ‘Song’, the whole fruit had the highest 
mean value and differed significantly (p ≤ 0.05) among all the three fractions (whole fruit 
> nut > kernel) with the values ranging from 25.71 mm to 29.51 mm (whole fruit), 16.50 
mm–20.48 mm (nut), and 11.91 mm–13.48 mm (kernel).

Arithmetic Mean Diameter

Arithmetic Mean Diameter (Da) is the diameter average of all the particles in the sample. 
According to Table 1, the Da of dabai whole fruit, nut, and kernel were recorded at the 
mean values of 28.53 ± 1.13 mm, 19.40 ± 1.04 mm, and 14.23 ± 0.59 mm, respectively. 
Meanwhile, their range was from 26.37 mm to 30.57 mm for whole fruit, 17.33 mm to 
21.40 mm for nut, and 13.00 mm to 15.27 mm for kernel. A similar trend was observed 
with the Da, whereby the whole fruit had the greatest value compared to the nut and kernel, 
with percentage differences of 32% and 50%, respectively. Da of all three fractions was 
significantly different at p ≤ 0.05 (whole fruit > nut > kernel).

Surface Area

Table 1 shows significant differences (p ≤ 0.05) amongst whole fruit, nut, and kernel. 
The mean values of surface areas of the dabai variety ‘Song’ were 2442.60 ± 190.90 mm2 
(whole fruit), 1082.00 ± 118.20 mm2 (nut), and 501.10 ± 47.40 mm2 (kernel). Thus, the 
highest mean surface area value was whole fruit (2442.60 mm2),  56% and 79% greater 
than dabai nut and kernel, respectively. In a previous study, walnut surface area from 
four different genotypes ranged from 908.37 to 1042.21 mm2 (Ebrahimi et al., 2009), 
lower than in the dabai variety ‘Song’. Meanwhile, by comparing within the Canarium 
family, the whole fruit of the dabai variety ‘Song’ was relatively larger than the surface 
area of Canarium schweinfurthii Engl fruits (920.72 mm2) at a particular moisture content 
range (Ehiem et al., 2019). The surface area is key in determining the shape of the fruits 
and indicates how the kernels will behave on oscillating surfaces during processing 
(Ghadge & Prasad, 2012).

Actual Volume and Ellipsoid Volume

According to Table 1, other physical properties of dabai are actual and ellipsoid volume. 
For the whole fruit of dabai, the mean values of actual volume and ellipsoid volume were 
12.70 ± 1.34 cm3 and 11.38 ± 1.33 cm3, respectively. It was followed by nut at 4.75 ± 0.79 
cm3 and 3.36 ± 0.55 cm3, respectively. The values are 0.97 ± 0.32 cm3 and 1.06 ± 0.15 
cm3 for the kernel’s average actual and ellipsoid volumes, respectively. Overall, the whole 
fruit of dabai had the highest range values of actual and ellipsoid volumes compared to 
other fractions, which ranged from 10.00 to 15.00 cm3 and 8.90 to 13.46 cm3, respectively. 
As with other geometric attributes, both volumes differ significantly amongst each fruit 
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fraction. Fruit volume plays a vital role in yield traits in horticultural crop processing, and 
its estimation is mainly related to fruit shape. 

Determination of Gravimetric Properties of Dabai Fractions

Mass. There were significant differences (p ≤ 0.05) among the dabai fractions with 
respect to the fruit mass. The mean value of the whole dabai fruit mass was 13.89 g ± 
1.55. Meanwhile, the dabai nut had a mean weight value of 5.10 g ± 0.49. Lastly, the 
mean value of kernel weight was 0.89 g ± 0.16. Therefore, the weight of the whole 
fruit section was the greatest compared to the other fractions within the range of 10.94 
g to 16.93 g. Comparing to a study by Chua et al. (2015), the mean of total mass and 
kernel for different genotypes of dabai were within 7.60 g to 15.33 g and 0.48 g to 1.33 
g, respectively. In a previous study, Ding and Tee (2011) recorded the seed weights 
of two superior bud-grafted clones, ‘Laja’ and ‘Lulong,’ which were 7.7g and 5.0 g, 
respectively. Prasad et al. (2011) stated that the pulp and seed contributed to the bulk 
of the fruit weight, comprising 46% and 44%, respectively, while peel constituted 10%. 
Abdul-Hamid et al. (2020) reported that the physical features, including flesh weight, 
seed weight, and length and diameter of dates, differed significantly (at a 5% probability 
level) from one variety to another.

True and Bulk Density. Table 1 presents the results of the true density and bulk density of 
dabai fruit. The results obtained for whole fruit were 1.09 g/cm3 ± 0.04 and 0.49 g/cm3 ± 
0.02 for both density readings. The mean value of true density for dabai nut was 1.09 g/cm3 
± 0.12, almost equivalent to the former reading, while 0.63 g/cm3 ± 0.01 is the mean value 
of its bulk density. The dabai kernel’s mean values were 0.99 g/cm3 ± 0.29 and 0.18 g/cm3, 
respectively, for true and bulk densities. Therefore, the whole dabai fruit and nut shared 
the same mean values of true density (1.09 g/cm3 ± 0.12), which were the highest amongst 
all fractions with no significant differences (whole fruit = nut > kernel). Meanwhile, the 
highest mean value for bulk density belonged to dabai nut and differed significantly at p 
≤ 0.05 when compared to the other two fractions of dabai fruit (nut >whole fruit> kernel). 
It may be attributed to the flesh, which is bulkier than the nutshell, such that it causes a 
reduction in the total mass per unit volume occupied by the flesh. 

Porosity. With regard to the porosity of dabai, there were significant differences (p ≤ 0.05) 
among dabai fruit, nut, and kernel. The mean porosity values for the whole fruit, nut, and 
kernel were 54.97% ± 2.08, 41.05% ± 6.53, and 80.50% ± 5.20, respectively. In conclusion, 
the porosity for the kernel had the highest mean value based on Table 1 with the following 
sequence: kernel >whole fruit> nut. It may be due to strong attraction amongst the particles 
within the nutshell, which contributes to the difficulty of fracturing the nut, limiting its 
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internal pores. Bulk density, true density, and porosity are relevant tools in designing the 
types of equipment related to the separation, sorting, and handling systems.

Determination of Frictional Properties of Dabai Fractions

Angle of Repose. Frictional properties were measured based on the lifting effect of the 
hollow cylinders containing either 20 replicates of whole fruit, nut, or kernel. As presented 
in Table 1, the average values of repose angle were recorded five times. The angle of 
repose mean value for whole fruit was 39.06 ± 6.82°. Next, dabai nut and its kernel were 
recorded to have an average of 31.22 ± 2.89° and 32.09 ± 6.76°, respectively, for the angle 
of repose. However, no significant difference (p ≤ 0.05) existed amongst dabai fractions in 
terms of the angle of repose. This phenomenon is vital in determining the minimum flow 
slope in a self-emptying bin or a hopper. Hence, it can be concluded that the dabai nut has 
the lowest flowability compared to the whole fruit and the kernel.

Correlations Between Physical Attributes

The dependence of the variables amongst physical attributes of dabai fractions was 
observed by analysis of correlation and presented in Table 2. Linear correlation showed 
that the whole fruit length (WFL) shared a highly positive correlation with geometric mean 
diameter (r = 0.89). 

Meanwhile, the correlation coefficients between whole fruit width (WFW), geometric 
mean diameter (WFDg), arithmetic mean diameter (WFDa), volume (WFV) and mass 
(WFM) were highly positive with values of 0.89, 0.83, 0.86, 0.86, respectively. Next, whole 
fruit thickness (WFT) was positively correlated with WFDg (r = 0.89), WFDa (r = 0.83), 
and WFM (r = 0.84). Furthermore, the correlation coefficients between WFDg, WFDa, 
WFV and WFM were highly positive, with the values of 0.99, 0.93 and 0.92, respectively. 
As indicated, WFDa positively correlated with WFV (r = 0.92) and WFM (r = 0.91). The 
WFV was highly positively correlated with WFM (r = 0.96).

Linear correlation implied that the dimension (length, width, and thickness) of the 
nut (NL, NW, and NT) shared positive and high correlation with similar variables; for 
instance, geometric mean diameter (NDg; r = 0.83, r = 0.87, and r = 0.97, respectively), 
arithmetic mean diameter (NDa; r = 0.90, r = 0.80, and r = 0.95, respectively). The NDg was 
strongly positively correlated with NDa (r = 0.99). There were highly negative and positive 
correlations that existed between volume (NV) with ND (r = − 0.80) and mass (r = 0.80). 

Besides, the kernel (KL) length was highly positively correlated with an arithmetic 
mean diameter (KDa, r = 0.85). Next, there were highly positive correlations among KT, 
KDg (r = 0.93), KDa (r = 0.84), and KM (r = 0.86). The correlation coefficients among KDg, 
KDa and KM were highly positive, with values of 0.97 and 0.94, respectively. Meanwhile, 
the correlation coefficients between KDa and KM and KV and KD were high, with values 
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of 0.89 and -0.80, respectively. Also, it was found that the dabai kernel did not correlate 
with any variables of the whole fruit or nut. 

Generally, when dabai fruit, nut, and kernel were compared, the highest correlation 
among variables was observed between Dg and Da. These correlations illustrated that the 
Dg was the best dimensional parameter for weight estimation (Mohsenin, 1986) and can 
be used to predict each other (Milošević et al., 2014). 

These findings parallel the result of Torres et al. (2012), who found that fresh mass is 
the most closely related variable to diameter.

CONCLUSION 

The physical attributes of dabai, variety Song, and grade A were characterised in this study. 
All properties varied significantly among fruit fractions except for bulk density and angle 
of repose. The highest significantly positive correlation was found between geometric 
mean diameter and arithmetic mean diameter amongst all fractions, while actual density 
was the least correlated to other variables. Relationships existed amongst several other 
physical variables within each fraction. In comparison across dabai fractions, whole fruit 
was observed to have several correlations with certain variables from the nut and kernel. 
This study enhances the knowledge about the variation of physical properties in each fruit 
fraction, particularly for the dabai variety ‘Song,’ and may be relevant to crop producers, 
food processors, or engineers. 
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ABSTRACT

Polymer encapsulation is commonly adopted in drug delivery systems to form encapsulation 
that can assist in delivering active compounds to the targeted area. Acalypha indica (AI) 
crude extract was obtained from AI plants through ultrasound-assisted extraction. It is 
naturally unstable in the external environment and, thus, needs to be encapsulated to protect 
against volatility. Herein, this study emphasized the development of the encapsulations of 
AI extracts using a chitosan-polycaprolactone (PCL) blend by emulsion-solvent evaporation 
and freeze-dried methods. Four parameters for Al encapsulation were studied by fixing one 
parameter at a time. The percentage of encapsulation efficiency (EE%) was recorded as a 
response for each parameter. The study proceeded with central composite design (CCD) as the 
response surface methodology (RSM) optimization tool to study the interactions between the 

factors. Central points were taken from the 
preliminary data obtained in one-parameter 
experiments. The validation was carried 
out with two data of the highest and lowest 
EE% suggested by CCD. The highest EE% 
recorded was 98.70%, and the lowest EE% 
was 87.80%. The results showed a difference 
between predicted and experimental values 
at a percentage lower than 7.5%. Fourier 
Transform Infrared Spectroscopy (FTIR), 
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scanning electron microscopy (SEM), particle size analyzer, and zeta potential were used to 
analyze the properties of selected microencapsulated samples. Overall, the encapsulation of 
AI extracts was successful and has the potential to be used in drug delivery.

Keywords: Acalypha indica Linn., central composite design, chitosan, microencapsulation, polycaprolactone

INTRODUCTION 

Over the past decades, a lot of research and invention has been done and keeps growing 
to enhance the current drug delivery system (Yusuf et al., 2023). In developing a good 
controlled-release drug delivery system, selecting a good drug carrier is the most 
challenging in the sense that the side effects of the drugs and the drug carriers on humans 
can be minimized (Adepu & Ramakrishna, 2021). Chitosan has been proven to be an 
effective polymeric drug carrier. Chitosan is found naturally from aquatic shell wastes 
and is one of the most abundant polymers in nature, thus providing a vast potential for 
commercial value. Due to good mucoadhesive properties and biodegradability, chitosan 
is safe for consumption (Roy & Sahoo, 2016; Szymańska & Winnicka, 2015). However, 
chitosan needs modification to improve its stability and solubility to form an excellent 
polymer matrix for microencapsulation. The limitations of chitosan can be improved 
through several methods of modification while maintaining the parent chain. In this way, 
the modification preserves the good physicochemical properties. Physically blending with 
another polymer is one of many ways to improve the characteristics of chitosan.

Recently, encapsulation studies have focused more on synthetic pharmaceutical 
drugs. However, encapsulations of certain plant extracts are somehow less explored. The 
challenges of maintaining stable Acalypha indica (AI) extracts are related to the fact that 
the active compounds are naturally volatile, light and temperature sensitive and susceptible 
to degradation (Bazana et al., 2019). AI, commonly known as Indian copperleaf, is an 
herbaceous species plant. However, it gets less attention because its habitat is mostly in 
the backyards and is often treated as a weed. However, AI can be found only in certain 
geographical regions (El Hady et al., 2019). Interestingly, there is a fascinating fact about 
this plant and its high potential for commercialization. 

Previously, it was reported that the leaf extracts of AI have several bioactive compounds 
that can treat respiratory problems such as bronchitis, asthma, and pneumonia (Martin & 
Ashokkumar, 2017; Taurozzi et al., 2012). Poly-ɛ-caprolactone (PCL) is a biodegradable 
aliphatic polyester with better viscoelastic and allows many structures such as microspheres. 
Due to its properties, PCL can be easily blended with other polymers, such as chitosan, 
for microencapsulations (Christen & Vercesi, 2020).

Modifying the chitosan with PCL  via blending can benefit the immobilization of the AI 
extracts against any interactions with the external environment through encapsulation (Rivas 
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et al., 2019). Encapsulation is very vital as without encapsulation, and the uncontrolled 
environmental condition has a tendency to break down certain types of beneficial bioactive 
compounds of the AI extracts. 

The emulsion-solvent evaporation method is identified as the most suitable method to 
encapsulate the ethanolic AI extracts. The microencapsulation of AI extracts was conducted 
by blending chitosan with a PCL. First, experiments were done by fixing one factor at a 
time (OFAT) for four parameters: homogenization duration, the ratio of chitosan: PCL, 
the concentration of surfactant (PVA), and polymer matrix concentrations. Subsequently, 
an optimization study of the three factors (ratio of chitosan: PCL concentration, PVA 
concentration, and Concentration of chitosan-PCL blend) was performed using the 
design of experiments (DOE) by central composite design (CCD), and the percentage of 
encapsulation efficiency (EE%) was recorded as the response. Lastly, the microcapsules 
were characterized with SEM, FTIR, zeta potential and particle size analysis.

MATERIALS AND METHODS

Materials and Instrumentations

Chitosan (medium molecular weight 190,000-310,000 Da, Catalog No. 448877, ~85% 
deacetylated), poly-(ɛ-caprolactone)(PCL) (molecular weight= 45,000 Da, SKU No. 
704105), and poly(vinyl alcohol) (PVA) (molecular weight= 31,000–50,000 Da, SKU No. 
363138, 98%–99% hydrolyzed), were purchased from Sigma Aldrich, USA. Methylene 
chloride (DCM) (Catalog No. 106050, 84.93 g/mol) was purchased from Merck Millipore®, 
Germany. Acetic acid glacial (60.05 g/mol) analytical grade was purchased from Bendosen 
Laboratory Chemicals, Norway. Acalypha indica (AI) extracts were obtained from 
Universiti Teknologi Malaysia (UTM) through ultrasound-assisted extraction using a 
water bath sonicator and ethanol as the solvent. Anhydrous ethanol, 99.8% v/v absolute 
denatured grade, was purchased from HmbG® Chemicals, Germany.

Fabrication of Chitosan-PCL Encapsulation-loaded Acalypha indica Extract

Following the previously reported method, the physical blending of the chitosan-PCL was 
done according to the emulsion-solvent evaporation method (El Hady et al., 2019). The 
mechanism of AI extract encapsulation was simplified, as shown in Figure 1.

Firstly, a fixed parameter was conducted per the aforementioned method following the 
recipe in Table 1. PCL (0.5%) was dissolved in an organic phase of DCM, PVA (2%) in 
deionized water, and chitosan (0.5%) in 0.2%v/v aqueous acetic acid. Then, the polymer 
solutions were vigorously stirred for 24 hours to dissolve the polymers, and PVA was stirred 
at a temperature of 60 °C. The AI extract was diluted in ethanol to get a concentration of 
0.2 g/mL.
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Figure 1. The overview process of encapsulation of AI extracts and the extract release
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Next, the microencapsulation of Acalypha indica (AI) extract was fabricated. A 5 mL 
emulsion of PCL was transferred into a 50 mL-sized tube containing 5 mL of PVA. Then, 
5 mL of each PCL, chitosan, and the AI extract were sequentially added. Immediately, 
solutions were homogenized under an ultrasonic homogenizer (Fisher Scientific FB705,700 
watts) with an amplitude of 90% and homogenized to form a water-in-oil (W/O) emulsion. 
After that, the solutions were moderately stirred with a magnetic stirrer for 24 hours at room 
temperature in a controlled environment. After that, the microparticles were collected by 
centrifuging at 13,000 rpm for 1 hour using a mini centrifuge (Eppendorf, speed x 1,000). 
Two layers of supernatant and precipitates were formed. The solvents were discarded and 
replaced by deionized water. Then, the precipitates and the deionized water were vortexed. 
After that, the centrifugation steps were repeated for 15 minutes every cycle until the 
solutions turned pH-neutral. Then, the samples were ready for freeze-drying. Following 
a similar procedure, the blank encapsulations were prepared without the addition of AI 
extracts. Next, the one parameter-at-a-time (OFAT) studies and optimization followed the 
same procedures. The process is illustrated in Figure 2.

Encapsulation Efficiency of Chitosan-PCL Determination

Firstly, a series of wavelength screenings were done under ultraviolet-visible (UV-VIS) 
spectrophotometers from 200–1000 nm on the crude AI extract samples. The highest peak 
was detected at 285nm and was used as a benchmark for the highest amounts of active 
compounds in the crude extracts of AI. 

In another experiment, the encapsulated AI extracts were released from its Chitosan-
PCL microcapsules by dissolving in 1.0 mL of 99.8% ethanol to determine the percentage of 
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encapsulation of AI extract entrapped in the microcapsule. The samples were centrifuged at 
13,000 rpm for 1 hour. After that, the supernatant was collected and spectrophotometrically 
assayed at 285 nm. The amount of AI extracts entrapped was calculated using Equation 1.

𝐸𝐸𝐸𝐸% = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  𝑐𝑐𝑜𝑜  𝑐𝑐𝑒𝑒𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  𝑐𝑐𝑐𝑐  𝑐𝑐ℎ𝑐𝑐 𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑐𝑐𝑚𝑚
𝐼𝐼𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑚𝑚  𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  𝑐𝑐𝑜𝑜  𝐴𝐴𝐼𝐼 𝑐𝑐𝑒𝑒𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑚𝑚

×   100%                                         [1]

Optimization of Microencapsulation Process

The experiment was continued with a series of OFAT to find the preferred range for each 
parameter and select the desired range and levels for response surface methodology (RSM). 
In this experiment, only one parameter was manipulated, while the other parameters 
remained constant. Each run was repeated thrice.

Homogenization Duration. The OFAT of homogenization duration was conducted in 
four different durations, as shown in Table 1. Homogenization duration, which gave the 
highest encapsulation efficiency, was chosen for the next OFAT step based on the highest 
encapsulation efficiency (EE%) as the response.

Ratio of Chitosan:PCL Concentration. With the homogenization duration fixed at 5 
minutes, the second OFAT of the Chitosan:PCL concentration ratio was conducted, where 

Figure 2. Schematic diagram of the emulsion-solvent evaporation method
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Table 1
Various homogenization durations of reaction using OFAT (Factor 1)

F1: Homogenization 
duration

F2: Chitosan:PCL 
concentration ratio (%)

F3: PVA concentration 
as a surfactant (%)

F4: Concentration of 
chitosan-PCL blends (%w/v)

3 0.5:0.5 2 1
5 0.5:0.5 2 1
7 0.5:0.5 2 1
10 0.5:0.5 2 1

Table 2
Various ratio concentrations of Chitosan:PCL using OFAT (Factor 2)

F1: Homogenization 
duration

F2: Chitosan:PCL 
concentration ratio (%)

F3: PVA concentration 
as a surfactant (%)

F4: Concentration of 
chitosan-PCL blends (%w/v)

5 0.2: 0.8 2 1
5 0.4: 0.6 2 1
5 0.5:0.5 2 1
5 0.6:0.4 2 1
5 0.8:0.2 2 1

Table 3
Various PVA concentrations using OFAT (Factor 3)

F1: Homogenization 
duration

F2: Chitosan:PCL 
concentration ratio (%)

F3: PVA concentration 
as a surfactant (%)

F4: Concentration of 
chitosan-PCL blends (%w/v)

5 0.6:0.4 0.01 1
5 0.6:0.4 0.05 1
5 0.6:0.4 0.1 1
5 0.6:0.4 0.3 1
5 0.6:0.4 0.5 1
5 0.6:0.4 1 1
5 0.6:0.4 2 1

the values were varied, as shown in Table 2. The ratio that gave the highest EE% was 
chosen for the next OFAT step.

PVA Concentration. With the ratio of Chitosan:PCL concentration fixed at 0.6:0.4, the 
third OFAT of PVA concentration ratio was conducted, where the values varied, as shown 
in Table 3—similarly, the highest EE% as the response was recorded and carried out for 
the next step.

Concentration of Chitosan-PCL Blends. With the PVA concentration fixed at 0.05%, 
the fourth OFAT of Chitosan-PCL blends concentration was conducted, where the values 
varied, as shown in Table 4, and EE% was recorded.
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Study on Interaction Between Variables by Central Composite Design (CCD) for 
Surface Response Methodology (RSM)

The experiment was continued with the interaction study by response surface methodology 
(RSM). Central composite design (CCD) was chosen as the response surface model. The 
design of the experiment was aided by Design-Expert version 12 software using central 
composite design (CCD) to study the impact and interactions of independent variables.

Since the DOE software is unable to process the ratio values, the values used were only 
integer numbers. For instance, in the first factor, which is the ratio of chitosan to PCL, the 
value 4 means the ratio of chitosan to PCL was 0.4:0.6. Table 4 illustrates the values for the 
coded levels used in the DOE. For the fourth factor, the range of concentration of Chitosan-
PCL blends (%w/v) in this study was limited according to the maximum concentration 
of chitosan that reached the gelation point for dissolution in 0.2% v/v of acetic acid. A 
preliminary experiment was done to find the maximum concentration reaching the gelation 
point. It was found that the chitosan reached the gelation point at a 1% g/mL concentration.

Thus, three factors were used to study the interactions. The independence variables of 
chitosan:PCL concentration ratios (X1), PVA concentration (X2), and the Concentration 
of chitosan-PCL blend (X3) were selected with the specific range obtained from the single 
experiments, OFAT. Details of the value of codified levels are tabulated in Table 5.

In CCD, three factors and one response were decided for the optimization study, and 
to predict the response at any point, codified units are the cube with the side [-1,1]. The 
design of CCD was proposed in Table 6 and simplified with the value of the coded units.

Table 4
Various concentrations of Chitosan-PCL blends using OFAT (Factor 4)

F1: Homogenization 
duration

F2: Chitosan:PCL 
concentration ratio (%)

F3: PVA concentration 
as a surfactant (%)

F4: Concentration of 
chitosan-PCL blends (%w/v)

5 0.6:0.4 0.05 0.33
5 0.6:0.4 0.05 0.67
5 0.6:0.4 0.05 1.00
5 0.6:0.4 0.05 1.33
5 0.6:0.4 0.05 1.67

Table 5 
Codified level for independent variables used in CCD for encapsulation optimization

Independent variables Units
Coded levels
-1 0 +1

X1: Ratio of Chitosan (n) :PCL (10-n) N chitosan 4 6 8
X2: PVA concentration % 0.01 0.05 0.09
X3: Concentration of chitosan-PCL blend % 0.6 1 1.4
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Model Validation

A validation study is an additional set of experiments carried out to validate and reproduce 
the output from the model. This study conducted two additional experiments referring to the 
new optimized parameters suggested by the DOE software. These two experiments were 
selected according to the highest and lowest EE% response predicted by DOE software. 
Subsequently, these two optimum samples were used for further characterizations.

Characterizations

Scanning Electron Microscope (SEM). A scanning electron microscope (SEM) (JEOL 
JSM-IT 100 InTouchScope™) accelerated at 5 kV was used to examine the morphological 
surface of the selected microparticles. The samples were coated with sputter coating 
(QC7620, Quorum Ltd, London) by placing the samples on the Nisshin EM conductive 
carbon tape that acted as a sample holder. The prepared samples were placed in a brass 
holder under the vacuum holder. 

Table 6 
Design matrix of codified variables for central composite design

Code Experimental

Run
Factor 1:

Chitosan:PCL 
ratio

Factor 2: 
PVA  

concentration

Factor 3:
Drug:polymer 

ratio

Factor 1:
Chitosan:PCL 

ratio (%)

Factor 2:
PVA  

concentration

Factor 3:
Concentration 
of chitosan-
PCL blend

1 -1 1 -1 4 0.09 0.6
2 1 1 -1 8 0.09 0.6
3 -1 1 1 4 0.09 1.4
4 1 -1 1 8 0.01 1.4
5 1 1 1 8 0.09 1.4
6 1 -1 -1 8 0.01 0.6
7 1 0 0 8 0.05 1
8 -1 -1 1 4 0.01 1.4
9 0 -1 0 6 0.01 1
10 0 1 0 6 0.09 1
11 -1 -1 -1 4 0.01 0.6
12 0 0 -1 6 0.05 0.6
13 0 0 0 6 0.05 1
14 0 0 1 6 0.05 1.4
15 0 0 0 6 0.05 1
16 0 0 0 6 0.05 1
17 -1 0 0 4 0.05 1
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Fourier-Transform Infrared Spectroscopy (FTIR). The Fourier-transform infrared 
spectroscopy (FTIR) examination of the selected AI extract microencapsulation was 
determined using Nicolet iS50 FT-IR spectrophotometer (Thermo Scientific, Massachusetts, 
US). The samples in powder form were scanned under the regions of 4000–400 cm-1 
wavenumber.

Particle Size Analysis and Zeta Potential. The average particle size was quantified using 
the dynamic light scattering (DLS) technique by Zetasizer Nano (Malvern Instruments Inc., 
UK). The system temperature was 25°C, the repetition was thrice, the Viscosity (cP) was 
1.2, and the count rate (kcps) was 139.2. The refractive index of the material was 1.59. 
The microparticles were suspended in ethanol. 

RESULTS AND DISCUSSIONS

Effects of OFAT Studies

Homogenization Duration. In Figure 3, encapsulation efficiency exhibited an upward 
trend from 3 minutes to 5 minutes of homogenization. During 3 minutes of duration 
homogenization, the oil/water phases did not completely break into smaller droplets. The 
physical observations were made from the solutions after solvent removal steps through 
130 rpm/60 minutes centrifugations. Through observation in Figure 4, the solutions turned 
more translucent as the sonication time increased, and more precipitates were deposited. 
The microparticles recovered from centrifugation were similarly reported by Leong et al. 
(2017). From centrifugation, fewer microparticles were deposited, and the supernatant was 
slightly cloudy. During this time, the emulsification occurred incompletely. 

Figure 3. The effect of homogenization duration 
on the chitosan:PCL encapsulation efficiency
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After 5 minutes of homogenization, 
it is unlikely to result in any significant 
changes in encapsulation efficiency and the 
SEM images, but the trend of encapsulation 
efficiency declined. As the duration of 
homogenization increased, the input energy 
also increased, thus boosting the shear 
force due to acoustic cavitation. Due to this 
phenomenon, as time passes, more energy is 
dissipated to break down the larger oil/water 
molecules into smaller droplets (Abriata et 
al., 2019; Taha et al., 2020). According to 
Eric et al. (2017), this short homogenization 
duration may also result in the formation of 
coarse emulsion and a larger diameter of 
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(c) (d)

(a) (b)

Figure 4. SEM images and visual register of the suspensions of samples at different homogenization durations: 
(a) 3 minutes, (b) 5 minutes, (c) 7 minutes, and (d) 10 minutes

emulsion droplets. Ten minutes duration somehow observed a good encapsulation image, 
but the EE% was lower than 5 and 7 minutes. The longer exposure time of the samples to 
homogenization may reduce the cavitation efficiency of the microtips and eroded (Taha et 
al., 2020). Through this experiment, 5 minutes of homogenization duration was selected 
and used in the next experiments.

The Ratio of Chitosan: PCL Concentration. The composition of chitosan and PCL is one 
of the most prioritized parameters that make up the concentration of chitosan-PCL blend as 
the carrier matrix. Figure 5 shows that the combination of a higher amount of PCL (0.2:0.8) 
resulted in the lowest EE% (33.80%). The EE% increased as the concentration of chitosan 
and PCL increased until the concentration of chitosan was more than PCL (0.6:0.4). Thus, 
the optimum concentration of chitosan and PCL obtained was 0.6 and 0.4 %w/v respectively 
with 70.10% EE%. The decrease of EE% after the 0.6 %w/v concentration of chitosan is 
possibly related to the viscosity of chitosan. In this case, the 0.8%w/v concentration of 
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Figure 5. Chitosan-PCL copolymer encapsulation with AI extract with various ratios of chitosan:PCL
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chitosan dissolved in 0.2%w/v acetic acid started to reach the gelation point. Thus, during 
the homogenization process, the chitosan molecules are unable to break well into smaller 
sizes, and the entrapment due to the chitosan not fully dissolved because the higher viscosity 
will reduce the intensity of the acoustic cavitation (Taurozzi et al., 2012). 

Homopolymer (PCL only and Chitosan only) encapsulation does not form stable 
microencapsulation because, during opening or pore creation, the monomer droplets formed 
are very porous, unable to hold the extract, and the extract has been leaked out during the 
cavitation process before they start forming microemulsion (Taha et al., 2020). Unlike 
the heteropolymer encapsulation, while depolymerization occurs, both monomers of PCL 
and chitosan incorporate together, thus capping the AI extract inside. Less viscous liquid 
(e.g., water) undergoes cavitation more easily and becomes an emulsion phase (O/W). In 
summary, the ratio of 0.6:0.4 was selected for the next optimization.

The Surfactant (PVA) Concentration. A surface active agent commonly known as a 
surfactant used in this study is polyvinyl alcohol (PVA). PVA is a non-ionic surfactant, 
which is a nonelectrolyte. The emulsified droplets of chitosan-PCL-loaded AI extract 
microencapsulation need a surfactant to preserve stability as well as prevent continuous 
phase separation by coalescence (Leong et al., 2009).

As a stabilizer, the presence of PVA in the outer space of microparticles significantly 
affects the percentage of encapsulation efficiency. The maximum encapsulation efficiency 
was found when the concentration of PVA was 0.05%, which is 86.17% supported by the 
uniformly arranged morphological structure as in Figure 7. According to Figure 6, the trend 
of EE% started to decrease after 0.1% w/v from 74.17 to 71.11%. Thus, only 0.05% PVA is 
needed to reach the maximum encapsulation efficiency, 86.17%. The more PVA used, the 
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higher the viscosity of the microemulsions, 
resulting in low encapsulation efficiency (Li 
et al., 2017).

The Concentration of the Chitosan-PCL 
Blend 

The concentration of the chitosan-PCL blend 
is an additional parameter that determines 
the amount of the carrier (chitosan-PCL 
blend) required for optimal encapsulations. 
The amount of AI extracts used was 0.2% 
concentration and kept constant for this 

Figure 7. SEM image for 0.05% PVA

Figure 6. Effect of various PVA concentrations on encapsulation efficiency

study. The polymer matrix concentration study was limited according to the maximum 
concentration of chitosan that reaches the gelation point when dissolved in 0.2% v/v acetic 
acid glacial. Figure 8 shows that the maximum Chitosan-PCL blend concentration was 
obtained at a concentration of 1.0%, which resulted in 92.33% of EE—beyond 1% polymer 
concentration, which resulted in a decrease in EE. This trend of EE% was also observed 
by Iqbal et al. (2015) and El Hady et al. (2019). It was due to the viscosity of the polymer 
that caused the AI extract entrapment to become less efficient. The increase in polymer 
concentration also increased the thickness of the polymer matrix.

Response Surface Methodology

Table 7 shows ANOVA analysis for three factors, which are chitosan:PCL, PVA 
concentration, and polymer matrix concentration. The analysis shows that the model 
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Figure 8. Concentration of Chitosan-PCL blends

Table 7 
The analysis of variance for the encapsulation efficiency

Source Sum of Squares df Mean Square F-value p-value Remark
Model 5.562 × 1011 8 6.952 × 1010 14.25 0.0006 significant
A-Chitosan (n) :PCL 
(10-n) ratio 1.935 × 1011 1 1.935 × 1011 39.66 0.0002  

B-PVA concentration 8.209 × 109 1 8.209 × 109 1.68 0.2308
C- Concentration of 
Chitosan-PCL blends 2.259 × 1011 1 2.259 × 1011 46.31 0.0001

AC 2.973 × 1010 1 2.973 × 1010 6.09 0.0388
BC 3.241 × 109 1 3.241 × 109 0.6643 0.4386
A² 3.100 × 109 1 3.100 × 108 0.0635 0.8074
B² 3.314 × 1010 1 3.314 × 1010 6.79 0.0313
C² 7.568 × 109 1 7.568 × 109 1.55 0.2482
Residual 3.903 × 1010 8 4.879 × 109

Lack of Fit 2.72 × 1010 6 4.536 × 109 0.7676 0.6611 not significant
Pure Error 1.182 × 1010

Cor Total 5.952 × 1011

R2 0.9344
Adjusted R2 0.86890
Predicted R2 0.7105
Adeq. Precision 13.0331
Std. Dev 69848.92
Mean 4.874 × 105
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F-value is 14.25, which implies that the model was significant, determined by a p-value 
<0.001. The regression coefficient (R2) recorded was higher than 0.9, which is 0.9344, 
indicating that the experimental data was relatively strong. The difference between the 
adjusted coefficient of determination (R2) and predicted R2 was less than 0.2, considered 
reasonable agreement. The lack of fit was reported as not significant, meaning that the 
polynomial model fitted well and was statistically accurate (Li et al., 2017).

The 3D contour plot graphs predicted the interaction between the parameters, as shown 
in Figures 9 and 10. This study revealed difficulties finding the optimum conditions as 
the contour lines raised continuously and the shape became slightly sharp. It could be 
due to some limitations of the ultrasonic homogenization device contributing to external 
factors such as the condition of the microtips of ultrasonic homogenizer getting less 
efficient after many times usage. Another external factor is the temperature of the solutions 
during the encapsulation process. The heat dissipated during homogenization may lead 
to dichloromethane evaporation and decreased volume of the reacted solution (Taurozzi 
et al., 2012). 

Figure 10 shows the linear interaction between the chitosan: PCL ratio and the polymer 
matrix concentration. As one increased the ratio of the chitosan:PCL, the EE% kept 
increasing, and while the polymer matrix concentration increased, the EE% decreased. As 
the concentration of the polymer matrix increased, the concentration of chitosan and PCL 
also increased while the ratio was maintained. This case happened due to the increasing 
concentration of chitosan, increasing the viscosity and hindering the ultrasonic homogenizer 
from breaking apart the chitosan molecules to form encapsulation (Taha et al., 2020). 
Figure 10 shows the relationship between PVA concentration and the concentration of the 

Figure 9. AC: The 3D model surface relationship 
between the ratio of chitosan:PCL and Polymer matrix 
concentration

Figure 10. BC: 3D model surface relationship between 
PVA concentration and concentration of Chitosan-
PCL blend 
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chitosan-PCL blend. The EE% started to increase and decrease as the polymer matrix and 
PVA concentration increased. In this case, only a small amount of PVA is needed to form 
a good encapsulation.

Next, based on this model, the second-order polynomial equation of the encapsulation 
efficiency was fitted into the coded Equation 2. The following equation obtained represents 
the quantitative effects of three factors on the encapsulation efficiency (EE%).

     [2]

Model Validation

Validation has been done to determine the validity of the hypothesized model, and the details 
are tabulated in Table 8. The formulations with high and low EE% were chosen as used for 
the next analysis. It was found that the difference between the predicted value from DOE 
and the experimental value was not much different and reasonable. The experimental values 
revealed that the prediction of DOE was acceptable. The highest EE% recorded was beyond 
the expectation, which is 98.7%, as compared to the predicted 91.30%, and the error was 
7.5%. However, the lowest EE% prediction value was recorded. The experimental value 
was within the predicted range, and the error was 1.2%, which is acceptable.

Table 8 
Validation test of the model

Factors Encapsulation efficiency (EE %) Error (%)

Run
Chitosan (n) 
:PCL (10-n) 

ratio

PVA 
concentration

Concentration of 
Chitosan-PCL 

blends

Predicted value 
from DOE

Experimental 
value

1 8 0.042 0.648 91.30 98.70 7.5
39 5.216 0.052 0.6 86.75 87.80 1.2

Characterization

Structural Properties by FTIR. The spectra graph of the encapsulated Chitosan-PCL 
loaded AI extract, the encapsulated Chitosan-PCL blank, PVA, PCL, chitosan and AI extract 
were obtained and compared as in Figure 11. 

The Chitosan parent chain is known to have an amino glucose structure linked with an 
amide linkage. Due to the presence of two strong functional groups, chitosan was capable 
of being modified to improve the limitations of chitosan. The two important functional 
groups are two hydroxyl groups and one primary amine group. Under the IR spectrum, 
the chitosan in powder form was tested, and a broad peak between 2940–2860 cm-1 was 
exposed. The chitosan spectra can be detected due to the existence of amide I and amide 
II. Amide I was detected at 1650 cm-1 associated with C=O stretching vibration. Amide II 
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was detected at 1579 cm-1, which is associated with and recognizable by N-H stretching. 
The C-H stretching was detected at 2860 cm-1. The ß-linked glycosidic bond was detected 
at 885 cm-1. 1020 cm-1 indicated the absorbance of O bridge stretching of glucosamine 
residue present. The characteristics of PCL were detected from the peak at 2940 cm-1, 
which is the asymmetric vibration stretching for the -CH3 group, and 2870 cm-1, which is 
the -CH2 (methylene) stretching. The stretching on 1730 cm-1 indicated the C=O (ketone). 
The band stretching at 1360 cm-1 indicated the presence of the C-O-C group, followed by 
more vibration bands by asymmetric stretching at 1180, 962, and 739 cm-1.

The interaction of the polymer compositions showed characteristic bands at 2950-2880 
cm-1 (C-H stretching); the spectra in PCL were switched from 1730 to 1720 cm-1, which 
indicated ketone and several inorganic ions from 1370–453 cm-1, in which the similar bands 
existed in the single ingredients. Ultimately, similar findings were reported by Almeida 
et al. (2018). The encapsulation of AI extracts was successful through the presence of 
characteristic bands of chitosan, PCL, and the AI extracts. On the IR spectrum of chitosan-
PCL loaded AI extracts, the presence of a sharp peak at 1470cm-1 indicates the characteristic 
of Amide II of chitosan. The presence of PCL was detected through the strong characteristic 
band of ketone at 1720 cm-1. The characteristic band of AI extracts were expressed at 1470 
and 1370 cm-1, showing the interactions of AI extracts occurred. Based on the FTIR spectra, 
the encapsulation of AI extract with chitosan-PCL blend occurred and can be suggested.

Figure 11. FTIR spectra for AI extract, chitosan, PCL, PVA, chitosan-PCL blank encapsulation and chitosan-
PCL loaded AI extracts



757Pertanika J. Sci. & Technol. 32 (2): 741 - 760 (2024)

Microencapsulation of Acalypha indica Linn. Extracts 

Surface Morphology by Scanning Electron Microscope (SEM). The SEM images 
exhibited the formation of spherical shapes with smooth surfaces for the sample with 
the highest EE% (98.70%) in Figure 12(a) and less polydisperse. In Figure 12(b), the 
surface morphology of the encapsulation with lower EE% (87.80%) also showed a 
spherical shape.

Figure 12. SEM image for chitosan-PCL loaded AI extract with (a) EE 98.70% and (b) 87.80%
(b)(a)

Zeta Potential and Particle Size Analysis. Table 9 summarizes the findings on the effects 
of zeta potential and particle size on the EE% of the AI extract microencapsulations. In this 
study, the values of zeta potential were negative due to the adsorption of the surfactant on 
the surface of the microparticles (Abriata et al., 2019). Interestingly, most encapsulations 
of plant extracts studies reported found in agreement with the negative value of zeta 
potential obtained from this study. In 2020, the encapsulation of Boswellia carterii essential 
oil by Barre et al. (2020) found that the zeta potential was -25 to -36 mV. In 2021, the 
encapsulation of phenolic bioactive compounds found the zeta potential was -30 to -44 
mV (Xue et al., 2021). 

This result was an improvement from the previous AI extracts encapsulation study 
reported by Amarnath et al. (2014) and Muhaimin et al. (2020), in which the zeta potential 
obtained was -3.47 mV. 

The high EE% was obtained from the small size of particles. The small particle size 
may entrap more active ingredients of AI extract, thus giving a higher EE%. The smaller 

Table 9 
The zeta potential and particle size for the optimized samples

Sample validation number Encapsulation efficiency (EE%) Zeta potential (mV) Particle size (µm)
1 98.70 -24.0 2.631 ± 0.14
39 87.80 -26.2 3.568 ± 1.35
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size also led to the microparticles being absorbed and the active ingredients being released 
to the targeted parts. The particle size obtained was similar to that obtained by Amarnath 
et al. (2014), which encapsulated the AI extract with chitosan-casein, which was 2µm. 
Another encapsulation study of M. gigantea leave extracts obtained 3.6–5.9 µm in size 
(Muhaimin et al., 2020).

CONCLUSION

In conclusion, 5 minutes of the best homogenization duration has resulted in the highest 
encapsulation efficiency (74.5%). The other three parameters, the 0.6:0.4 ratio of 
Chitosan:PCL concentration was 70.10%, 0.05% concentration of PVA giving 86.17%, 
and the 1% concentration of Chitosan-PCL blend was 92.33% have successfully found the 
optimized value. The values for the parameter interaction studies were obtained by applying 
the central composite design (CCD) using Design-Expert v.12 software. In the validation 
process, the highest EE% obtained was 98.70%, and the lowest EE% was 87.80%. Surface 
morphology showed the spherical shape of microparticles. The zeta potential for both 
higher EE% and lower EE% microencapsulations resulted in a small difference. Overall, 
the encapsulation of Acalypha indica (AI) extracts has been successfully done using 
chitosan-PCL copolymer blends by emulsion-solvent evaporation. This research has a high 
potential to explore the usage of AI in pharmaceutical applications.
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ABSTRACT

The recovery of aluminum from aluminum dross waste involves intensive cost and energy. 
Therefore, there is a need for its utilization as an engineering material by using it as a filler 
material in concrete production. The cement industry is battling numerous difficulties due 
to the shortage of raw materials and sustainability issues related to the emission of CO2 

into the atmosphere. On this basis, the present study aims to utilize aluminum dross as a 
replacement material for cement to develop sustainable concrete. In this study, the results 
of control concrete samples were compared to the results of concrete samples containing 
aluminum dross by 5%, 10%, and 15% by weight of cement. The mechanical and chemical 
analysis of the M40 grade concrete employing aluminum dross as a replacement material 
in cement was analyzed. It was noticed that the best percentage of aluminum dross was 
10%, providing better results compared with conventional concrete. It recorded the highest 
strength of 41.3MPa. Thermogravimetric analysis was conducted in which weight loss, 

decomposition of hydration compounds, 
and percentage of calcium hydroxide from 
concrete were determined. Scanning electron 
microscopy analysis showed that the density 
of concrete increased owing to the presence 
of ettringite needles and calcium silicate 
hydrate in the matrix. Moreover, the toxicity 
analysis revealed that the ammonia content 
and the leachability of trace elements from 
the concrete were both low and within 
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acceptable ranges. The findings indicate that aluminum dross has positive results as an 
additional cementitious material in concrete to overcome environmental problems related 
to dross management and reduce cement utilization, producing more sustainable concrete.

Keywords: Aluminum dross, industrial waste, sustainability, toxicity analysis

INTRODUCTION

Concrete is the most widely used substance on Earth that will continue to be in demand for 
a very long time. However, concrete is also one of the most powerful factors that contribute 
to global warming. Annually, the estimated amount of cement needed is around 50% to 
produce almost 11 billion tonnes of concrete (Imbabi et al., 2012). Cement manufacture 
makes concrete a heavy pollutant as it emits CO2 into the atmosphere, leading to global 
warming (Bakhtyar et al., 2017). Naqi and Jang (2019) reported that around 90% of CO2 
is emitted from one ton of cement manufactured. Annually, cement production is estimated 
at 3.5 billion tonnes, releasing almost 3 billion tonnes of CO2. Hence, between five and 
seven percent of all CO2 emissions are caused by the cement industry.

Subsequently, an alternative must be initiated to replace cement partially or fully 
with ecologically cementitious materials to control the construction costs and mitigate 
the environmental impact. In the last few decades, waste production and the exhaustion 
of natural sources have become issues in the industrial sector (Mahinroosta & Allahverdi, 
2018). For the protection of the environment, the substitution of alternative building 
materials in concrete technology is a must. Due to the rise of worldwide awareness in 
the environmental sector, the utilization and recycling of industrial wastes in concrete 
technology have been increasing rapidly daily.

Recent studies found that various pozzolanic materials are combined with cement 
to produce prime concrete for its strength and durability. According to Walker and Pavía 
(2011), pozzolan is specifically described as a material containing a silicious or silicious 
and aluminous content that chemically reacts with calcium hydroxide to form hydration 
compounds when mixed with water. Generally, pozzolanic materials are derived from 
industrial waste, including rice husk ash, quarry dust, silica fume, fly ash, rice husk ash, 
slag cement, aluminum dross, and other materials (Elseknidy et al., 2020). Waste materials 
such as cement replacements have become gradually treasured in concrete production. In 
short, industrial waste can be replaced as a building material in concrete production.

Industrial waste, such as aluminum dross (AD), is a remarkably responsive pozzolanic 
material that can be added to concrete production. Remarkably, alumina and silica are 
the main elements of aluminum dross, which are necessary for pozzolan characteristics 
(Nirmale & Bhusare, 2018). Utilizing aluminum dross in concrete is a good option as it 
increases the workability of the concrete. 
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Several studies have examined the potential usage of aluminum dross in the construction 
industry. Panditharadhya et al. (2018) used secondary aluminum dross as a binding agent 
in concrete production. Initially, cement was substituted with 5%, 10%, 15%, and 20% of 
aluminum dross by weight of the cement, and the ideal dosage was determined to be 15%. 
This research observed that aluminum dross accelerated the final setting time, making it 
fit for hot weather conditions. The mechanical properties also improved with the optimum 
dosage of aluminum dross in concrete.

Soós et al.  (2017) utilized aluminum dross as asphalt filler. Typically, manufacturers only 
used limestone as a filler in the asphalt industry. There were three trial mixes in this study: 
(1) Mix A (100% dross), (2) Mix B (100% limestone), and (3) Mix C (50% dross). Based on 
this work, Mix C, which contained 50% dross, was determined to be a potential percentage 
in asphalt filler as this ratio of dross produces a stiffer mix in all temperature ranges. 

Dirisu et al. (2021) investigated the manufacture of silicate composites containing 
aluminum dross to construct ceilings. Thirty percent aluminum dross by weight of cement 
was found to be a suitable thermal insulator needed in building ceilings as it achieved the 
highest specific heat capacity with a low value of heat flux. Aluminum dross also improved 
its mechanical properties due to the presence of ferrous and non-ferrous metals, which 
developed stronger bonds in the composite.

Over the years, there was a generation of waste called dross in aluminum refining 
industries. Meshram and Singh (2018) stated that this kind of waste has leachable salts like 
KCl, so the direct disposal of such waste would be an environment issue. Most aluminum 
dross is disposed of in landfill sites. The disposal of aluminum dross into landfills will cause 
the toxic metal ions to leach into the ground, contaminating the groundwater (Zauzi et al., 
2016). Sultana et al. (2013) reported that approximately 1.5% to 2.5% of dross is generated 
for each metric ton of molten aluminum. Consequently, recycling the aluminum dross and 
developing an engineered product can be practical ways to reduce sustainability problems.

MATERIALS AND METHOD

Material Properties

The American Society for Testing and Materials (ASTM) procedures were used throughout 
the study to denote the properties of materials.

For this study, cement pastes were prepared by consuming grade CEM I 52.5N 
ordinary Portland cement (OPC) according to BS EN 196-1 (2005). This cement grade, 
which contained a specific gravity of 3.20 and a bulk density of 1440 kg/m3, is equivalent 
to ASTM Type 1 cement.

X-Ray Fluorescence, EDX 1400, determined the quantitative measurement of chemical 
oxide compositions in cement and aluminum dross. The metal oxide and chemical oxide 
composition of the cement and aluminum dross are presented in Table 1. Portland cement 
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had a lower specific gravity than aluminum dross, yet the difference between the two was not 
significant due to the denser elements in aluminum dross, like aluminum and magnesium. 

Ordinary Portland Cement (OPC) has a variety of proportions. The main constituents 
of cement are calcium oxide, silica, aluminum oxide, and iron oxide. Each element plays a 
different role in concrete development. For instance, calcium oxide (CaO), known as lime, 
is the major ingredient in cement manufacturing. Lime imparts strength and soundness to 
the cement. Kandhan and Karunakaran (2021) reported that up to 25% of lime replacement 
in cement can enhance the compressive strength of concrete at an early age. On the other 
hand, the second largest element in cement is silica (SiO2). Silica strengthens concrete by 
making it denser via increasing dry density and lessening porosity (Pattinaja & Tjahjani, 
2015). Furthermore, aluminum oxide (Al2O3) acts as the cement’s basis, accelerating the 
cement’s hydration reaction. Al2O3 is a nano-sized particle that serves as the filler material 
in the concrete matrix, influencing the microstructural properties of cement to become 
denser, resulting in decreased porosity and increased strength (Zhou et al., 2019; Meddah 
et al., 2020). Additionally, iron oxide (Fe2O3) gives color to concrete specimens. Iron oxide 
pigments meet the standard provided by the ASTM C 979 (American Society of Testing 
Materials c-979-99, 2015). 

Cenviro Sdn Bhd, Port Dickson, Negeri Sembilan provided the aluminum dross used in 
this project. The sample was in fine powder form, blackish in color, with small aluminum 
pieces. The bulk density and specific gravity of aluminum dross were 774 kg/m3 and 3.40, 
respectively. Referring to Table 1, the average particle size distribution of aluminum dross 

Table 1 
Chemical oxide composition of cement and aluminum dross by XRF analysis

Metal oxide
Chemical oxide Composition (%)

Ordinary Portland Cement Aluminum Dross
Aluminum oxide (Al2O3) 6 82.8
Calcium oxide (CaO) 62.5 2.8
Iron (III) oxide (Fe2O3) 3.9 2.6
Magnesium oxide (MgO) 0.9 0.5
Silicon dioxide (SiO2) 22.5 6.4
Zinc oxide (ZnO) 0 0.32
Sulfur trioxide (SO3) 1.75 0
Loss of Ignition 1.5 2.7
Others 0.95 0.88

Physical parameters
Density (kg/m3) 1440 774
Specific gravity 3.20 3.40
Average particle size distribution d50 (μm) 7.20 15.6

Note. The remaining 0.88% of aluminum dross composition is attributed to traces of TiO2, N2O, PbO, Br 
and P. TiO2, Na2O, K2O, and N2O existed in traces in the cement composition with 0.95%
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Figure 1. Aluminum dross sample

is higher than cement due to the particle size where aluminum dross contains rougher 
particles. In concrete technology, the distribution of the particle size is crucial. The size 
of particles directly influences the hydration, setting, and hardening, strength, and heat of 
hydration (Udvardi et al., 2019).

Pretreatment of Aluminum Dross

The aluminum dross was treated prior to being used 
in concrete production. The most effective method to 
remove any potential oxide generation and toxic gas 
formation from an aluminum dross sample is simply 
washing it with water (Panditharadhya et al., 2018). 
Before the aluminum dross was substituted in concrete, 
it underwent a pretreatment process by being washed in 
water with a solid-to-liquid ratio of 1:6. Then, it was sun-dried followed by oven-dried to 
eliminate water and passed through a sieve of 100 µm before being added into concrete 
mixture. The sample of aluminum dross is shown in Figure 1.

Both fine and coarse aggregates conforming to BS EN 12620 (2002) were used in 
this study. Easily reachable river sand, which has a fineness modulus 2.32 and a specific 
gravity of 2.65, was chosen as the fine aggregate. Crushed granite with a maximum size 
of 20 mm was used for coarse aggregate. The specific gravity and fineness modulus of 
coarse aggregate are 2.77 and 8.50, respectively.

Potable water that was free from any malignant substance and had a pH value between 
6 and 8, as specified by MS EN 1008 ( 2010), was used in this research work. The water 
source was within the Construction Material Laboratory (MCL) of the Department of Civil 
Engineering, Universiti Putra Malaysia. 

Mix Proportioning of Concrete Materials

In the present work, the concrete mixtures were constructed for M40 grade concrete to 
achieve a minimum compressive strength of 40 MPa at the end of the curing age of 28 days. 
M40 is a commercial-grade concrete used in a heavy-duty application. The substructure 
is one of the applications included where it is constructed under the ground of a building. 
The building’s weight is evenly distributed throughout the substructure and the ground 
beneath it (Khan, 2015). According to BS EN 1990 (2002), the minimum grade of structural 
concrete is M20. Based on the literature review, cement has been partially replaced with 
aluminum dross in the concrete development with a designated compressive strength of 
up to 35 MPa (Mailar et al., 2016; Galat et al., 2017; Elseknidy et al., 2020; Arpitha & 
Praveen, 2022). Therefore, this study investigated the characteristics of M40-grade concrete 
made with different percentages of aluminum dross.
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The ratio of water-cement (w/c) at 0.4 was implemented. The slump value was 
assigned at 100 mm to obtain a good workable concrete. Each trial mix had a different 
proportion of cement and aluminum dross. All concrete mixtures were added with 
the same amount of aggregates. The control concrete mixture (C1) was made without 
substituting any aluminum dross. The experimental work was executed with the 
replacement values of aluminum dross at 5,10, and 15% by weight of ordinary Portland 
Cement (OPC) in the C2, C3, and C4, respectively. These specimens were tested after 
the 7th, 21st, and 28th days of water curing age to obtain the results in three different 
conditions. The description of different trial mixes based on the concrete mixing of 1 
m3 concrete proportion is tabulated in Table 2.  

Table 2 
Concrete mix proportions of 1 m3 concrete

Type Concrete mix C1 C2 C3 C4
Cementitious materials % of cement 100 95 90 85

Cement (kg) 346.0 328.7 311.4 294.1
% of Aluminum dross 0 5 10 15
Aluminum dross (kg) 0 17.3 34.6 51.9

Fine aggregate % of sand 100 100 100 100
Sand (kg) 646 646 646 646

Coarse aggregate % of gravel 100 100 100 100
Gravel (kg) 790 790 790 790
Water (liters) 138 138 138 138

Fresh Concrete Properties

A slump test was performed to assess the workability of the concrete mixture, complying 
with the BS EN 12350-2 (2009). A slump test was done prior to casting the concrete into 
the molds. The slump cone, which was in the shape of a conical frustum, had a 300 mm 
height, 200 mm base diameter, and 100 mm upper diameter. Greater workability of concrete 
can be attained with slump values higher than 100 mm.

Concrete Strength Properties

In this work, the cube samples of size 100 mm × 100 mm × 100 mm were used to test the 
compressive strength as per the guidelines of BS EN 12390-3 (2001). The specimen was 
placed at the center and loaded uniformly until the cube with a capacity of 6.0kN/s failed. 
The concrete samples were tested on the 7th, 21st, and 28th day of curing age. 

The flexural strength test was carried out on the 28th day of curing age on concrete 
beams with a size of 100 mm × 100 mm × 500 mm based on BS EN 12390-5 (2019). A 
three-point load with a capacity of 0.1kN/s was applied to the concrete beam. The machine 
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for compression and flexural strength tests was provided in the Construction Material 
Laboratory (CML) at Universiti Putra Malaysia.

Concrete Durability Properties

The water absorption rate of the concrete samples was observed by using the water 
absorption tests. The concrete specimens of each mix design with a size of 100 mm x 100 
mm x 100 mm were tested as per the provisions of ASTM C 642-06 ( American Society for 
Testing and Materials, 1997). The samples curing for the 7th and 28th days were oven-dried 
for 24 hours before being weighed (W1). Then, the samples were immersed in water for 
24 hours. The samples were removed from the water tank after 24 hours and dried with a 
clean, dry towel before being weighed (W2). Equation 1 was used to calculate the water 
absorption rate.

Water absorption (%) =  W 2−W1
W 1

 × 100                                                                  [1]

Concrete Microstructural Analysis

This study determined the microstructure analysis through a Scanning Electron 
Microscope (SEM) conducted at the Material Characterization Laboratory (MCL), 
Universiti Putra Malaysia. The SEM images of all concrete mixes were analyzed. The 
morphology analysis was conducted at different magnifications from ×200 to ×40000 
using SEM: JSM -5610V, JOEL. The concrete specimens were collected in a small size 
of 5 mm on the 28th day.

Concrete Thermogravimetric Analysis

TGA analysis was carried out to categorize the decomposition of hydration compounds 
in the concrete. The samples were prepared by manually grounding the concrete using an 
agate mortar and pestle and sieving through 75 mm (Reddy & Naqash, 2019a; Vogler et 
al., 2022). At the end of the 28th day of curing age, approximately 1 g of sample was stored 
in a closed plastic bottle from each concrete mix. The analysis was performed using TGA 
Mettler Toledo at the Thermal Analyzer Laboratory, Faculty of Science, Universiti Putra 
Malaysia. The experimental setup included a platinum top-opened crucible, an active 
atmospheric nitrogen gas (40 ml/min), and a heating rate of 10°C/min. Then, the samples 
were heated at a steady rate at a temperature range of 50°C to 1000°C.

Concrete Toxicity Analysis

The toxicity of ammonia level in aluminum dross was determined during the washing 
process and curing of concrete by using the salicylate method on the DR 900 colorimeter. 
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The samples were mixed with the reagent of ammonia salicylate and ammonia cyanurate 
for a sample that resulted in a dark green color with a reading of more than 50 mg/L of 
ammonia. Dilution of the sample was conducted.

The Toxicity Characteristic Leaching Procedure (TCLP) was employed to examine the 
toxic and heavy metals to determine whether aluminum dross concrete was ecologically 
suitable at 28 days of age of concrete. Initially, the coarse aggregates were removed from 
the concrete specimen, which was ground to obtain a finely powdered sample that could 
cross a 1.00 mm sieve. The concrete sample’s leachate was produced in accordance with 
the US Environmental Protection Agency (US EPA). Then, the toxicity analysis of the 
leachate produced by the treated aluminum dross was performed. Perkin Elmer 2000DV 
spectrometer was used to conduct an Inductively coupled plasma optical emission 
spectroscopy (ICP OES) at Material Characterization Laboratory (MCL), Universiti Putra 
Malaysia, to examine the leachate elements from the finely powdered samples.

RESULTS AND DISCUSSION

Concrete Mix

This study incorporated aluminum dross into the concrete mixture, replacing cement. 
The outer layer surface of the control concrete mix, C1, was quite smooth, which offers 
better interaction within the matrix, as shown in Figure 2a. However, in Figures 2b, 2c, 
and 2d, the formation of voids was increased with the higher percentage of aluminum 
dross incorporation. It can be observed that 15% aluminum dross content in the concrete 
mix (C4) in Figure 2d showed more voids compared to the concrete mixes C2 and C3. 
The formation of voids could cause a decline in the concrete strength as the proportion of 
aluminum dross increased. 

Figure 2. (a) Concrete mix C1; (b) Concrete mix C2 (5% aluminum dross); (c) Concrete mix C3 (10% 
aluminum dross); and (d) Concrete mix C4 (15% aluminum dross)

(a) (b) (c) (d)

Concrete Fresh Properties

From the results, the concrete mix C3 had the highest slump value with good workability 
because of aluminum dross at a 10% replacement value. However, the workability 
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decreased with the increased percentage of 
aluminum dross in C4. The slump values are 
summarized in Table 3. 

Concrete Strength Properties 

Table 3 
Slump values of concrete mixes

Mix C1 C2 C3 C4
Slump value (mm) 100 100 113 91

Figure 3 depicts the compressive strength results for all concrete mixtures on the 7th, 21st, 
and 28th days. Over the curing periods, the concrete mix C3 with 10% aluminum dross had 
higher compressive strength compared to C2 (5% aluminum dross) and C4 (15% aluminum 
dross). The increase in compressive strength with age is credited to the continuous formation 
of hydration products (Odeyemi et al., 2021). The compressive strength of mix C3 is 
41.3MPa, which has shown slightly higher strength compared to the control mix C1 at 
40MPa, as a basis. Hence, the ideal dosage of aluminum dross was considered at 10%. The 
pozzolanic action and filler effects of aluminum dross can improve compressive strength 
in concrete. The higher percentage replacement of aluminum dross in concrete mix C4 
lowered the compressive strength. It could be because of the formation of air voids as a 
result of aggressive reactions and high alumina content.

The average flexural strength of the control mixture, C1, was around 9.87MPa at the 
end of 28 days of curing age. The flexural strengths of concrete mixes at the 28 days are 
presented in Figure 4. It was observed that the concrete mixtures C2 (5% aluminum dross) 
and C4 (15% aluminum dross) had flexural strength approximately 6.4 and 11.3% lower 
than the control mixture C1. The maximum flexural strength of 10.03MPa was achieved 
by concrete mix C3 (10% aluminum dross) at the age of 28 days due to the presence of 
the fined particles of aluminum dross in concrete that can compact the gap, which can 
strengthen the bond between the concrete component. 

Figure 4. Flexural strength of 
concrete mixes at 28 days

Figure 3. Compressive strength of concrete mixes at 7, 21, and 28 days
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Concrete Durability Properties 

Curing is the most vital process in concrete production. It serves to avoid premature 
evaporation of moisture from concrete mixtures, which could reduce the strength of the 
resulting concrete—specifically, lower absorption results in higher strength because there are 
fewer voids in the concrete specimen. Hence, the hardened concrete should be submerged 
in water to cure. The concrete mixes were cured for the durability test for the 7th and 28th 
days. Figure 5 shows water absorption rates calculated using Equation 1 on days 7 and 28 
of the concrete mixes. As shown in Figure 
5, out of all the aluminum dross concrete 
mixes, C2 (5% aluminum dross) had the 
lowest water absorption. On the other hand, 
it was discovered that concrete mix C3 (10% 
aluminum dross) had nearly the same water 
absorption as concrete mix C1. The concrete 
mix, C4 (15% aluminum dross), absorbed 
more water than the control mix, C1. Javali 
et al.( 2017) mentioned in the report that this 
action is because of the behavior of aluminum 
dross that can result in internal micro-blisters 
in the concrete samples that increase the 
number of micropores.

Figure 5. Water Absorption of concrete mixes at 7 
and 28 days
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Concrete Microstructural Analysis 

Concrete microstructure evolves over time, resulting from the concrete formulation and 
processes involving mixing, placement, and curing. The SEM images for all concrete 
mixtures are illustrated in Figure 6. The main hydration product, calcium silicate hydrate 
(CSH), is visible in the control concrete mix, C1(Figure 6a). In Figure 6b, C2 is depicted 
as the asymmetrical shape of unreacted dross, where the SEM image of concrete mix. In 
Figure 6c of a concrete mix made by 10% aluminum dross (C3 mix), it can be observed 
that the formation of calcium hydroxide (also known as portlandite) results during the 
curing process when calcium reacts with water. The aluminum oxide content in aluminum 
dross chemically reacted with calcium hydroxide to produce hydration compounds (Mailar 
et al., 2016). The calcium monosulpho-aluminate (ettringite) can also be seen as smaller 
hexagonal hydrated crystals due to aluminum dross. It was seen that concrete containing 
aluminum dross has a less permeable surface due to the development of needles (ettringite) 
in voids compared to control concrete. The concrete with aluminum dross provided slightly 
higher strength compared to conventional concrete due to the filling activities of aluminum 
dross in voids. The image in Figure 6d (C4 mix) shows the presence of micro-pores within 
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the matrix as well as the formation of micro-cracks caused by internal blisters. The matrix 
becomes less compact as a result of these cracks.

Concrete Thermogravimetric Analysis 

The TGA results presented in Figure 7 show the decomposition of hydration compounds 
in temperatures ranging from 50°C to 1000°C, and Figure 8 illustrates the weight loss of 
concrete mixes with respect to temperature. From Figure 7, the TG curves portray four 
distinct endothermic outcomes. The first effect was the evaporation of pore water from 
capillary pores, in the temperature range of 50°C to 100°C (Ukrainczyk et al., 2006). The 
second endothermic effect was subjected to the dehydration of calcium silicate hydrates 
and ettringite, which occurred at temperatures between 100°C and 450°C. The third effect, 
with peak temperature between 400°C and 500°C, was associated with the decomposition 
of calcium hydroxide formed during hydration, as shown in Equation 2.

Ca (OH)2 → CaO + H2O                                                                        [2]

Figure 6. SEM images of concrete mixes: (a) Concrete mix C1; (b) Concrete mix C2 (5% aluminum dross); 
(c) Concrete mix C3 (10% aluminum dross); and (d) Concrete mix C4 (15% aluminum dross)

(a) (b)

(c) (d)
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In the final endothermic effect, the decarbonization of calcium carbonate in the hydrated 
compound was indicated at around 800°C, as shown in Equation 3.

CaCO3 → CaO + CO2 (Decarbonation)                                                         [3]

The weight difference between the temperature at 100°C and 600°C was used to 
calculate the total weight loss, which included water loss from other hydrates (Vedalakshmi 
et al., 2003). The amount of calcium hydroxide was calculated using Equation 4 as a 
percentage of the weight at 580°C (Reddy & Naqash, 2019b). Calcium hydroxide has a 
molecular weight of 74, and water has a molecular weight of 18.

Calcium hydroxide =  W 400− W580
W 580

 ×  74
18

 × 100    [4]

As shown in Figure 9, the percentage of calcium hydroxide was higher in the control 
mix, C1, compared to concrete mixes, C2, C3, and C4, which contained aluminum dross. 
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Figure 8. Percentage of weight loss of concrete mixes
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In concrete mixes containing aluminum 
dross, calcium hydroxide was present at 
a lower percentage due to the pozzolanic 
reaction in which silicates and aluminates 
in aluminum dross consumed calcium 
hydroxide (Retgaddy & Naqash, 2019b). 
Reddy and Neeraja (2016) reported that 
aluminum dross decelerated the pozzolanic 
reaction with the excess calcium hydroxide 
produced due to the higher specific surface 
area of aluminum dross particles, in which 
high water intake is required.

Figure 9. Percentage of calcium hydroxide of 
concrete mixes
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Concrete Toxicity Analysis 

The ammonia level tests were conducted for aluminum dross samples and concrete mixes. 
Ammonia levels in the concrete mixes were tested at 7 and 28 days of curing age because 
of the high ammonia content in aluminum dross during the washing process. During the 
washing process, a pungent smell from the mixture of water and aluminum dross was 
present, and it turned out to be ammonia gas. A high-speed mixer at 250 rpm and two 
times water washing were implemented during the pretreatment process to reduce the 
amount of ammonia in aluminum dross. Table 4 shows the ammonia level in aluminum 
dross before and after the treatment (water washing) process. The results shown in Table 
4 showed that the ammonia content increased up to 30 ppm. As shown in Table 5, the 

Table 5 
Concentration of ammonia in concrete mixes

Concrete mixes
Concentration of ammonia (ppm) Regulated limit value (ppm)
7 days 28 days

C1 0 0 50
C2 10 3 50
C3 13 5 50
C4 19 7 50

Note. The legalized level refers to the limit stipulated by OSHA PEL

Table 4 
Concentration of ammonia in aluminum dross

Condition of sample 
collected

Concentration of 
ammonia (ppm)

Before treatment 0
After treatment 30

ammonia concentration in the control 
concrete mixture, C1, was absent. 

Meanwhile, for concrete mixtures, C2, 
C3 and C4 were reduced over the curing 
period from 7 days to 28 days and within the 
limits annotated by the Occupational Safety 
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and Health Administration Permissible Exposure Limits (OSHA PEL). A higher aluminum 
dross incorporation value depicts higher ammonia concentration release. This correlation 
can be related to the morphological study of concrete. As can be observed from Figure 6d, 
namely the concrete mixture C4, there was a formation of microcracks and a gap between 
the concrete matrixes. The diffusion of ammonia gas from the concrete will render it more 
porous, affecting its strength (El-Aziz & Sufe, 2013).

The amount of minor to major components detected in the leachate samples of 
aluminum dross and concrete mixes at the end of 28 days of curing age were identified 
using Inductively coupled plasma optical emission spectroscopy (ICP-OES), Perkin Elmer 
2000DV spectrometer. Table 6 illustrates the numerous elements found using the ICP-OES 
analysis at the wavelength of 90 ppm. Heavy elements in aluminum dross and concrete 
mixes included aluminum, arsenic, chromium, copper, nickel, and zinc. In the aluminum 
dross leachate sample, the concentration of the above elements (except for arsenic) was 
found to be within the limits prescribed by the Waste Acceptance Criteria (WAC) and the 
United States Environmental Protection Agency (EPA). Aluminum dross from aluminum 
manufacturing is recovered via a hydrometallurgical process that includes acid leaching to 
recover metals (Kudyba et al., 2021). Therefore, the leachate concentration in aluminum 
dross is higher than the leachate of concrete mixes.

It was observed that in almost all concrete mixes, including control mix C1, the heavy 
metal concentration was very minimal and within the limits. Concrete mix, C4, is the only 
concrete mix that has surpassed the WAC limit, where the concentration of arsenic and 
chromium is slightly higher than the regulated limit. Ordinary Portland Cement (OPC) 
usually has a pH of 12, which indicates high alkalinity. When OPC comes in contact with 
water,  Concrete is highly alkaline, and when it comes into touch with water, the non-

Table 6 
Toxicity analysis of aluminum dross and concrete mixes

Element Leachate of concrete (ppm)
Leachate of 

aluminum dross 
(ppm)

Regulated limit level (ppm)

C1 C2 C3 C4
US Environmental 
Protection Agency 

(US EPA)

Waste 
Acceptance 

Criteria (WAC)
Aluminum na 0.30 0.40 0.60 0.60 0.05-0.20
Arsenic 0.20 0.32 0.43 0.56 0.62 5.00 0.50
Cadmium 0.01 0.02 0.02 0.03 bdl 1.00 0.04
Chromium 0.09 0.13 0.49 0.67 0.19 5.00 0.50
Copper 0.33 0.44 0.45 0.39 0.87 1.30 2.00
Nickel 0.09 0.11 0.12 0.1 0.13 1.00 0.40
Zinc 0.92 2.68 3.85 2.33 1.15 1.50 4.00

Note. na: not available; bdl: below the detected level
Regulated limit level imposed by USE EPA and Waste Acceptance Criteria (WAC)
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volatile metals (chromium and arsenic) are released (Sumra et al., 2020; Eckbo et al., 2022). 
In addition, Estokova et al. (2018) reported that substituting higher waste materials in a 
concrete mixture also contributes to the increase of leachate in the cement matrix. Thus, 
the higher concentration of chromium and arsenic in concrete samples, C4, was due to the 
higher percentage of aluminum dross. Table 6 shows that the concentration of elements 
increases as the dosage of aluminum dross increases. Based on the results of the toxicity 
test, the increment of the metal values was below the leaching limit value, indicating that 
the concrete will be safe to use as construction materials. 

CONCLUSION

The current study was performed to develop sustainable concrete by adding aluminum 
dross into the mixture. An easy aluminum dross treatment method that included washing, 
drying, and sieving was practical and efficient to acquire a material suitable for concrete. 
The mechanical and chemical behavior of aluminum dross concrete type were investigated. 
Within the scope of the project, many tests were performed to evaluate the properties of 
aluminum dross and concrete that contained aluminum dross. 

The following conclusions are drawn as a result of this experimental investigation:
• The slump values for the concrete mix, C3 (10% aluminum dross), increased by 

6.1% compared to the control mix, C1, which demonstrated that the concrete has 
good workability.

• The strength value of concrete decreases with increasing aluminum dross content. 
Compared to the control mix, C1, the compressive and flexural strength of concrete 
mix, C3, increased by 1.6% and 0.8%, respectively, at 28 days of curing age.

• A higher volume of aluminum dross incorporation depicts a higher water absorption 
rate of concrete. The results showed that at the end of 28 days of curing age, the 
concrete mix, C3, has an almost identical water absorption rate of approximately 
0.9% lower than the control mix, C1.

• From SEM analysis, a higher amount of aluminum dross can cause the formation 
of micropores and micro-cracks, which will affect the strength of the concrete. 
Aluminum dross in concrete decreased the porous microstructure and improved 
the formation of hydrates. The concrete mix, C3, has the formation of calcium 
silicate hydrate (CSH), calcium hydroxide, and ettringite in the matrix due to the 
presence of aluminum dross. 

• From the TGA analysis, aluminum dross concrete was found to have less calcium 
hydroxide due to a pozzolanic reaction with respect to the control concrete 
mixture. It was observed that the concrete mix, C3, has a 7.9% lower percentage 
of calcium hydroxide compared to the control concrete mix, C1, which makes 
it more stable. 
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• The toxicity analysis showed that the ammonia concentration in concrete decreased 
with curing age. In the concrete mixture, C3 has a 44.4% ammonia concentration 
reduction. Though the ammonia gas is still entrapped in the concrete, the strength 
and durability properties of the concrete would not significantly be affected. 
Additionally, it was observed that the concrete leachate contained no toxic 
materials, and the heavy metals content was within the regulated level. 

• Based on the findings, it was determined that 10% was the optimum replacement 
value of aluminum dross in the concrete mixture. This percentage of substitution 
will not harm the properties of concrete, and the compressive strength will remain 
close to that of normal concrete.

Hence, it can be concluded that aluminum dross, as an industrial waste, can be a 
potential candidate to be substituted in cement for concrete production. The replacement is 
feasible considering enhanced properties as well as conserving environmental sustainability. 
For future research, various curing methods could be investigated to examine the impact 
on the mechanical and chemical properties of aluminum dross concrete.
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ABSTRACT

Switching operations in a power system network can lead to transient overvoltage in the high 
voltage (HV) winding of distribution transformers that causes high-stress build-up. This paper 
presents the relationship between electromagnetic force due to a standard switching impulse 
(SSI) and mechanical deformation/displacement behaviours for a disc-type transformer. The 
analysis was carried out based on a three-dimensional (3D) modelling of a continuous HV 
disc winding configuration whereby it is subjected to the switching transient voltage and force 
excitations through the finite element method (FEM). The electric transient solver analysed 
the static and dynamic aspects of the electromagnetic forces associated with the variation of 
forces versus time. The transient structural solver evaluated the structural behaviours of the 
disc winding related to the axial height and radial width of the winding under electromagnetic 
forces. It is found that the positively dominant axial force generated in the winding with a 

magnitude of 8.7 N causes the top and bottom 
layers of disc winding to tilt and displace. In 
addition, the positive average radial force 
of 1.4 N causes the circumference of the 
winding to experience hoop tension and 
outwardly stretch.

Keywords: Disc winding, electromagnetic forces, 
structural behaviours, switching transient, transformer 
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INTRODUCTION

According to a global survey conducted by CIGRE WG A2.37, among the major 
contributors to transformer failures is the winding, including deformation cases 
(Tenbohlen et al., 2016; Tenbohlen et al., 2017). The winding deformations normally 
occur at locations between spacers and barriers (Kojima et al., 1980). These phenomena 
are usually caused by the high electromagnetic forces from the overvoltage/overcurrent 
in the power system networks (Da Costa Oliveira Rocha et al., 2014). The majority of 
transformer insulation failures and abnormal electromagnetic stresses on windings are 
caused by repetitive in-service switching operations (Agrawal, 2001b; Yasid et al., 2023; 
Yutthagowith, 2022).

The primary fundamental of switching transient is the interruption of the steady state of 
a power system network caused by the switching operations. High resonance overvoltage 
can occur once the oscillations of the switching operations match with the resonance of a 
transformer (Bjerkan, 2005). It can trigger overvoltage up to 4 or 5 times higher than the 
normal power frequency, resulting in a steep-fronted surge that generates large stress in a 
transformer (Bhuyan & Chatterjee, 2015). This condition can also occur once the transient 
voltage excitation wave frequencies are close to the major frequencies of the transformer 
(Massaro & Antunes, 2009). Surge arresters are normally installed as surge and overvoltage 
protection devices but are only sensitive to voltage amplitudes. Therefore, the incoming 
transient voltage wave might still cause resonance behaviours in the winding even when 
the amplitude is well below the protection level if there is a matching in the frequencies 
(Agrawal, 2001a; Florkowski et al., 2020).

The finite element method (FEM) is known as one of the best alternative methods to 
solve engineering problems, and it can provide results closer to physical phenomena (Rao 
et al., 2012; Rao, 2005; Yan et al., 2016). Several studies have been conducted to examine 
the magnetic fields, stresses and electromagnetic forces during transient conditions through 
the FEM. The electromagnetic forces on the transformer windings based on FEM are 
carried out in Arivamudhan and Santhi (2019), Dawood et al. (2019), Faiz et al. (2011) 
and Fonseca et al. (2016). The axial and radial forces are found to be the highest at the 
end and middle sections of the windings, respectively. Other studies focus on the stress 
concentration factors (Hodhigere et al., 2018; Muminovic et al., 2015). It is found that 
the irregularities in the stress distributions cause abnormal stress concentration on the 
winding. The previous study also examined the magnetic fields within transformers of 
different geometrical dimensions and magnetic parameters (Hussein & Hameed, 2022). It 
has been discovered that different winding configurations can affect the magnetic field and 
electromagnetic force distributions. In addition, the leakage flux induced by different types 
of faults can affect the structural deformation and displacement of the windings (Fonseca 
et al., 2018; Nazari, 2013; Zhang et al., 2021).
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It is known that the structural displacements and deformations of windings can lead to 
mechanical faults. It can be divided into two main modes, which are axial displacement and 
radial deformation (Bagheri et al., 2012; Gutten et al., 2011; Nurmanova et al., 2019; Ou 
et al., 2022; Tahir & Tenbohlen, 2019). Axial displacement can cause a complete winding 
displacement, tilting and bending of the windings. Radial deformation causes hoop tension 
, forced and free buckling. When both forces are excessive, it can cause spiralling and 
telescoping of windings. These conditions challenge manufacturers and users to compute 
the changes in the structural behaviours of different winding configurations and faults since 
generic condition interpretation could not be applied. Furthermore, limited analysis that 
focuses on the disc winding configuration is available. This winding type is common in 
a core-type transformer but is more complex than the spiral-type winding (van Jaarsveld, 
2013).

The findings of this study have significant implications for characterising the 
behaviours of the electromagnetic forces as well as identifying the corresponding 
deformation and displacement behaviours of a disc winding structure due to a switching 
transient. The study presents a case study of a single-phase HV winding model of a 30 
MVA disc-type distribution transformer. A 3D model that considers 8-disc winding is 
simulated through Ansys. The electromagnetic forces and mechanical deformation/
displacement due to standard switching impulse (SSI) are investigated through electric 
transient and transient structural analyses. The stress concentration with characteristics 
of deformation and displacement of the 
disc winding obtained from this study are 
anticipated to provide helpful insight for 
physical configurations at the design phase 
of the transformer winding. 

METHODS

Design and Disc Winding Modelling

In order  to evaluate the structural 
performance of the disc winding design, the 
solution strategy began with the evaluation 
of the numerical electric transient due to 
the switching transient. The geometrical 
winding model was constructed based 
on the structural parameters and material 
properties of a 33/11 kV, 30 MVA disc-type 
transformer, as shown in Tables 1 and 2. 
Figure 1 shows the single-phase front cross-

Table 1
The HV winding geometrical specifications of Dyn11, 
30 MVA disc-type transformer

Parameters Specification
Number of discs in one phase 96
Number of turns per disc 30
Height of conductor 11.5 mm
Width of the conductor 2.4 mm
The thickness of the insulation 
(double-sided) 0.5 mm

Distance between each disc 3 mm
Cooling duct between layers 12 
and 13 5 mm

Inner radius of the HV winding 374.5 mm
Outer radius of the HV winding 466.5 mm
Total circumference of the HV 
winding 79.17 mm

Height of HV winding 1437 mm
Insulation between HV – LV 
windings 20 mm
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section view of the transformer winding. In this case, only HV winding was modelled 
and analysed since the electromagnetic forces induced by the excitation inrush mainly 
acted on this side (Zhang et al., 2021). It is known that the transient condition causes the 
transformer’s core to oversaturate, leading to reduced permeability (van Jaarsveld, 2013). 
Therefore, the core was not considered during transient analysis. The spacers are not 
considered in the electrical and mechanical analyses since it is not electrically active and 
is not subjected to significant mechanical loads. 

The 3D geometric model of the disc winding that includes conductors, insulation 
materials and winding fixed supports can be seen in Figure 2. Figure 2(a) shows the 
perspective view, and Figure 2(b) shows the ¼ symmetrical top and trimetric views of 
the model. The model consists of continuous 8 discs, each comprising 6 conductors and 
5 turns. Due to the nature of the transformer’s symmetrical structure, the 3D geometric 
model was split into 4 symmetrical parts. This symmetry boundary condition setting leads 
to efficient computational in terms of space and run times. 

In this study, the winding modelling was simplified and considered an ideal model 
focused only on the 8 topmost discs. An implicit assumption was made that the winding was 
a rotation symmetric cylinder with a continuous arrangement of the copper conductors. The 

Table 2
Winding and mechanical properties used in FEM

Part Materials Density (kg m-3) ME (GPa) PR
Conductor Copper 7850 113 0.3
Insulation Kraft paper 930 1.1 0.001

Fixed support Steel 7850 200 0.3

Figure 1. Single-phase 33/11 kV transformer front cross-section view
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structure presents the geometry, material properties, capacitive and inductive couplings for 
every element of the disc winding. The skin effect was also considered. The winding fixed 
supports were placed at the inner and outer layers of the winding to simulate clamping. 
The 3D geometric model was subjected to a mesh of free tetrahedrons network composed 
of 492 active bodies, 2,678,899 nodes and 1,271,896 elements. 

The current simulation work was performed based on a similar approach to Murthy 
et al. (2020), whereby the 3D geometric model validation was conducted by comparing 
the results of simulated and measured frequency response analyses (FRA). The study 
showed good agreement between simulated and measured FRAs, which indicated that the 
winding model was adequate and applicable to this analysis. Another study showed that the 
parameters of the winding model were near the actual transformer once good agreement 
was found between the simulated and measured FRAs (Behjat & Mahvi, 2015).

Figure 2. Details of HV disc winding model: (a) Perspective view; and (b) ¼ symmetrical top and trimetric view

(a)

(c)(b)

Conductor
Insulation
Fix support
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Standard Switching Impulse Voltage 
Distribution 

The SSI voltage as per IEC 60071-1, 2019 
and IEEE Std C37.30, 2018, defined the 
front and tail times as 250 and 2500 µs. 
The impulse generator circuit generated the 
SSI voltage waveform (Ren et al., 2016). 
In total, 1 cycle of SSI voltage was used 
as the input data for the force analysis. 
The voltage was defined in per unit (p.u) 
based on the ratio of the peak overvoltage 
to the peak phase-to-earth voltage for the 
transformer winding. For this case, the 
analysis considered the highest magnitude 
of a switching surge that could be achieved, 

Figure 3. The overall scheme of switching impulse 
analysis

which was 5 p.u, equivalent to 165 kV. This SSI voltage was superimposed on each disc 
windings to determine the total electromagnetic force. Figure 3 shows the overall scheme 
of the SSI voltage application on the winding.

Relationship of Electromagnetic Forces and Winding Displacement/Deformation

The computed electromagnetic forces from the electric transient analysis were transferred 
to the transient structural analysis to obtain the deformation/displacements of the winding. 
The winding model was remodelled using the Space Claim in the Ansys Workbench to 
certify its initial structure. The internal overvoltage was obtained as a result of the response 
within the winding due to the 1 cycle of SSI voltage. The transient current and leakage 
flux generated the electromagnetic forces in the winding. The forces in the winding can 
be obtained by the Lorentz force, as shown in Equation 1.

𝑑𝑑�⃗�𝐹 = 𝑖𝑖𝑑𝑑𝐼𝐼 × 𝐵𝐵�⃗         [1]

Where F is the force, I is the current density, and B is the flux density. The magnetic 
computation of the 3D modelling was described in x, y and z planes since the current was 
normal to those planes (Feyzi & Sabahi, 2008). The component of leakage flux density 
can be expressed as vector potential, as seen in Equation 2 (Ahn et al., 2012).

𝐵𝐵𝑥𝑥 = −
𝜕𝜕𝐴𝐴𝜙𝜙
𝜕𝜕𝑧𝑧

,            𝐵𝐵𝑦𝑦 = 0,         𝐵𝐵𝑧𝑧 =
1
𝑟𝑟
𝜕𝜕𝑟𝑟𝐴𝐴𝜙𝜙
𝜕𝜕𝑥𝑥

   [2]

Where Bx, By and Bz are directional components of leakage flux density, and 
𝐵𝐵𝑥𝑥 = −

𝜕𝜕𝐴𝐴𝜙𝜙
𝜕𝜕𝑧𝑧

,            𝐵𝐵𝑦𝑦 = 0,         𝐵𝐵𝑧𝑧 =
1
𝑟𝑟
𝜕𝜕𝑟𝑟𝐴𝐴𝜙𝜙
𝜕𝜕𝑥𝑥

 
 is the 

magnetic vector potential. The electromagnetic force on the winding was expressed using 
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the Lorentz force as per Equations 3 and 4 (Ahn et al., 2011). 

𝐹𝐹 = � 𝐽𝐽𝑦𝑦𝑦𝑦� × (𝐵𝐵𝑥𝑥𝑥𝑥� + 𝐵𝐵𝑧𝑧�̂�𝑧)𝑑𝑑𝑑𝑑
𝑉𝑉

= 𝐹𝐹𝑥𝑥𝑥𝑥� + 𝐹𝐹𝑧𝑧𝑧𝑧 �     [3]

𝐹𝐹𝑥𝑥 = 𝐵𝐵𝑧𝑧 × 𝐽𝐽𝑦𝑦 ,      𝐹𝐹𝑧𝑧 = 𝐵𝐵𝑥𝑥 × 𝐽𝐽𝑦𝑦      [4]

Where, Jy is the y-directional current density, 𝑥𝑥�,𝑦𝑦� and �̂�𝑧  are the unit vectors in the winding 
plane. When the winding was subjected to a high electromagnetic force, the winding 
deformation or displacement could be initiated. The deformation can be defined by elastic-
plastic deformation, stress and strain control (Zhang et al., 2014). The relation between 
stress and mass force in space can be described based on Equation 5.

�

𝜕𝜕𝜎𝜎𝑟𝑟
𝜕𝜕𝑟𝑟

+
𝜕𝜕𝜏𝜏𝑧𝑧𝑟𝑟
𝜕𝜕𝑧𝑧

+
𝜎𝜎𝑟𝑟  − 𝜎𝜎𝜃𝜃

𝑟𝑟
+ 𝑓𝑓𝑟𝑟 = 0

𝜕𝜕𝜎𝜎𝑧𝑧
𝜕𝜕𝑧𝑧

+
𝜕𝜕𝜏𝜏𝑟𝑟𝑧𝑧
𝜕𝜕𝑟𝑟

+
𝜏𝜏𝑟𝑟𝑧𝑧
𝑟𝑟

+ 𝑓𝑓𝑧𝑧 = 0          
     [5]

Where fr and fz are the radial and axial forces exerted on the winding. 𝜎𝜎𝑟𝑟 , 𝜎𝜎𝜃𝜃  and 𝜎𝜎𝑧𝑧   are 
the radial, tangential and axial stress. The relationship between strain and displacement 
describes the displacement. The strain-displacement describes how the applied forces 
on the winding cause it to deform and result in displacement of the winding. The strain 
displacement can be expressed by Equation 6.

�
𝜀𝜀𝑟𝑟 =

𝜕𝜕𝑢𝑢𝑟𝑟
𝜕𝜕𝑟𝑟

                                  𝜀𝜀𝜃𝜃 =
𝑢𝑢𝑟𝑟
𝑟𝑟

 

𝜀𝜀𝑧𝑧 =
𝜕𝜕𝑢𝑢𝑧𝑧
𝜕𝜕𝑧𝑧

                  𝛾𝛾𝑟𝑟𝑧𝑧 =
𝜕𝜕𝑢𝑢𝑟𝑟
𝜕𝜕𝑧𝑧

+
𝜕𝜕𝑢𝑢𝑧𝑧
𝜕𝜕𝑟𝑟

  
    [6]

Where Where 𝜀𝜀𝑟𝑟 , 𝜀𝜀𝜃𝜃 , and 𝜀𝜀𝑧𝑧   are the radial strain, tangential and axial strain, 𝛾𝛾𝑧𝑧𝑟𝑟    is the shear strain, 
ur and uz are the radial and axial displacements. The relationship between stress and strain 
in space can be expressed by Equation 7.

�
𝜀𝜀𝑟𝑟 =

1
𝐸𝐸

[𝜎𝜎𝑟𝑟 − 𝜇𝜇(𝜎𝜎𝜃𝜃 + 𝜎𝜎𝑧𝑧)]                            𝜀𝜀𝜃𝜃 =
1
𝐸𝐸

[𝜎𝜎𝜃𝜃 − 𝜇𝜇(𝜎𝜎𝑧𝑧 + 𝜎𝜎𝑟𝑟)] 

𝜀𝜀𝑧𝑧 =
1
𝐸𝐸

[𝜎𝜎𝑧𝑧 − 𝜇𝜇(𝜎𝜎𝑟𝑟 + 𝜎𝜎𝜃𝜃)]                                        𝛾𝛾𝑧𝑧𝑟𝑟 =
2(1 + 𝜇𝜇)

𝐸𝐸
𝒯𝒯𝑧𝑧𝑟𝑟  

 �
𝜀𝜀𝑟𝑟 =

1
𝐸𝐸

[𝜎𝜎𝑟𝑟 − 𝜇𝜇(𝜎𝜎𝜃𝜃 + 𝜎𝜎𝑧𝑧)]                            𝜀𝜀𝜃𝜃 =
1
𝐸𝐸

[𝜎𝜎𝜃𝜃 − 𝜇𝜇(𝜎𝜎𝑧𝑧 + 𝜎𝜎𝑟𝑟)] 

𝜀𝜀𝑧𝑧 =
1
𝐸𝐸

[𝜎𝜎𝑧𝑧 − 𝜇𝜇(𝜎𝜎𝑟𝑟 + 𝜎𝜎𝜃𝜃)]                                        𝛾𝛾𝑧𝑧𝑟𝑟 =
2(1 + 𝜇𝜇)

𝐸𝐸
𝒯𝒯𝑧𝑧𝑟𝑟  

  [7]

Where 𝒯𝒯𝑧𝑧𝑟𝑟   is the shear stress, µ is the Poisson ratio of the winding material, and E is the 
elastic modulus according to the mechanical properties of the winding material. 

RESULTS AND DISCUSSIONS

The deformations were classified into two modes: which are directional and total 
deformations. Directional deformation refers to the deformation of the disc winding 
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structure in a particular defined direction known as the x-, y- and z-directions. These defined 
directions were correlated to the expressed electromagnetic force directions. The total 
deformation is the vector sum of all the directional deformations. It should be noted that 
the forces generated from 1 cycle of SSI would not cause the winding to deform/displace. 
In this case, the scale of deformations was increased to analyse the possible deformation 
and displacement on the disc winding.

Electromagnetic Force Generated Due to the SSI

The electromagnetic forces generated due to 1 cycle of the SSI are displayed in the time 
domain, as seen in Figure 4. The forces are given into 3 directional components as the 3D 
model planes, x-, y- and z-directions. The x- and y-directional forces represent the radial 
force, while the z-directional force represents the axial force. It is found that both y- and 
z-directional forces increase while the x-directional force decreases after 1500 µs. The peak 
amplitude of the x-, y- and z-directional forces is -0.5 N, 3.2 N, and 8.7 N, respectively. The 
average radially x- and y-directional force on the winding is 1.4 N, a positively directed 
force. This condition indicates that the width of the disc winding experiences a horizontal 
tensile force. The axially z-directional force is positively directed, which signifies that 
vertical tensile force is projected along the height of the disc winding. The axial force in 
the disc winding is observed to be more dominant than the radial force. 

Figure 4. The electromagnetic forces generated due to 1 cycle of SSI

Directional Deformations

The variations of winding structural behaviours along the x-, y- and z-directions over 1 
cycle of SSI waveform with 0.5× deformation scale factor are shown in Tables 3 and 4. 
The average x-, y- and z-directional deformations are concentrated at x = 0, y = 0, and z = 
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Table 3
Results of directional deformations of disc winding

Directional 
deformation

Minimum 
(mm)

Maximum 
(mm)

Average 
(mm)

Minimum
Occurs On Maximum Occurs On

X -1.24×10-5 2.97×10-6 -7.22×10-7 Conductor 1 (Disc 5) Conductor 1 (Disc 7)
Y -1.22×10-6 3.51×10-5 3.12×10-6 Conductor 6 (Disc 8) Conductor 1 (Disc 5)
Z -2.56×10-6 3.81×10-5 6.11×10-6 Conductor 1 (Disc 6) Conductor 2 (Disc 8)

0 planes (Ahn et al., 2011). The directional deformations are presented with the element 
triads that show the directions of the deformation moments. 

The directional deformation analysis of the disc winding shows that the maximum 
deformation occurs in the z-direction, which is along the axial height of the winding. 
The highest deformation is located on the topmost disc layer with a peak magnitude of 
3.81 ×10-5 mm. This deformation is about 6 times higher than the average deformation 
of this direction. The axial displacements are obvious at the top and bottom layers of 
the disc winding, as seen in Figure 5. The winding experiences axial displacement and 
tilting of conductors. The positive z-directional deformation causes the bottom and 
top disc layers to displace slightly upward from their original position. In addition, it 
is observed that the conductors at both disc layers tilt to the right and left directions at 
a small angle ranging between 5° and 10°. In this case, the support structures seem to 
bend or not evenly align since they are experiencing deformations. It causes the axial 
force to be imposed unevenly on the winding, which leads to different degrees of tilting 
in different disc layers. These results align with the findings of Behjat et al. (2018) and 
Dawood et al. (2020), whereby higher axial forces are detected at the end discs and 
cause the tilt of conductors.

The second highest deformation occurs at the outer-most winding or circumference 
of the winding, which is in the y-direction with a peak magnitude of 3.51×10-5 mm. The 
y-directional deformation acts perpendicularly to the axis of the disc winding, causing 
the hoop tension. This hoop tension refers to the tensile stress that occurs perpendicularly 
to the winding axis. This stress leads to the stretch of the winding conductor along the 
circumference of the winding, which results in changes in its dimension and shape. The 
outer layers of the winding conductors bend outwardly between each fixed support as the 
fixed support structure has higher stiffness than the winding conductors, as seen in Figure 
5. On the other hand, the x-directional deformation is quite small, with a peak magnitude 
of 2.97×10-6 mm and results in insignificant structural deformation. These results match 
those observed in earlier studies by Behjat et al. (2018) and Meng and Wang (2004), which 
found that radial forces act outward on the outer winding. Based on the overall results of 
the directional deformation analysis, it is observed that the deformation is higher in the 
axial direction as compared to the radial direction.
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Total Deformation

The variation of total deformation that shows the total structural behaviours of the disc 
winding over 1 cycle of SSI with a 0.5× deformation scale factor is shown in Table 4 and 
Figure 6. 

Figure 5. Directional deformations of disc winding at: (a) x- and y-directions; and (b) z-direction

(a)

(b)

X- directional deformation

Conductor 1 of Disc 5

Conductor 1 of Disc 7

Conductor 1 
of Disc 5

Conductor 6 of 
Disc 8

Y-directional deformation

Conductor 2 
of Disc 8

Conductor 1 of 
Disc 6
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The total deformation analysis shows that the maximum deformation occurs on the 
conductor at the topmost disc layer of the winding, with a peak magnitude of 4.31×10-5 mm. 
The minimum deformation occurs on the fixed supports, with 0 mm. The deformations at the 
fixed support sections are lower than those of the winding conductors. Radial deformations 
are more obvious at the middle sections of the winding and uniform across the width of 
the winding. The deformation in the axial direction is obvious at the top and bottom disc 
windings. The analysis also reveals that deformation is the highest at the outer-most layer of 
the winding, in both radial and axial directions. It is because the sections with higher leakage 
flux experience higher electromagnetic forces and are prone to experience deformation and 
displacement (Faiz et al., 2011). The deformation and displacement computation results 
show that along the z-direction, the axial force gradually increases from the middle to the 
end of the HV windings. Along the x and y directions, the radial force linearly increases 
from the inner to outer sides of the HV winding.

Table 4
Results of the total deformation of disc winding

Total 
deformation

Minimum 
(mm)

Maximum 
(mm)

Average 
(mm) Minimum Occurs On Maximum Occurs On

0 4.31×10-5 7.30×10-6 Fixed support 1 Conductor 2 (Disc 8)

Figure 6. Total deformation of disc winding due to SSI

Conductor 2 
of Disc 8

Fixed 
support 1

Top view

Side view
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CONCLUSION

This work examines the electromagnetic force and structural deformation/displacement 
characteristics of a disc winding. The axial force generated in the winding causes the top 
and bottom layers of disc winding to tilt and displace with a peak magnitude of 3.81×10-5 
mm. The radial force causes the circumference of the winding to experience hoop tension 
and outwardly stretch with an average magnitude of 1.9×10-5 mm. The deformation and 
displacement are more likely to occur to the outer layer of the disc winding, whether in 
axial or radial directions. The disc winding experiences a higher axial force; therefore, axial 
structural displacement is more dominant as compared to radial structural deformation. 
These findings generally strengthen the finding that high-stress concentration can lead to 
a high degree of deformation and displacement of windings. In the case of disc winding 
subjected to the SSI, consideration should be given to the design of the winding conductors 
and its axial clamping system or fixed supports to ensure the disc winding structural 
integrity.
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ABSTRACT

The limited driving range of BEVs is the main challenge in developing zero-emission 
Battery Electric Vehicles (BEVs) to replace traditional fuel-based vehicles. This 
limitation necessitates an increase in battery energy while balancing the power supply and 
consumption requirements for the vehicle’s motor and auxiliaries, such as the Heating, 
Ventilation, and Air Conditioning (HVAC) system. This research proposes a solution to 
achieve more efficient control of HVAC consumption by integrating fuzzy logic techniques 
with brute-force algorithms to optimize the Energy Management System (EMS) in BEVs. 
The model was based on actual parameters, implemented using MATLAB-Simulink and 
ADVISOR software, and configured using a backward-facing design incorporating the 
technical specifications of a Malaysian electric car, the PROTON IRIZ. An optimal solution 
was proposed based on the Satisfaction Ratio (SR) and State of Charge (SoC) metrics to 
achieve the best system optimization. The results demonstrate that the optimized fuzzy 
EMS improved power consumption by 23.2% to 26.6% compared to a basic fuzzy EMS. 
The proposed solution significantly improves the driving range of BEVs.  

Keywords: Battery electric vehicle, brute-force 
algorithm, energy management system, fuzzy logic, 
satisfaction ratio, state of charge

INTRODUCTION

An Electric Vehicle (EV) is a car that uses 
a minimum of one electric-powered motor 
rather than the traditional combustion 
engine. It is a second-hand innovation since 
this idea has existed since the mid-1800s. 
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Although the enthusiasm for this technology was strong during the 20th century, the demand 
for longer-range vehicles, the lower cost of gas, the invention of the power starter in standard 
cars, and the beginning of the mass development of internal burning EVs have reduced the 
attention on EVs until the start of the 21st century (Termiz, 2015). 

The environmental issues caused by traditional transportation and increasing oil 
prices have revived the passion for power vehicles in recent years (Eberle & von Helmolt, 
2010; Termiz, 2015). Due to pollution caused by conventional vehicles, fume emissions 
and the scarcity of fossil fuels, there has been much interest in the work on sustainable 
transportation, such as Hybrid Electric Vehicles (HEVs) (Han et al., 2018; Zhang et al., 
2017) and Plug-in Hybrid Electric Vehicles (PHEVs) (Hassanzadeh & Rahmani, 2022) 
that can reduce the carbon impacts but are unable to remove them completely. A BEV is 
powered entirely on electric electricity, normally a huge electric motor and a huge battery 
pack, consisting of a DC-DC converter and transmission, driving cycle, and longitudinal 
vehicle dynamic model. Pure electric motor vehicle is a type of EV that makes use of 
chemical power saved in rechargeable battery packs. BEVs use electric motors and motor 
operators instead of internal combustion engines (ICEs) for power.

BEVs present an eco-friendly solution with exceptional drivetrain performance and 
energy efficiency, and the trade-off is the restricted driving range attributed to limitations in 
battery capacity and volume. The situation becomes more intricate with the rise in power 
requirements and the inclusion of multiple electrical loads due to the electrification of 
transportation. For BEVs that rely solely on batteries as their energy storage and need to 
cater to numerous loads, the challenge lies in alleviating range anxiety by devising stringent 
control rules and a management strategy that can effectively extend the driving range (Dou 
et al., 2021; Hu et al., 2020; Mohd, 2020). 

An Energy Management System (EMS) is a computer-supported device utilized by 
drivers of electrical frameworks to manage and optimize the efficiency of transmission 
systems. The EMS needs to be maximized to enhance its performance and battery efficiency, 
as well as to increase the travel distance for Battery Electric Vehicles (BEVs) and maintain 
driver confidence. To improve the performance of the EMS, artificial intelligence (AI) 
techniques have been rapidly evolving, particularly in the field of EMS (Hussain et al., 2019; 
Górriz et al., 2020; Pan et al., 2021; Mohd, 2020). Their revolutionary applications provide 
efficient control strategies that increase the capabilities, efficiency, and accuracy of EMS, 
as well as reduce EVs’ energy consumption. Hence comes the need for AI approaches in 
energy management to provide a battery power supply that fulfills power consumption for 
motors and auxiliaries such as heating, ventilation, and air conditioning systems (HVAC). 
Applying EMS is one of the AI approaches that can reallocate the electrical power flow 
inside the HVAC system to boost power efficiency and obtain optimum effectiveness. 
Therefore, this research is focused on the energy consumption of BEVs by developing 
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optimization algorithms based on fuzzy logic techniques to apply the best solution in EMS. 
Such innovative AI solutions can enhance the efficiency of smart EMS in BEVs as the 
future sustainable transportation.

The main aim of this study was to develop an optimal fuzzy logic control system 
algorithm for the energy management of an autonomous EV system. Thus, the proposed 
system employed an algorithm based on the optimal-fuzzy method. The structure and 
parameters of optimal-fuzzy were tuned using a brute-force heuristic algorithm as 
the optimization method. The brute force algorithm has been successfully used as an 
optimization technique in other applications, and it is the best learning method based on a 
set of small number of inputs and outputs (Pham & Månsson, 2018). However, no previous 
studies have used brute force with fuzzy logic techniques to find the best solution or set a 
strategy EMS for BEVs. Therefore, the brute-force algorithm has been chosen to integrate 
with the fuzzy controller because the algorithm is the best optimization for the system 
when involving a small number of inputs-outputs, and also, the system is not working 
continuously. This technique finds the best solution from a wide range of measures, where 
the decision is based on two or more variables. Hence, the optimized controller would be 
able to provide an appropriate energy supply to each auxiliary EV component, along with 
a significant improvement in its travel range. 

METHODS

This simulation-based study was conducted to develop improvements for the existing 
system using experimental simulation. Several computerized tools were used to simulate 
the desired system. Among the numerous vehicle modeling and analysis platforms, 
MATLAB/Simulink, integrating the ADVISOR library, is the most widely used platform in 
academic studies of mechanical engineering simulations (Tammi et al., 2018). Therefore, 
in this study, the simulations were based on the ADVISOR library integrated within the 
MATLAB/Simulink system.

The main aim of this study was to develop an optimal fuzzy logic control system for the 
energy management of an autonomous EV system. Thus, the proposed system employed 
an algorithm based on the optimal-fuzzy method. The structure and parameters of optimal-
fuzzy were tuned using a brute-force heuristic algorithm as the optimization method. 
Hence, the optimized controller would be able to provide an appropriate energy supply to 
each auxiliary EV component, along with a significant improvement in its travel range. 

Design of Battery Electric Vehicle Basic System  

The simulation model comprises five key components that work together to provide a 
comprehensive view of the electric vehicle’s performance, as shown in Figure 1. These 
components are:
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1. The driving cycle represents the pattern of acceleration and deceleration of the 
vehicle over time. It is an important input for the simulation as it determines the 
power required from the electric motor and the energy required from the battery.

2. The electric motor model models the behavior of the electric motor in response to 
the power demand from the driving cycle. It takes into account the motor efficiency, 
torque-speed characteristics, and other parameters.

3. The transmission model models the behavior of the transmission system that 
delivers the power from the electric motor to the wheels. It takes into account the 
gear ratios and the efficiency of the transmission system.

4. The battery charge controller model with the DC-DC converter models the behavior 
of the battery charge controller and the DC-DC converter that regulates the voltage 
and current flow between the battery and the electric motor.

5. The longitudinal vehicle dynamics model models the behavior of the vehicle 
in terms of its acceleration, speed, and distance traveled, taking into account 
the driving cycle, electric motor model, transmission model, and battery charge 
controller model.

The simulation employs a backward-facing model, which forecasts the vehicle’s 
behavior by considering the input driving cycle and the behavior of its components. The 
model operates without the need for a driver, requiring the user to only input the driving 
pattern or velocity profile.

It is essential to have comprehensive knowledge of all relevant technical specifications 
to ensure the accurate utilization and optimization of the batteries. Therefore, in selecting 

Figure 1. Block diagram of BEV system components based on a backward-facing model
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the most suitable battery for the modeled 
EV, the technical specifications of the LG-
PROTON IRIZ BEV were utilized (Table 1). 

Auxiliary Electric Load Model 

Valentina et al. (2014) stated that the major 
challenges with EVs are the driving range 
and battery lifetime. The performance and 
efficiency of EVs need to be optimized, and 
consumption needs to be reduced to mitigate 
these problems. In order to achieve these 
objectives and to insert the configurable 
subsystems of this study, the Auxiliary 
Electric Load Model was added to the basic 
BEV model. The following Equation 1 
provides an example of the typical auxiliary 
load:

AUX = HVAC + HS + SS + CS + SN 
(1)

Table 1
Technical specification for LG-PROTON IRIZ BEV 

Drivetrain Parameters
Drive System Front-wheel drive
Curb Weight 918 kg
Adds wright (Cargo) 56 kg
Gross Weight 1516 kg

Wheel/Axe Front Wheel Drive 
195/55R15 (Standard)

Accessories Variable ACC_Small_Car
Powertrain EV – Manual – PTC_EV
Rated Voltage 330 V
Rated Capacity 39.6 kWh, 120 Ah
Rated Lifetime 10 years \ 160,000 km
Motor Type PMAC (YASA-400)
Max Output 116 kW
Max Torque 360 Nm
Transmission Single Speed 3.37:1
Normal Voltage 330 V
Total Cells 360 Cells
Total Weight 540 kg

where AUX = auxiliary load; HVAC = heat, ventilation, and air conditioning; HS = heated 
seats; SS = sound system; CS = camera system; and SN = satellite navigation.

This study considered the Heating, Ventilation, and Air Conditioning (HVAC) system 
and Heated Seat (HS) because EVs have the largest auxiliary power loads. As part of the 
auxiliary components of cars nowadays, the HVAC and HS units may significantly deplete 
the energy from the battery, depending on the vehicle’s settings. If heated seats are used, 
as required in some European countries, energy depletion would increase even more.

The auxiliary loads in EVs, such as heating, air conditioner, sound system, and 
satellite navigation, use electrical energy from batteries, reducing the vehicle’s driving 
range. Some of these loads are considered very important. Controlling the auxiliary loads 
can improve the total fuel consumption without decreasing the energy consumption of 
the auxiliary system.

Design of BEV with Optimal Fuzzy Logic Energy Management System

In this study, a designed fuzzy logic strategy was integrated into the EMS to improve 
battery power capacity utilization. The EMS system is characterized by a simple black 
box design and features SoC and Speed inputs. Additionally, it had three outputs, namely 
Heated Seats (HS), Front HVAC, and Rear HVAC, as illustrated in Figure 2.
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In order to achieve optimal load consumption for the desired HVAC components, the 
controller was driven by the following two inputs:

• The SoC represents the remaining capacity of the power storage system, scaled 
as a percentage fraction ranging from 0 to 100. This input is important because it 
helps the controller determine how much energy is available for use by the HVAC 
components. By monitoring the SoC, the controller can adjust the load consumption 
of the HVAC components to ensure that they are not consuming more energy than 
is available in the power storage system.

• The speed of the vehicle is also an important input for the controller because it 
helps to determine the energy requirements of the HVAC components. As the 
speed of the vehicle increases, the energy requirements of the HVAC components 
also increase. Therefore, by monitoring the speed of the vehicle, the controller can 
adjust the load consumption of the HVAC components to ensure that they are not 
consuming more energy than is required for the given speed.

By combining the SoC and Speed inputs, the controller can adjust the HVAC load 
consumption in real-time to ensure maximum efficiency while maintaining the occupants’ 
comfort. This approach helps to reduce energy consumption and extend the range of electric 
vehicles, leading to lower operating costs and a more sustainable mode of transportation. 
Based on the desired HVAC components provided, the output required would be three 
separate values, each representing the power consumption of the individual components. 
The three components are:

• Front HVAC: The main HVAC system facilitates the driver and is measured in 
watts. The power consumption of this component is assumed to be a fixed load 
of 1,000 watts.

• Rear HVAC: It is also the main HVAC system that facilitates the passengers instead 
of the driver. Similar to the front HVAC, the power consumption of this component 
is assumed to be a fixed load of 1,000 watts.

• Heated Seat (HS): This component represents the auxiliary seat heating in modern 

Figure 2. EMS with the fuzzy logic controller

Energy Management 
System

Output

Speed
cyc_mph_r

SOC

State of Charge

yi
AI 

System

HeatedSeat

FrontHVAC

RearHVAC

Energy 
Saver

(mamdani)

Speed

SoC



803Pertanika J. Sci. & Technol. 32 (2): 797 - 817 (2024)

Maximizing Efficiency of Energy Management System for Battery 

vehicles and is used to facilitate the driver. The power consumption of this 
component is also assumed to be a fixed load of 1,000 watts.

Therefore, to provide the required output, the power consumption of each of these 
components needs to be calculated and expressed in watts. It is important to note that these 
power consumption values are based on assumptions, and actual power consumption may 
vary based on factors such as vehicle make and model, environmental conditions, and usage 
patterns. Each input and output variable has three linguistic levels, low, medium, and high, 
represented as membership functions. This study used a triangular shape encoded by three 
points (Le, He, and Re). The fuzzy logic rules were designed to depend on these values. 
The values calculated using the fuzzy logic for the standards of the inputs and outputs are 
listed in Table 2.

The rules were set based on real situations by considering different levels of real speed 
inside cities, highways, and mixed situations. The rules have also considered real SoCs 
at different levels. Moreover, the rules also considered the largest auxiliary power load in 
electric vehicles (EVs): the HVAC system and HS. The following rules of the fuzzy logic 
strategy, as produced by the software, were implemented:

1. If {(SoC is high)} and (Speed is low)} then {(HS is high) and (Front HVAC is 
high) and (Rear HVAC is high)} 

2. If {(SoC is high)} and (Speed is medium) then {(HS is high) and (Front HVAC is 
high) and (Rear HVAC is high)}

3. If {(SoC is high)} and (Speed is high) then {(HS is medium) and (Front HVAC is 
medium) and (Rear HVAC is medium)} 

4. If {(SoC is medium)} and (Speed is low) then {(HS is medium) and (Front HVAC 
is medium) and (Rear HVAC is medium)} 

5. If {(SoC is medium)} and (Speed is medium) then {(HS is medium) and 
(Fr0ntHVAC is medium) and (Rear HVAC is medium)} 

Table 2
Inputs and outputs for the membership functions

Input Output
SoC Status Speed Status HS Front HVAC Rear HVAC

High Low High High High
High Medium High High High
High High Medium Medium Medium
Medium Low Medium Medium Medium
Medium Medium Medium Medium Medium
Medium High Low Low Low
Low Low Low Low Low
Low Medium Low Low Low
Low High Low Low Low



804 Pertanika J. Sci. & Technol. 32 (2): 797 - 817 (2024)

Abdulhadi Abdulsalam Abulifa, Azura Che Soh, Mohd Khair Hassan, Raja Kamil and Mohd Amran Mohd Radzi

6. If {(SoC is medium)} and (Speed is high) then {(HS is low) and (Front HVAC is 
low) and (Rear HVAC is low) 

7. If {(SoC is low)} and (Speed is low) then {(HS is low) and (Front HVAC is low) 
and (Rear HVAC is low)}

8. If {(SoC is low)} and (Speed is medium) then {(HS is low) and (Front HVAC is 
low) and (Rear HVAC is low)}

9. If {(SoC is low)} and (Speed is high) then {(HS is low) and (Front HVAC is low) 
and (Rear HVAC is low)}

The goal of conducting optimization was to reduce energy consumption and extend 
the SoC range. Figure 3 shows the block functional design of the proposed system. This 
solution was based on the brute force function, which used the optimization algorithm 
to find the best solution from a wide range of measures. In this case, the decision can be 
made based on two or more conflicting measures, the SoC and the Satisfaction Ratio (SR). 

The fuzzy system was built to preserve the energy level for longer. This aim was 
achieved by limiting the consumption of energy based on the current level of SoC and 
speed, which is supposed to consume more energy in an EV. However, there is an implicit 
relationship between the fuzzy system and the SR. More specifically, the positioning of 
the edges of the membership function in the fuzzy was vital in changing both SR and SoC. 
Therefore, the fuzzy logic was added with an optimization algorithm that simultaneously 
optimizes both measures. The optimization of two variables can be done by finding the 
Pareto front. 

Figure 4 shows the flowchart of the fuzzy controller during the brute force mode. 
The idea was that the system would try different configurations of membership functions. 
The SR was memorized for every configuration, and the system continued to change the 
configuration with every new SoC cycle until it ended with all possible configurations. 
The system used the brute force algorithm from the memorized SR scores to find the 
optimal value sent to the controller to recalibrate the membership function. The brute-force 
algorithm was working offline to choose the best solutions for the membership function 
based on historically memorized scores of SoC and SR. Thus, this step needed to be done 
just once at the beginning.

Brute force is a searching algorithm for all possible solutions in the solution space. 
The brute force approach is to divide the solution space into small partitions. The solution 
space was defined by nine variables (Equation 2) because the study involves three variables, 
each with three membership functions. For every variable, one point needed to be changed. 
Table 3 shows the logic of the solution, in which every alternative solution is a function 
of these variables.

Any solution X = [x1 x2 x3 x4 x5 x6 x7 x8 x9] ∈ [0 1]9                             (2)
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Table 3
Logic for the solutions in the brute force algorithm

Solution Dimension Meaning

X 1 × 9 The solution defined the points as 1, 2, and 3 for every variable (two 
inputs and one output), which meant there were nine points in total

The process of the brute force logic solution is described as follows:
• The brute force is supposed to generate all possible X values and call the solution 

decoder. 
• The search gave every value of xi one of four possible values (0, 0.3, 0.6, or 

0.9), which meant the size of the solution space was 262,144 (four values × nine 
membership functions). 

• The set of all possible cases was labeled as X. Each solution consisted of two 
objective values: the first one was the time when SoC was zero, and the second one 
was SR. However, these two solutions were the opposite because the maximization 
of one will minimize the other when the objective was to maximize both, as shown 
in the example solution in Figure 5. 

• The results became the final set of non-dominated solutions, known as the Pareto 
front. 

Figure 4. Optimal fuzzy logic flowchart
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Figure 5. A subset of the solutions to show the conflicting nature between SR and SoC (one sample solution 
out of 262,144 solutions)

Figure 5 shows one sample solution among the 262,144 solutions obtained. Higher 
satisfaction was shown to be equivalent to lower SoC and vice versa. The nature of the 
problem was to achieve multi-objective optimization, with conflict between the two 
objectives. The optimization solution that met certain required modes was extracted from 
the brute force results: maximum SoC was more economical, while maximum SR was more 
comfortable. The relationship between the SoC and the SR was conflicting. Consequently, 
the solutions were also conflicted because maximizing one, minimizes the other. 

Evaluation Performances of Energy Management System 

This research aims to provide a solution to improve the driving range of EVs by keeping an 
acceptable level of comfort for the driving experience. The SoC refers to the energy stored 
in a battery or other power source at a given time. The efficiency of the SoC of the battery 
can be determined using the calculated current. The model used Coulombic Efficiency 
(CE) and optimal capability values, which are functions of temperature, to calculate the 
recurring battery ability in systems of ampere-hours (Ah). SoC estimation can be made 
using the following Equation 3:

SoC = �Ah𝑚𝑚𝑚𝑚  𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 −Ah 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢  𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 �
Ah𝑚𝑚𝑚𝑚  𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

          (3)
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where SoC is the State of Charge, Ahmx capacity is the maximum power of the battery in 
ampere-hours, and Ahused capacity is the used power in ampere-hours.

The drain of the State of Charge (dSoC) refers to the rate at which energy is depleted 
from the battery or power source. A higher drain rate in electric vehicles or other battery-
powered systems can lead to reduced efficiency and shorter driving ranges, as the battery 
would need to be recharged more frequently. Therefore, a threshold value of 0.005 (0.5%) 
suggests that the researchers were concerned about the efficiency of the system and were 
likely investigating the power consumption and efficiency of an electric vehicle or a similar 
system. The fact that the study was interested in understanding the impact of different 
driving conditions further supports the idea that the researchers were investigating the 
power consumption and efficiency of an electric vehicle. Different driving conditions, such 
as varying speeds and terrains, can have a significant impact on the power consumption 
and efficiency of an electric vehicle, so studying these factors can help to optimize the 
design and performance of such systems.

The driving cycle(speed) is a collection of information embodying the speed of a 
vehicle versus time. Different nations and companies have created driving cycles to assess 
the functionality of cars in several ways, for instance, gas usage and pollution discharges for 
all auto types inside or even outside urban areas (highways). A driving cycle holds regular 
records offered in ADVISOR and is managed as a 2-D research table listed through Speed 
and Time. The driving cycles are used to test the gas economic condition and efficiency of 
vehicles. Moreover, the speed range of driving cycles amounted to scores from 0 to max 
speed in km/h based on the type of driving cycles (Giakoumis, 2017). 

In this research, the thresholds for SR were set at 50%, depending on the weather in 
Malaysia. For example, when the weather is very hot, the driver would not use all electrical 
accessories, such as the heated seats. Moreover, if the driver is in a country with cold 
weather, the driver would not use the air conditioner. Thus, the SR is a flexible value that 
can be increased or decreased depending on the situation. The SR is presented in Equation 4: 

SR = 1 − |𝑐𝑐𝑐𝑐𝑢𝑢−𝑐𝑐𝑐𝑐|������������

𝑐𝑐𝑐𝑐𝑢𝑢
         (4)

where y𝑐𝑐𝑢𝑢   denotes the desired load from the user, y𝑐𝑐   denotes the actual load from the 
controller, and  |𝑐𝑐𝑐𝑐𝑢𝑢 − 𝑐𝑐𝑐𝑐|������������  denotes the absolute value of the mean of the difference between 
the desired and the actual energy. 

Wise Performance Measurement (WPM)

The study also introduces a new metric called the Wise Performance Measure (WPM) 
to balance the energy requirements of SoC and auxiliaries. It is accomplished by setting 
threshold levels for SoC drop and SR and then tracking any breaches of these thresholds 
at regular intervals.
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The new measure aims to evaluate two aspects of EV driving. The first aspect was 
to save the energy of the battery while driving, and the second was to satisfy the driver’s 
desire for energy for the usage of accessories. Thus, the new measure was developed as 
a combination of both SoC and SR while driving. The standard of WPM was developed 
based on the SoC and SR; thus, the lower the value of WPM, the better. The new measure 
can be calculated as follows, and as shown in Figure 6:

1. The whole-time interval of the drive is divided into sub-intervals, ∆𝑇𝑇 , where each 
sub-interval expresses a part of the time that requires a lower level of SoC saving 
and SR

2. An accumulator of A = 0 was initiated, with A denoting the WPM
3. Each ∆𝑇𝑇  would find a two-time series of dSoC

dt
 , and the second was SR

• Compared dSoC
dt

  with a threshold, TSoC, where the value of dSoC
dt

  has to be higher than TSoC

- dSoC
dt

  > TSoC, if the condition is not applied, then A = A + 1; otherwise, A is kept 
without a change

• Compared SR with a threshold, TSR, where the value of SR has to be higher than TSR

- SR > TSR, if the condition is not applied, then A = A + 1; otherwise, A is kept 
without a change

4. At the end of the experiment, the value of A would indicate how many times the 
condition was not applied. Thus, the goal would be to minimize A. The improved 
performance would be equivalent to a lower value of A. 

Figure 6. WPM calculator flowchart

Start

Calculate Mean of SR

Set Threshold Values and Time interval 
(SR=0.7; dSoC=0.005; t=10s)

Exceed 
Threshold

Yes

Read SoC and SR at t(i) and at t(i+10s)

Calculate Mean of SoC drop

Exceed 
Threshold

Increase Count of WPM

Drive 
Active End

Output WPM value 
for reporting

Yes

Yes

No

No

No



810 Pertanika J. Sci. & Technol. 32 (2): 797 - 817 (2024)

Abdulhadi Abdulsalam Abulifa, Azura Che Soh, Mohd Khair Hassan, Raja Kamil and Mohd Amran Mohd Radzi

As shown in Equation 4, this study selected TSR = 0.5, which means that the SR has 
to be at least 50%. Two experiments were conducted to calculate TSoC: (1) without a load 
and (2) with a full load. The entire SoC was recorded for both experiments. Subsequently, 
this study identified the threshold as a new time series that indicates a 50% slope between 
SoC1 and SoC2. Based on this observation, the drain of the SoC must remain below the 
threshold value of 0.005 (0.5%) at any time interval. In this research, the threshold for 
draining the SoC (dSoC) was set at 0.5%, depending on the changes in driving cycle time. 
All parameters were measured at different stages. The SoC and speed (driving cycle) were 
measured during the developmental stage of the Fuzzy Logic Controller (FLC), as they 
were inputs for the FLC. The SR and WPM were measured during the developmental 
stage of the Brute Force (BF) method. The SR was one of the inputs for BF and one of 
the outputs for WPM.

RESULTS AND DISCUSSION

The optimal fuzzy controller of this study is an adaptive version of the traditional fuzzy 
logic by integrating another technique to reconfigure the fuzzy membership function based 
on calculating the different SRs and SoC in different conditions and then deciding the best 
configuration. The simulation is based on three driving cycles: The New European Driving 
Cycle (NEDC), the Urban Dynamometer Driving Schedule (UDDS) and the Japanese 10-
15 Mode Driving Cycle (Japan 10-15). 

Based on the results presented in Figure 7, it can be concluded that the model using 
a fuzzy logic controller and optimization by brute-force algorithm for the NEDC with a 
maximum accumulative load of 3000W for the HVAC system has a better range than the 
other models. The achieved SoC of 25605 seconds corresponds to a full trip distance of 
238.9 km, which is better than the range achieved by the basic model with a load for the 
NEDC, which is about 193.9 km, and the basic fuzzy logic model, which is about 216.6 
km as shown in Table 4. 

Moreover, the 100% range for NEDC is also 238.9 km, while the 80% range is 191.1 
km. It indicates that the proposed model can achieve a longer range, which can benefit 
electric vehicles in terms of usability and practicality. In summary, the model with a fuzzy 
logic controller and optimization by brute-force algorithm for the NEDC with a maximum 
accumulative load of 3000W for the HVAC system has shown to be more effective in terms 
of range performance and can be a useful tool for improving the overall performance of 
electric vehicles.

In Figure 8, the actual SR achieved by the model using FLC and optimization by brute 
force is higher than the assumed limit, indicating that the driver is more satisfied with the 
driving range provided by the model. The dSoC is relatively low, indicating that the battery 
performs efficiently during the driving cycle. Overall, these results suggest that the model 
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using FLC and optimization by brute-force algorithm effectively improves both battery 
range and driver satisfaction. 

Based on the results presented in Figures 9 and 10, it can be concluded that the BEV 
model using FLC and optimization by brute-force algorithm for the UDDS with a load 
has a better range compared to the basic model with load and the basic fuzzy model with 
load. The achieved SoC of 26058 seconds corresponds to 247.5 km for the full trip, which 
is better than the range achieved by the basic model with a load of about 200 km and the 
basic fuzzy model with a load of about 223 km, as shown in Table 4. Additionally, dSoC 
is relatively low and maintained in the threshold range. It indicates that the battery is 
performing efficiently and is able to maintain a stable state of charge throughout the cycle.

It is important to note that the distance traveled may vary depending on various factors, 
such as driving conditions, terrain, and temperature. The study also shows that the 100% 
range for the UDDS is 247.5 km, and the 80% range for UDDS is 198 km. The results 

Figure 7. SoC for BEV using NDEC

Figure 8. SR and dSoC for BEV using NDEC 
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show that the FLC and optimization by brute-force algorithm could potentially improve 
the range of the BEV model, which could be valuable information for developing more 
efficient and effective electric vehicles.

Figures 11 and 12 show the results of the BEV model using FLC and optimization by 
brute-force algorithm for the Japan 10-15 driving cycle mode with a load of about 3000 W 
for the HVAC system. The study reports that the SoC lasted for 32574 seconds, equivalent 
to 205.3 km for the full trip. A low and stable dSoC during a driving cycle is a positive 
sign for battery performance. It is important for the reliability and longevity of the battery, 
as well as for the performance of the vehicle that relies on it for power. A low and stable 
dSoC is a good indicator of efficient battery performance.

Figure 9. SoC for BEV using UDDS

Figure 10. SR and dSoC for BEV using UDDS
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Based on the results presented in Table 4, it can be concluded that the model using FLC 
and optimization by brute-force algorithm for Japan 10-15 with load has a better range 
compared to the basic model with load for the Japan 10-15 mode and the basic fuzzy model 
with load for the Japan 10-15 mode. The 100% range for Japan 10-15 mode is reported 
to be 205.3 km, while the 80% range is 164.3 km. These findings suggest that the optimal 
model can achieve a longer range of about 205.3 km, which is better than the range achieved 
by the basic model with load for the Japan 10-15 mode, which is about 162.2 km, and the 
basic fuzzy model with load, which is about 183.3 km. It indicates that the proposed model 
can improve the range performance of electric vehicles in Japan’s 10-15 mode, which can 
benefit drivers in Japan. Therefore, using FLC and optimization by brute-force algorithm 

Figure 12. SR and dSoC for BEV using Japan 10-15

Figure 11. SoC for BEV using Japan 10-15

So
C

 (%
)

100

80

60

40

20

0
0                  0.5                  1                  1.5                 2                  2.5                  3                 3.5
                                                                       Time (s)                                                              × 104

State of Charge

Satisfaction Ratio

SR

1

0.8

0.6

0.4

0.2

00                  100                 200                 300                 400                  500                600
                                                                       Time (s)                                                              

Decrease State of Charge
0

-5

-10

-15

dS
oC

0                 100                200                300               400                500               600                700
                                                                       Time (s)                                                              

× 10-3



814 Pertanika J. Sci. & Technol. 32 (2): 797 - 817 (2024)

Abdulhadi Abdulsalam Abulifa, Azura Che Soh, Mohd Khair Hassan, Raja Kamil and Mohd Amran Mohd Radzi

can be considered a useful approach to improve the range performance of electric vehicles 
in Japan’s 10-15 mode with load.

Overall, the study shows that using a fuzzy logic controller and optimization by brute 
force can significantly improve the range of battery-powered electric vehicles, as shown in 
Table 4. The results also suggest that the performance of the EMS can vary depending on 
the driving cycle used for testing. Implementing the fuzzy logic strategy and optimization 
demonstrates a clear improvement in power consumption for the HVAC system while 
preserving power capacity for motor torque and speed. The results show that the basic 
fuzzy EMS can improve power consumption by 11.7% to 12.4%, and the optimized fuzzy 
EMS can improve it by 23.2% to 26.6%. The optimal strategy for improving the range of 
the BEV with an auxiliary load system was the fuzzy logic controller and optimization by 
brute force, with the highest improvement observed in the NEDC mode. Additionally, the 
optimal strategy performed better than the basic BEV model with an auxiliary load system in 
all four driving cycles. These findings can be useful for designing and optimizing EMS for 
battery electric vehicles, ultimately leading to more efficient and practical electric vehicles.

Table 4
Summary of results for the three EMS model  

EMS Performance
Driving Cycle

NEDC UDDS Japan 10-15

Basic BEV with HVAC 
Load

SoC(second) 20774 21060 25726
Full Trip Distance (km) 193.9 200.0 162.2
Full Consumption Rate (%) 34.8 36.3 44.2

BEV FL Model with 
HVAC load

SoC(second) 23214 23515 28925
Full Trip Distance (km) 216.6 223.0 182.3
SR (%) 90 90 90
Fuzzy Enhancement Rate (%) 11.7 11.7 12.4

BEV FL Model + 
Optimization (brute-
force algorithm) with 
HVAC load

SoC(second) 25605 26058 32574
Full Trip Distance (km) 238.9 247.5 205.3
SR (%) 65 65 65
Optimization Enhancement Rate (%) 23.2 23.7 26.6

COMPARISON OF RESULTS WITH PUBLISHED WORKS

Upon comparing the results of this study with previous studies, it is evident that this study 
has obtained significant improvements, especially in terms of driving range. Table 5 shows 
a comparison with the previous work.

The proposed solution can provide better results than most of the previous studies that 
focused on the EMS system because no previous studies have used the Fuzzy technique with 
BF in the BEV field and placed emphasis on achieving a balance between two conflicting 
objectives: reducing power consumption by the HVAC and satisfying the driver. The 
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challenge lies in reducing the power supplied to the HVAC system while maintaining driver 
satisfaction at an appropriate level. While most previous studies concentrated on enhancing 
power consumption or recharge efficiency, they did not address driver satisfaction.

This study introduces a novel measure called WPM, which establishes a relationship 
between the SR and the rate of dSoC. The optimal trade-off between these two conflicting 
measures can be attained using brute force techniques, which have not been utilized in 
prior studies. The results from the four proposed systems, tested on different driving cycles, 
clearly demonstrate that implementing fuzzy logic with the BF strategy can enhance the 
power efficiency of the HVAC system while preserving power capacity for motor torque 
and speed. However, previous studies did not incorporate the brute force technique with 
a Fuzzy Logic Controller to identify the best solution or establish a strategy for resetting 
BF at any point for BEVs. Furthermore, these studies did not propose a measurement 
technique similar to WPM.

CONCLUSION

This study aims to propose an optimization algorithm that integrates the brute-force 
technique and the fuzzy logic controller. A basic fuzzy logic controller is designed and 

Table 5
Comparison between the performance of the proposed solutions and the previous work

Source Solution/Design Driving cycle Results

(Pan et al., 2021)

Fuzzy optimal EMS concerning 
the equivalent speed (FLC strategy 
combined with a GA optimal 
algorithm)

Custom with 
Slope

- 8.66% improvement in 
the driving range

(Hu et al., 2019)

generalized regression
neural network (GRNN) and 
Dynamic programming – based 
energy management strategy 
(DPEMS) under typical driving

Custom
- 5.65 to 11.04% 

improvement in range 
and power-saving

(Masjosthusmann 
et al., 2012)

Four modular EMS (storage, 
drivetrain, load, consumption 
estimation)

Custom - 15% improvement in 
range and power saving

Auxiliary power strategy by using a Fuzzy Logic 
Controller that is based on SoC and speed
(Proposed)

NDEC
UDDC
Japan 10-15

- 11.7%
- 11.7%
- 12.4%

Improvement in range and 
power-saving

Optimal auxiliary power strategy by using Hybrid 
Design of Fuzzy Logic Controller that is based on SoC 
and Speed and Brute force algorithm for Optimal FLC 
(Proposed)

NDEC
UDDC
Japan 10-15

- 23.2%
- 23.7%
- 26.6%

Improvement in range and 
power-saving
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integrated into the EMS to achieve this goal; an additional optimization technique is 
integrated to seek the optimal configuration of the fuzzy logic controller using a brute 
force algorithm. The fuzzy controller of this study is designed to control the auxiliary load 
consuming power based on the SoC and speed. The solution is based on the brute force 
function, the proposed optimization technique to find the best solution from a wide range 
of measures in which the decision is based on two or more conflicted measures. Brute force 
is a searching algorithm for all possible solutions in the solution space. 

Overall, the study provides valuable insights into the design and optimization of 
EMS for battery electric vehicles, specifically improving their range. Using fuzzy logic 
controllers and optimization by brute force is an effective approach for achieving this goal, 
with significant improvements observed in all driving cycles tested. The study highlights 
the importance of considering different driving cycles for testing and evaluation, as well 
as the potential benefits of incorporating auxiliary load systems and optimizing the power 
consumption of the HVAC system. These findings can inform the development and 
optimization of EMS for battery electric vehicles, ultimately leading to more efficient and 
practical electric vehicles.
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ABSTRACT

Annual polymer waste generated in Malaysia has increased significantly to more than 1 
million tonnes. The prolonged degradation periods required by diverse industrial polymer 
waste streams are a matter of significant concern, with some taking up to 1000 years to 
fully degrade. Pursuing a similar environmental concern, the use of bakau piles as supports 
for lightweight structures in Sarawak, including drainage systems, roads, sewerage, and 
other water-related structures, has become a matter of concern due to the deforestation 
of mangrove forests. Both bakau deforestation and polymer waste issues are significant 
environmental and global concerns. The idea of mitigating mangrove degradation and the 
non-biodegradable nature of polymer waste has led to the conceptualization of an alternative 
solution whereby recyclable thermoplastic polymer piles are utilized to supplant bakau 
piles in providing support for lightweight structures during civil engineering construction 
projects. Therefore, the study of polymer piles is conducted to examine their mechanical 
properties in the form of virgin (V) and recycled (R) thermoplastic polymers. In this 

study, high-density polyethylene (HDPE), 
polypropylene (PP), and polyvinyl chloride 
(PVC) are considered, and the possibility of 
being utilized in pile application has been 
discussed. Based on the results, all virgin 
types of thermoplastic polymers (HDPE, 
PP, and PVC), 50%V:50%R for PP, PP(R), 
and PVC(R), respectively, exceed the bakau 
ultimate tensile strength. Thermoplastic 
polymer piles showed great potential to be 
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the substitution for bakau piles to serve in the construction industry, with the recorded 
experimental tensile and compressive strength tests.

Keywords: Compression, mechanical properties, polymer, construction pile, tensile

INTRODUCTION

The increasing volume of polymer waste produced by industries has been alarming, 
especially in polymer pollution. The available types of synthetic polymers in the market 
include polyvinyl chloride (PVC), polyethylene (PE), polycarbonate (PC), polyethylene 
terephthalate (PET), and polypropylene (PP). PVC is a polymer that consists of half 
chlorine by weight. PC and PET are the most commonly used thermoplastic polymers 
in the market and are known as polyester in the textile industry. PE and PP are part of 
the polyolefin family, but PE is slightly more rigid and heat-resistant. Their qualities 
and various characteristics make them appropriate for a wide range of uses in industries, 
including packaging, construction, home and sporting goods, cars, electronics, and 
agriculture. As a result of polymer materials’ applications, 13.2% of polymer waste is 
generated per year, amounting to 53 kg of polymer waste per person per year or 1.59 
million tons per year (Akenji et al., 2020). Municipal solid trash accounts for roughly 
two-thirds of total polymer trash, while the supply and industrial sectors account for the 
remaining third (Perugini et al., 2005). 

Polymer pollution is becoming a huge environmental issue due to the large amounts 
generated, which endangers the environment and its population (Awoyera & Adesina, 
2020). In addition, polymers need a long period to degrade, approximately 1000 years 
(Gerrard, 2020). The non-biodegradable nature of polymer waste generated over the 
years, compounded with the escalating amount of waste deposited in landfills worldwide, 
has become a pressing environmental issue. Polymer waste poses a significant threat to 
various facets of the environment, including oceanic health, human health, coastal regions, 
food safety and quality, as well as climate change. It brings a challenge to the polymer 
in construction to segregate, reuse and recycle polymer waste at the end of its life or 
alternatively combine it with natural fiber into a green polymer composite (Tan et al., 2017; 
Kuan et al., 2021). In line with this, biodegradable polymer is also introducing since the 
early 1980s due to the increasing volume of polymer waste, which is hard to recycle and 
has had a long life on the earth since its birth (Wang, 2022). However, due to their cost, 
biodegradable polymers are still unfavorable in the market. The recycling of polymer waste 
presents a viable solution to curb the mounting issue of polymer waste accumulation in 
landfills. In light of this, greater emphasis should be placed on recycling industrial polymer 
waste to mitigate the adverse environmental impact of polymer pollution caused by the 
accumulation of polymeric waste.
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Polymer recycling is becoming a way to reduce environmental problems caused by the 
polymeric waste accumulation generated from day-to-day applications. Polymer recycling is 
one approach to decreasing pollution and resource depletion issues generated by polymeric 
waste aggregation from utilization in various sectors of the economy. Recycling is the 
final result of the intermediate stages of collection, sorted by polymer type and processing 
(Hawkins, 2018). Because only clean, homogenous polymers can produce the highest 
quality recycled polymer products in the existing secondary process, material recycling, and 
high-value chemical products in the current tertiary process, feedstock recycling (Curlee & 
Das, 1991; Hawkins, 1987). As a result, recycling polymer has the possibilities; meanwhile, 
the recovery and simple treatment of polymers from mixed, contaminated wastes into at 
least down-cycling products seems to be possible (Möllnitz et al., 2021).

Various approaches exist for the recycling of polymers, including mechanical recycling, 
chemical recycling, and reuse. The reuse of post-consumer packaging, such as glass bottles 
and jars, was a common practice in which items like milk and drink bottles were returned 
to be cleaned and used again. However, in the context of plastic packaging, reuse is not 
extensively adopted, primarily due to the single-use nature of plastic products. As a result, 
plastic items are typically discarded after their initial use. Meanwhile, the transformation/
downgrading of waste plastic into a less demanding product via mechanical means such as 
screw extrusion, injection molding, blow molding, and compression molding, also known 
as mechanical recycling (Lamberti et al., 2020; Cui & Forssberg, 2003). As for chemical 
recycling, polymer waste is turned back into its oil/hydrocarbon component in the cases 
of polyolefin and monomers in the case of polyesters and polyamides, which can be used 
as raw materials for new polymer production and petrochemical industry, or directly into 
other useful materials (Lamberti et al., 2020; Sasse & Emig, 1998).

Bakau pile usage is one of the high-demand materials produced from the mangrove 
forest, pursuing a similar line of environmental concerns. According to JKR (2017), the 
bakau pile is generally designed as a friction pile in a light civil works structure where the 
load-bearing resistance is derived mainly from skin friction. In Sarawak, mangroves are 
harvested as bakau piles in light civil works, especially drainage, road, light water-related 
structures, and sewerage works. The construction industry’s high demand for materials for 
construction activities has resulted in the overharvesting of mangroves. Consequently, the 
overuse of mangrove trees resulted in the indiscriminate destruction of mangroves along 
the coastline, leading to coastal erosion and other environmental issues. In addition, the 
escalation or destruction of mangroves impacts food security, biodiversity, and the lives 
of some of the most marginalized coastal populations in developing countries, with over 
90% of the world’s mangrove species (UNEP, 2014). Therefore, further study on using 
thermoplastic polymers to produce engineered construction piles is needed as an alternative 
to bakau piles or maybe to replace them.  
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Until about 15–20 years ago, the conventional materials for piling were timber, steel, 
and reinforced concrete. With the introduction of polymer materials and then composite 
polymeric material, the traditional materials for piling have changed dramatically (Dutta 
& Vaidya, 2003). The deterioration of materials, concrete oxidation, steel corrosion, 
degradation, and marine borer attacks on bakau or timber products are significant obstacles 
in pile construction and can be neglected by replacing polymer materials, raising pile 
durability, and lowering environmental effects. Dutta and Vaidya (2003) mentioned that 
PVC is the most popular and first commercially produced polymer, and it has been used as 
a sheet pile in pile construction. Even the 10-year-old PVC sheet piles in Louisiana showed 
no signs of cracks, blemishes, or deterioration (Dutta & Vaidya, 2003). Besides, current 
products include fiber-reinforced polymers (FRP) piles (Sakr et al., 2005), FRP sheet piles 
(Boscato et al., 2011), concrete-filled polymer shells, recycled polymers reinforced with 
stiffer bar elements, and piles made entirely of recycled polymers (Robinson & Iskander, 
2008). Many tests in regard to polymers in soil stated that utilization of polymers brings 
benefits to construction piles, such as an increase of interface friction between soil and 
polymer surface (Vineetha & Ganesan, 2014) and reduced soil erosion (Yakupoglu et al., 
2019). The existing polymer pile application creates the possibility of replacing bakau 
pile materials with polymer, especially in light structures. Moreover, it prevents the 
overharvesting of mangroves due to the usage of traditional pile materials. The recyclable 
behaviour of polymers can also reduce the polymer waste embedded in landfills.

Increasing volumes of synthetic polymers are manufactured for various applications 
such as HDPE, PP, and PVC. In this study, mechanical recycling is adopted together 
with the usage of raw materials for comparison. Hence, three types of virgins, recycled 
polymers, which are HDPE, PP, and PVC, are used in the study. Despite being categorized 
as thermoplastics, each type possesses unique characteristics and applications, particularly 
their melting points and densities. The recycling of plastics refers to the processing of 
plastic waste into secondary raw material without significantly changing the chemical 
structure of the material. In order to obtain the most stable and sustainable combination 
while fulfilling its application in pile construction, the material characterization of the 
polymers and recycled polymers, which best emulate bakau piles, is carefully formulated 
in terms of the optimized mix proposed for this study.

MATERIAL AND METHODS

Material

This study used three types of virgin and recycled polymers, HDPE, PP, and PVC, for 
testing. These are all thermoplastics; however, they have varying characteristics and uses, 
especially their melting temperatures and densities. The hot compression method was used 
to fabricate samples for all the polymers.
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The hot press machine was used for laminating the virgin and recycled polymers at 
their respective melting temperatures and pressure to maintain the shape of the laminate 
and remove excess air bubbles due to the boiling of the polymer. It is to ensure a neat 
sample while avoiding the failure of fabrication of samples. The samples were fabricated 
according to ASTM D3039 for tensile testing and ASTM D695 for compression testing. 
The results were averaged over five sample measurements for each type of laminate. 

Table 1
Materials used for sample fabrication

Class Polymer Description Image

R
ecycled

HDPE Used 
Detergent 

Bottles

PP Used Food 
Containers

PVC Used PVC 
Pipes

V
irgin

HDPE HDPE 
Sheets

PP PP Sheets

PVC PVC Sheets

There are three types of polymers, 
including recycled (R), virgin (V), and 
mixed 50%R:50%V in combination for 
polymer fabrication. All the respective 
raw materials for recycled polymers 
were collected for cleaning purposes, 
while virgin polymers were purchased 
from local suppliers. Other than that, 
recycled polymers were cut and ground 
into smaller sizes to feed into the mold. 
Prior to the hot press process, the 
prepared polymers would be weighed 
beforehand to ensure the laminate was 
in the desired size according to ASTM 
testing standards. Finally, suppose the 
laminate is without visible physical 
defects such as air bubbles, cracking, 
or warping. In that case, the laminate 
is considered successfully fabricated, 
and continuation with ASTM tensile 
and compression testing would be 
performed, respectively. 

For the gathering of recycled 
polymers such as HDPE, PVC, and PP, 
recycled HDPE (RHDPE) was gathered 
from used detergent bottles, recycled 
PVC (RPVC) from used pipes, while 
recycled PP (RPP) was collected from 
used containers. All the polymers went 
through the hot-pressed method to form 
compression and tensile samples. Table 
1 summarizes the materials used for 
sample fabrication.
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Testing Procedure

Tensile testing and compression testing were conducted according to ASTM D3039 and 
ASTM D695 standards, respectively. 

Tensile Testing. Tensile testing was conducted with a crosshead displacement rate of 3 
mm/min. Based on the ASTM standards, the dimension of tensile samples is 3 mm in 
thickness, 25 mm in width, and 250 mm in length (Figure 1). This testing produced a stress-
strain diagram, which is then used to determine tensile modulus. Ambient temperature and 
humidity were maintained as constant as possible throughout this test.

Compression Test. A compression test was conducted following the ASTM D695 standards 
to determine the strength and modulus of the polymer material. Compressive properties 
describe the behaviour of a material subjected to a compressive load. The specimen was 
positioned parallel to the surface between the compressive plates. The specimen was then 
compressed with a uniform load. The maximum load was recorded using the computer 
system and the collected data. The sizing of the block specimen was 12.7 mm × 12.7 mm 
× 25.4 mm (Figure 2).

RESULTS AND DISCUSSION

Tensile Testing

A material subjected to stretching or tension requires significant tensile strength. Tensile 
properties, such as the tensile strength and tensile modulus of the thermoplastic polymers, 
were determined. Figure 3 illustrates the comparison of the tensile strength among polymers.

Figure 3 compares the tensile strength of virgin polymers and their recycled 
counterparts, where results show that all virgin-class polymers demonstrate greater 
tensile strength values. For the 50%R:50%V samples, it varies among the polymer types. 
However, it is evident that the values are not on par with the virgin samples. For HDPE, 

Figure 2. Compression test sample 3D modelFigure 1. Tensile test sample 3D model
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the 50%R:50%V samples have a slightly higher tensile strength at 21.05 MPa than the 
recycled samples at 18.31 MPa. For PP, the results indicate that the recycled samples 
possess higher tensile strength at 19.31 MPa, while the 50%R:50%V samples are only 
at 14.92 MPa. The weaker strength of recycled polypropylene could be attributed to the 
adverse impact of impurities or contaminants on its binding with the virgin counterpart. 
However, in comparison among polymers, PVC exhibits the highest tensile strength for its 
virgin and recycled samples. Generally, it is observed that virgin polymers display superior 
tensile strength properties in comparison to their recycled counterparts. This observation 
may be attributed to the fact that recycled polymers have undergone prior processing 
and have been subjected to post-consumer utilization. It can cause the recycled polymer 
to deteriorate in its mechanical characteristics, leading to diminished performance as it 
may have gone through various resultant effects, such as long exposure to heat, sunlight, 
chemical exposure, or overextended consumer usage. 

Figure 3. Comparison of the tensile strength among polymers

Bakau

Tensile Modulus

Due to the differences in strains among the samples and classes, it is only possible to 
compare the average values when comparing the tensile modulus. It differs among samples 
due to several factors, including but not limited to surrounding temperature, minute human 
errors, and sample defects. Hence, from Figure 4, the highest tensile modulus, which is 
1336.88 MPa, is exhibited by the virgin PVC. In comparison among the polymers, the 
tensile modulus of HDPE is significantly lower among PP and PVC, regardless of class, 
where its virgin sample only achieved 208.66 MPa. Virgin PP can be seen to have a lower 
tensile modulus in comparison with its recycled and 50%R:50%V counterparts, which 
indicates virgin PP is less stiff. The increased stiffness of recycled PP that makes it more 
suitable for consumer usage may be attributed to small amounts of additives or stabilizers. 

18.52
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At the same time, 50%R:50%V PP exhibits higher tensile modulus in comparison to its 
virgin and recycled counterparts. It might be due to the possibility of either the virgin or 
recycled PP acting as filler material instead, similar to reinforced materials, increasing 
the tensile modulus. On the other hand, virgin PVC that does not have additives tends to 
perform better than recycled PVC in tensile modulus. This discrepancy can be attributed 
to the additives present in recycled PVC, which are often intended to improve its elastic 
properties and water absorption. Such modifications are particularly relevant in applications 
such as piping within housing projects.

Bakau

690.42

Figure 4. Comparison of the tensile modulus among polymers

Compression Testing

Compression properties such as the compression strength and compression modulus of 
the thermoplastic polymers were determined. Table 3 presents the compression strength 
of different classifications of thermoplastic polymer. Meanwhile, Figure 5 illustrates the 
comparison of the compression strength among polymers.

In Figure 5, the recycled samples for HDPE and PP show slightly higher compressive 
strengths in comparison to the virgin samples. The underlying cause of enhanced 
compressive characteristics in recycled PP and HDPE can be additives or stabilizers. 
It stands in contrast to virgin PVC, where superior performance is observed. However, 
regardless of the class of polymers, PVC samples demonstrated overall better compressive 
strength performance. It is solely due to the chemical bonding of PVC, which involves the 
repeating monomer Vinyl Chloride (C2H3Cl), which makes the density of PVC greater than 
both PP and HDPE. HDPE has a repeating monomer of Ethylene (C2H4), while PP has a 
repeating monomer of Propene (C3H6).
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Due to the variability of strains among the samples and classes, the only way to 
compare compressive modulus is to compare average values. Figure 6 shows that virgin 
polymers excel in compressive modulus, which indicates that virgin polymers are much 
stiffer in compression compared to their counterparts. In addition, virgin PP has a greater 
compressive modulus of 728.16 MPa than virgin PVC, which is 637.82 MPa. Regardless 
of class, HDPE still performs lower in comparison to other tested polymers. The reason 
is that virgin polymers were not exposed to consumer-used environments, which is likely 
to maintain their polymer characteristics. 

Figure 5. Comparison of the compressive strength among polymers
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Figure 6. Comparison of the compressive modulus among polymers
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Tensile Stress-strain Analysis

Figure 7 demonstrates that virgin HDPE can withstand higher stress at a given strain 
compared to its counterparts. The curve displays a distinct sudden dip at 0.25 strain for 
the 50%R:50%V HDPE due to internal cracking, nucleating, or premature delamination 
during testing. It may be found that the incomplete ability of recycled and virgin HDPE 
is probably due to the effects of colorants, residual chemicals, and abs and orbed fluids. 
However, for all classes of HDPE, even after 0.4 strain, the sample does not fail completely, 
which then proves the durability of HDPE.

From Figure 8, the low strain exhibited by virgin PP suggests its brittleness relative 
to other thermoplastic polymers. Tensile failure can be clearly seen in Figure 8 across 

Figure 7. Tensile stress-strain curves for classes of 
HDPE
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the different classes of PP. The steepness 
of the curve for virgin PP suggests its 
stiffness compared to other classes of PP, 
particularly when compared to virgin PVC. 
The early failure of the 50%R:50%V PP 
sample suggests a possible incompatibility 
issue between the recycled and virgin PP 
materials. The incompatibility may be 
due to causes, and not limited to, prior 
manufacturing processes, water absorbed, 
minor defects and minute additives.

In Figure 9, virgin PVC is stiffer and 
can withstand greater strains than recycled 
PVC. A dip can also be observed in the 
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curve of virgin PVC, indicating potential internal delamination, nucleation, or premature 
internal failure during testing. For 50%R:50%V PVC, the fabrication of samples could 
not be completed. 

Meanwhile, as illustrated in Figure 10, the virgin PVC and recycled PVC did not 
seem to merge well. Several factors could possibly cause it, primarily the difference 
in melting temperatures of the two mentioned PVCs. Recycled PVC required a higher 
melting temperature with plasticizers and additives, resulting in an elevated melting point 
compared to virgin PVC. This incompatibility can be overcome only with heavy-duty 
chemical and mechanical manufacturing (You et al., 2022), which is highly strenuous. 
Instead, propositions of the addition of synthetic or natural reinforcing materials would 
increase the mechanical properties of polymers. Luck et al. (2022) stated that the use of 
seawater sea sand concrete (SWSSC) filled fiber reinforced polymer (FRP) tubes offers 
several benefits, including the prevention of resource shortages and corrosion resistance. 
Compressive strength and ductility improvements were also evident (Bazli et al., 2021). 
Furthermore, the utilization of fibers plays an important role in enhancing the mechanical 
properties of polymers. Jahan et al. (2012) experimented on glass and jute FRP and found 
that LDPE reinforced with either jute or glass fibers possess greater mechanical properties 
in comparison to standalone LDPE. Synthetic fibers offer high strength in a composite 
material, but their recyclability is challenging (Kamarudin et al., 2022). Hence, the 
utilization of SWSSC, natural and synthetic fibers, or hybrid fibers in reinforcing polymers 
can benefit future construction works.

From Figure 11, the stress-strain curves of the tested recycled, virgin, and 50%R:50%V 
samples for HDPE, PP, and PVC are compared. The 50%R:50%V PVC samples are not 
included because the fabrication of the samples was not successful, as seen in Figure 10.

Figure 10. Failed 50%R:50%V PVC samples

Sample 1 Sample 2
5 cm 5 cm



830 Pertanika J. Sci. & Technol. 32 (2): 819 - 838 (2024)

Hoo Tien Nicholas Kuan, Yee Yong Lee, Sim Nee Ting, Chee Khoon Ng and Mohd Khairul Afiq

Compressive Stress-strain Analysis

In Figure 12, HDPE experiences close values of compressive yield stress across the classes, 
as seen above. The dip observed in the curve for 50%R:50%V HDPE is likely due to the 
incompatibility between the recycled and virgin HDPE, potentially caused by the presence 
of colorants, residual chemicals, absorbed fluids, or similar factors. The failure of virgin 
HDPE samples is attributed to premature cracking or slipping caused by compressive 
stresses. The imperfect samples may also contribute to the slipping before densification, 
likely caused by the compression of the samples in a tilted manner. Rough observation can 
hypothesize that the stiffness of HDPE across classes is rather similar under compressive 
stresses.

From Figure 13, it can be observed that the maximum compressive stress for PP is 
similar among the different classes. A dip in the curve is observed for virgin PP, which 
may be attributed to its brittleness compared to other polymers, resulting in cracking. It is 
probably due to minor defects or small bubbles appearing in the samples. Another possibility 
is that the virgin PP does not have additives or stabilizers to aid its mechanical properties. 
It is also observed that all samples undergo densification. The curve for 50%R:50%V PP 
shows good performance, suggesting that the recycled and virgin PP blend well and have 
good lamination.

50%R:50%V PVC could not be fabricated due to the inability to achieve lamination 
without chemical treatment or mechanical manufacturing, as seen in Figure 10. Nonetheless, 
a comparison between recycled and virgin PVC was carried out. As shown in Figure 14, 
virgin PVC has a steeper curve, indicating greater stiffness compared to recycled PVC. 
The straight decrease of compressive stress observed in recycled PVC suggests failure 

Figure 11. Comparison of tensile stress-strain curves

Strain (mm/mm)
0                     0.05                   0.1                   0.15                   0.2                   0.25                   0.3

60

50

40

30

20

10

0

Te
ns

ile
 s

tr
es

s 
(M

Pa
)

(R)HDPE
(V)PP

(R)PP
(V)PVC

(R)PVC
50%R:50%V HDPE

(V)HDPE
50%R:50%V PP



831Pertanika J. Sci. & Technol. 32 (2): 819 - 838 (2024)

Mechanical Properties of the Polymer in Pile Application

during testing, likely due to the brittleness 
of PVC under compressive stress, resulting 
in the delamination of samples.

Figure 15 compares the stress-strain 
curves of the tested recycled, virgin, and 
50%R:50%V samples for HDPE, PP, and 
PVC. The 50%R:50%V PVC samples are 
not included because the fabrication of 
the samples was not successful, as seen in 
Figure 10. The exponential behaviour in 
the fracture region may be due to the large 
deformation by buckling. 

Figure 12. Compressive stress-strain curves for 
classes of HDPE

Figure 13. Compressive stress-strain curves for 
classes of PP

Figure 14. Compressive stress-strain curves for 
classes of PVC

Figure 15. Comparison of compressive stress-strain curves
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Application of Plastic Pile

Elastic Behaviour Under Serviceability Limits State Design. When designing for a 
serviceability limit state, it is important to consider that permanent deformation should 
be avoided as it can cause occupants to feel insecure in the building. The different plastic 
materials investigated in this study had tensile elastic modulus values ranging from 151.86 
to 1336.88 MPa and compressive elastic modulus values ranging from 182.48 to 728.16 
MPa. Since the focus of the application is on the pile, a higher compressive elastic modulus 
is preferred. All the materials mostly exhibited tensile elastic strain ranging from 0.02 to 
0.05, with a compressive elastic strain of 0.1. 

The initial intention was to utilize plastic materials to create piles as a substitute 
for bakau piles in the construction industry. Table 2 summarizes the properties obtained 
from tensile stress-strain curves. From Table 2, the polymer with an elastic modulus 
that approaches bakau wood is PP (R), PVC (R), PVC (V), and 50% R:50%R PP, which 
exceeded the elastic modulus of bakau in the elastic region. Table 3 summarizes the 
properties obtained from compressive stress-strain curves. Table 3 shows that none of the 

Table 2
Properties obtained from tensile stress-strain curves 

Materials Young’s Modulus, E (MPa) Ultimate stress, MPa Ultimate strain, 𝝐𝝐  
HDPE (R) 151.86 18.31 > 0.3
HDPE (V) 208.66 21.81 > 0.3
PP (R) 822.78 19.31 0.02
PP (V) 456.10 27.43 0.08
PVC (R) 656.55 32.83 0.16
PVC (V) 1336.88 57.85 0.25
50%R:50%V HDPE 187.90 21.05 > 0.3
50%R:50%V PP 980.89 14.92 0.02
Bakau wood (Yunus, 2018) 690.42 18.52 -

Table 3
Properties obtained from compressive stress-strain curves 

Materials Young’s Modulus, E (MPa) Ultimate stress (MPa) Ultimate strain
HDPE (R) 210.65 22.60 > 0.80
HDPE (V) 240.36 21.11 0.21
PP (R) 303.31 55.31 > 0.80
PP (V) 728.16 54.50 > 0.80
PVC (R) 478.85 55.91 0.30
PVC (V) 637.82 65.07 > 0.70
50%R:50%V HDPE 182.48 21.62 > 0.80
50%R:50%V PP 544.07 54.43 > 0.80
Bakau wood (Yunus, 2018) 964.60 (parallel)

591.23 (perpendicular)
23.76 (parallel)

14.71 (perpendicular)
-
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specimens exceeded the bakau’s compressive elastic modulus parallel to the wood grain. 
However, PP (V) and PVC (V) exceeded their compressive elastic modulus perpendicular 
to the direction of the wood grain. 

Plastic Behaviour During Ultimate Limit State Design 

The investigation of tensile and compression modulus at ultimate stress is crucial in pile 
design to avoid premature failure, such as the development of eccentric moments, which 
could reduce the pile capacity. Thus, it is important to examine these properties. All samples 
met the tensile ductility requirement except for PP, which set the benchmark at 0.10 strain.

All virgin types of polymer (HDPE, PP and PVC), 50%V:50%R PP, PP(R), and 
PVC (R) exceed the bakau’s ultimate tensile strength. In terms of compression stress-
strain behaviour in the ultimate limit state, all specimens exceeded ultimate strength 
(perpendicular to wood grain), and PP(V), PP(R), PVC(V), PVC (R) and 50% R: 50% V PP 
were higher than bakau’s ultimate stress with parallel wood grain. Regardless of the wood 
grain arrangement, plastic piles could be substituted for bakau piles in the construction 
industry, with the recorded experimental tensile and compression strength tests. As 
mangrove ecosystems are declining at an alarming rate (Goldberg et al., 2020), the urge to 
recycle polymers into construction piles is needed to promote the sustainability of bakau. 
This further coincides with the Sustainable Development Goals (SDG) 12, responsible 
consumption and production (United Nations, 2022). 

The Load Capacity of the Plastic Pile 

The compressive strength data was used to compute the total cross-section area based on the 
load capacity of the pile. Thus, the optimum cross-section area can be identified. The pile is 
assumed to be a polymer pile that replaces the timber pile, which has an average diameter of 
75 mm due to the range of available timber. The unsupported length (L) is assumed to be 3 
m below the ground surface in soft soils. Utilizing Euler’s equation, the critical axial loads 
and critical stress for respective polymers can be obtained, as shown in Table 4.

In Figure 16, it can be observed that all of the virgin polymer classes exhibit a high 
critical axial load, with PP having the highest at 673.38 kN. It suggests that PP is well-suited 
for use under axial loads. In general, the performance of the virgin samples is superior to 
that of the recycled and 50%R:50%V classes.

Figure 17 compares the critical stress for all polymers. Regardless of class, it is clear that 
PP will outperform HDPE and PVC. In the case of a polymer pile, virgin PP has a critical 
stress of 2976.66 MPa, virgin HDPE has 982.56 MPa, and virgin PVC has 2607.38 MPa.

Furthermore, the study also investigated the pile dimension and cross-sectional area 
across different types of polymer with respect to the buckling load capacity of a 3-meter 
length, where the effective length is taken as 3.3 m. The rule of thumb we use here is a 
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Table 4
Critical axial load and critical stress of polymers

Polymer Compressive Modulus 
(MPa)

Critical Axial Load 
(kN)

Critical Stress 
(MPa)

Recycled (R) HDPE 210.65 861.12 194.80
PP 303.31 1239.91 280.49

PVC 478.85 1957.51 442.82
Virgin (V) HDPE 240.36 982.56 222.27

PP 728.16 2976.66 673.38
PVC 637.82 2607.38 589.84

50%R:50%V HDPE 182.48 745.98 168.75
PP 544.07 2224.11 503.13

PVC NA NA NA

Figure 16. Critical axial load comparisons among classes of polymers

Figure 17. Critical stress comparisons among classes of polymers
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capacity of 1 metric ton per pile, simulating bakau pile capacity, with a typical safety 
factor of 1.3. Two polymers are being considered here: PP (V) and PVC (V), which have 
the highest compressive elastic modulus. Figure 18 shows that the section efficiency is 
the same across different types of polymers regardless of polymer type. The pile’s cross-
sectional area decreases as the pile dimension increases. The feasible dimension for both 
circular and square hollow sections is 250 mm, as the larger dimension does not indicate 
a significant reduction in cross-sectional area. The H-section’s feasible dimension is 200 
mm to ensure sufficient thickness to avoid local buckling, although a larger dimension can 
yield a smaller cross-sectional area.

Figure 18. Cross-sectional area vs pile dimension: (a) PP(V); and (b) PVC (V)
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CONCLUSION

The mechanical properties of virgin and recycled polymers, namely HDPE, PVC, and PP, 
were investigated, and the possibility of being applied in pile application was discussed 
and summarized as follows. The elastic moduli that approach bakau wood are PP (R), 
PVC(R), PVC (V), and 50% R:50%R PP, which exceeded the elastic modulus of bakau 
in the elastic region. None of the specimens exceeded the compressive elastic modulus of 
bakau parallel to the wood grain, while PP (V) and PVC (V) exceeded their compressive 
elastic modulus perpendicular to the wood grain direction. Besides that, all virgin types of 
plastic (HDPE, PP and PVC), 50%V:50%R PP, PP(R), and PVC (R) exceeded the bakau’s 
ultimate tensile strength. In terms of compression stress-strain behaviour in the ultimate 
limit state, all specimens exceeded ultimate strength (perpendicular to wood grain), and 
PP(V), PP(R), PVC(V), PVC (R) and 50% R: 50% V PP were higher than bakau’s ultimate 
stress with parallel wood grain. Calculated critical stress subjected to polymer pile also 
showed that virgin PP exhibited a critical stress of 2976.66 MPa, while virgin HDPE had 
982.56 MPa, and virgin PVC had 2607.38 MPa. The results of experimental tensile and 
compression strength tests indicate that polymer material has the potential to serve as a 
viable alternative to bakau piles in the construction industry, particularly in light structures. 
The buckling load analysis also shows that polymer piles can be shaped in circular hollow, 
square hollow, and H sections of 200 to 250 mm to carry a similar load in bakau piles. 
Polymer piles could replace traditional bakau piles, thereby addressing issues related to 
polymer wastes and mangrove deforestation while maintaining, if not enhancing, the 
structural integrity of lightweight structures in construction.
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ABSTRACT

This research investigates the thermal decomposition behaviour of Malaysian peat soil 
through thermogravimetric analysis at varying heating rates. The study aims to analyse 
the thermal kinetics of decomposition for distinct peat soil types under inert and oxidative 
atmospheres while considering the role of available oxygen. The investigation encompasses 
virgin and agricultural peat, employing a non-isothermal thermogravimetric analysis 
technique to evaluate thermal decomposition characteristics and compute kinetic parameters 
using the Coats Redfern model-free approach. The pyrolysis profiles reveal three primary 
stages: moisture evaporation (30–180°C), organic component decomposition (200–500°C), 
and mineral decomposition (600–800°C). Virgin peat experiences a 43% mass loss during 
pyrolysis, while agricultural peat shows a 46% mass loss, emphasising insights into thermal 
behaviour and consistent decomposition patterns across peat types. Combustion profiles 
exhibit three main stages: dehydration (30–180°C), oxidative pyrolysis transforming organic 
matter into volatiles and char (200–300°C), and subsequent char oxidation (300–500°C). The 

study determines average activation energy 
trends, measuring 14.87 kJ/mol for virgin peat 
and 5.37 kJ/mol for agricultural peat under an 
inert atmosphere, and 28.89 kJ/mol for virgin 
peat and 36.66 kJ/mol for agricultural peat 
under an oxidative atmosphere. The research 
introduces an innovative two-step reaction 
model elucidating peat thermal decomposition 
kinetics (excluding dehydration), including a 



840 Pertanika J. Sci. & Technol. 32 (2): 839 - 858 (2024)

Dayang Nur Sakinah Musa, Hamidah Jamil, Mohd Zahirasri Mohd Tohir, Syafiie Syam and Ridwan Yahaya

discussion on the impact of oxygen availability on kinetic parameters. These findings essential 
peat fire smouldering modelling, contributing to peat combustion behaviour for effective 
strategies to reduce peat fire risks.

Keywords: Coats Redfern, combustion, peat, pyrolysis, thermal decomposition, thermogravimetric analysis 

INTRODUCTION

Peat is an important component representing a carbon-rich organic soil that contains at 
least 12% organic carbon (Rezanezhad et al., 2016), accompanied by a mineral content 
ranging from 20% to 35% (Turetsky et al., 2015). A brownish-black colour peat is formed 
through the partial decomposition of organic matter accumulated over thousands of years 
within oxygen-deprived, water-logged conditions derived from plant material (Lourenco 
et al., 2022). Precisely, peat is defined as soil containing no less than 65% organic matter 
and reaching a thickness of at least 50 cm (Adon et al., 2012; Lourenco et al., 2022). 

Malaysian peatlands cover an area of about 2.6 Mha (Melling, 2015). Sarawak, one of 
two Malaysian states on the island of Borneo, possesses the largest extent of peat, over 1.6 
Mha. They represent about 70% of all Malaysian peatlands (Melling, 2015) Emphasising 
tropical peat is of great significance due to its millennia-long peat accumulation, 
encompassing around 15%–19% of the total peat carbon and playing a role in 90% of 
carbon emissions from combustion (Azmi et al., 2021; Dommain et al., 2011; Sundari et 
al., 2012). However, the high carbon content in peat makes it easy to ignite (Rein, 2013), 
with the presence of oxygen and ignition sources (Melling, 2015). Especially when it is 
below its critical ignition point, the fire on the peat is called smouldering fire, which is a 
flameless and slow combustion process (Rein, 2013).

Peat is classified as a subsurface fuel beneath the ground’s surface (Rein, 2013). During 
dry seasons, the peat’s surface rapidly dries out, rendering it susceptible to easy ignition 
(Huang & Rein, 2014). Among the elements forming the fire triangle, fuels, oxygen, and 
ignition heat are the final elements needed for peat to catch fire. This heat can originate from 
various sources, including human activities, whether intentional or accidental, that act as 
potential ignition points (Fawzi et al., 2021). Examples include discarding lit cigarettes or 
neglecting to properly extinguish smouldering wood. Furthermore, external natural factors 
such as extremely hot weather, wind dispersion, or other influences can also contribute to 
ignition, leading to smouldering peat fires (Hu et al., 2018; Rein, 2013).  

Smouldering combustion is the slow, low-temperature, flameless burning of porous fuels 
and is the most persistent type of combustion phenomenon (Rein, 2013). Upon ignition, 
smouldering peat fires possess the potential to persist for hours initially and then continue 
to smoulder over extended periods, spanning months to even years (Goldstein et al., 2020; 
Rein, 2013). Within controlled laboratory conditions, the persistence of smouldering peat 
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fires can extend over several weeks (Qin et al., 2022). This observation emphasises the 
need for further research on their thermal behaviour in this domain.  The global impact of 
smouldering fires leads to forest degradation and localised haze occurrences with associated 
mortalities (Mezbahuddin et al., 2023; Othman et al., 2014). The main concern surrounding 
these events is their potential to desiccate the environment, disrupt natural ecosystems, and 
release harmful carbon emissions, ultimately contributing to haze formation. This particular 
setting provided the reasoning behind our research endeavour.

Smouldering occurs in the presence of ample oxygen; nonetheless, as the fire goes 
downward, the availability of oxygen is limited, and it may eventually disappear (Rein, 2013; 
Zhao et al., 2014). Consequently, at elevated temperatures and in the absence of oxygen, peat 
pyrolysis predominates the reaction. The smouldering peat fire emerges due to limited oxygen 
intake, resulting from the peat’s organic materials undergoing pyrolysis (Kosyakov et al., 
2020). Oxygen affects the peat’s thermal decomposition process and subsequent smouldering 
combustion (Zhao et al., 2014). Various experimental studies have explored smouldering 
peat combustion under differing oxygen concentrations. For example, previous studies have 
examined the influence of different oxygen concentrations on the thermal decomposition of 
peat and the kinetics of thermal decomposition for peat samples within the atmosphere of 
Nitrogen and air, which are two of the most common atmospheres during the smouldering 
of peat fires (Chen et L., 2011; Zhao et al., 2014). These atmospheric conditions represent 
two common scenarios during peat smouldering. Another study examined three distinct peat 
types: two high-moor peat types collected in Edinburgh (Scotland) and Tomsk (Siberia), 
along with a transitional peat from Tomsk. Significantly different degradation patterns have 
been identified for the various peat forms of peat through a kinetic approach to estimate the 
sample temperature at high heating rates (Cancellieri et al., 2012).

This paper studies peat soil decomposition from two different locations in Malaysia 
using thermogravimetric analysis under oxidative and inert atmospheres. Peat properties 
influence its chemical reaction, including combustion and pyrolysis. Moisture content 
is one of the main factors contributing to the smouldering peat fire when the moisture 
decreases on the peat surface caused by evapotranspiration (Taufik et al., 2022; Prat et al., 
2015). The peat soil types are characterised by their carbon content, and data for carbon 
and moisture are in Table 1. Model-free methods of Coats Redfern is used to calculate the 
activation energy of peat decomposition, and the two-step reaction model is applied. The 
role of oxygen on kinetic parameters is extensively discussed in this paper.

Table 1 
Peat sample’s carbon and moisture content

Type of Peat Carbon content (wt%) Moisture content (wt%)
Virgin Peat 80.48 70.97
Agricultural Peat 68.27 76.66
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METHODOLOGY

The area for the sample collection has been identified around Selangor, Malaysia. The 
first sample, a virgin peat sample, was taken from Hutan Simpan Raja Musa, Selangor. 
The second agricultural peat sample was taken from a plantation site in Banting, Selangor.

Peat soil is distinctively characterised by its high carbon content, a primary marker of 
its identity. According to Ekono (1981), for soil to qualify as peat, it should possess a carbon 
content above 55% by weight percentage. Any value below this benchmark may indicate 
that the sample is not purely peat or could have been adulterated with other soil types. In 
the provided sample, the carbon content stands prominently at 80.48%, well above the 
standard value, affirming its status as peat soil. Other sample constituents include oxygen 
at 11.20%, aluminium at 2.69%, and silicon at 5.63%, with carbon being the predominant 
element, as expected for peat soils.

The sample was required to be weighed before (W1), and after (W2), the sample was 
dried in the oven to measure the moisture content. The weight of the sample before it dried 
contains the original moisture content of the sample (MC= ((W1-W2)/W2)X100%). Post-
drying, the peat sample’s weight indicated the absence of moisture. The sample was dried 
in the oven at 105°C for 24 hours, allowing water to evaporate and leaving only the dry 
content of the peat. The sample’s moisture content was recorded, and the dried samples 
were sent to the Laboratory for thermalgravimetric analysis (TGA).

The tests were conducted under two conditions, air atmosphere and nitrogen 
atmosphere, for both virgin peat and agricultural peat samples. The heating rate was set 
to be 5, 10 and 20°C min-1 and the temperature range from 30°C to 1000°C for virgin 
peat samples. Two runs were performed with the same experimental conditions, and the 
experiment’s reproducibility was verified. The same conditions were applied for agricultural 
peat but with a heating rate of 10°C min-1.

The Coats-Redfern method is applied to calculate the pet decomposition activation 
energy (Ae), and the two-step reaction model is applied (Ali et al., 2021). Every kinetic 
model obeys the same Arrhenius equation (Yan et al., 2019) and conversion rate equation 
as in Equations 1 and 2:

𝐾𝐾(𝑇𝑇) = 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 (− 𝐸𝐸
𝑅𝑅𝑇𝑇

)    (1) 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝐴𝐴𝐴𝐴−𝐸𝐸/𝑅𝑅𝑇𝑇(1 − 𝑑𝑑)𝑛𝑛  

  (1)𝐾𝐾(𝑇𝑇) = 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 (− 𝐸𝐸
𝑅𝑅𝑇𝑇

)    (1) 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝐴𝐴𝐴𝐴−𝐸𝐸/𝑅𝑅𝑇𝑇(1 − 𝑑𝑑)𝑛𝑛    (2)

where T= absolute temperature; R is the universal gas constant; A is the frequency or pre-
exponential factor; E is the activation energy of the reaction; n is the order of reaction; 
and t is the time.  
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RESULTS AND DISCUSSION

In a thermogravimetric analyser, the most valuable signal arising from a reaction is the curve 
derivative, DTG. This study employed DTG to pinpoint inflexion points on the TG curve, 
serving as a reference for calculating weight changes in each peat sample (Cancellieri et al., 
2012). The activation energy (Ea) represents the energy required for a reaction, indicating 
a component’s reactivity level.  

For this study, Ea and pre-exponential values were determined through the Coats Redfern 
method and the Microsoft Excel Solver. From TGA results, three regions were identified 
on each thermograph. These regions were defined by the approximate starting and ending 
points of the DTG curve, which visualises the thermal breakdown of the organic matter and 
the volatiles in the samples. The first region on the DTG curve, associated with the moisture 
and low boiling point of the organic matter in the sample, will not be further elaborated.

Pyrolysis for Virgin Peat

Peat organic material falls under the biomass category (Kosyakov et al., 2020), allowing 
the application of the three-component reaction scheme to model organic material pyrolysis 
kinetics (Chen et al., 2011). In this study, peat pyrolysis unfolds in three main mass loss 
stages of mass loss: moisture evaporation (Stage 1), organic component decomposition 
(Stage 2), and mineral decomposition (Stage 3). Illustrated in Figure 1 are the experimental 
TG and derivative thermogravimetry (DTG) plots for virgin peat pyrolysis under Nitrogen 
at heating rates of 5, 10 and 20°C min-1.  

Examining the DTG plot at a heating rate of 5°C min-1 provides details about the thermal 
decomposition. Stage 2 occurred within the temperature range of about 250–500°C, which 
signifies the important phase of organic material transformation. As the temperature rises 
from 200°C, the decomposition rate of organic materials increases and reaches the first 
peak temperature at 378°C. Following this, the rate decreases slightly before reaching the 
secondary peak temperature at 400°C. After 500°C, the sample’s mass decreases gradually, 
making the culmination of the organic materials decomposition process, accounting for 
43% mass loss during this phase. 

In the absence of oxygen, the organic material does not combust; instead, it decomposes 
into combustible gases and char, encompassing chemical compounds like cellulose, 
hemicellulose,  and lignin (Rein et al., 2008). During this stage, the organic components 
of the peat undergo a transition into ash and charred fragments, and the resulting volatile 
substances are carried away by the flowing gas (Chen et al., 2011; Khoroshavin et al., 
2012). At this stage, the impact of ash in the biomass char becomes significant in the context 
of the gasification procedure (Jayaraman & Gökalp, 2015).  This observation highlights 
the complexity of peat decomposition but also the role of oxygen in dictating the organic 
material outcome.
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The third stage of mass loss under the heating rate of 5°C min-1 begins at 600°C and 
becomes more obvious between 660°C and 800°C. Such a high temperature facilitates the 
decomposition of peat materials, leading to a reduction in char production (Chen et al., 
2011; Khelkhal et al., 2021). In Figure 1(b), the DTG curve illustrates a mass loss peak at 
about 780°C for a 5°C min-1 heating rate. This finding aligns with the decomposition traits 
of certain minerals, such as calcium carbonate (Chen et al., 2011).  The manifestation of 
this stage results in a total mass loss of 21%, providing a quantitave representation of the 
relationship between temperature and the decomposition process of the virgin peat. The 
calculated kinetic parameters for all heating rates of virgin peat in an inert atmosphere are 
tabulated in Table 2. The data offers comprehensive findings of the observed reaction and 
lays the groundwork for future studies into the kinetic complexities that influence peat’s 
decomposition behaviour.
It was summarised that the pyrolysis kinetics of virgin peat were classified into moisture 
evaporation (Stage 1), organic component decomposition (Stage 2), and mineral 

Figure 1. (a) TG and (b) DTG plots for virgin peat pyrolysis in Nitrogen at 5, 10 and 20°C min-1

Table 2
Kinetic parameters pyrolysis of virgin peat under different heating rates

Heating Rate (°C min-1) 5 10 20
Ea2 (kJ mol-1) 4.405 10.09 52.46
Ea3 (kJ mol-1) 21.88 19.66 10.52
Average Ea (kJ mol-1) 13.14 14.87 31.49
A2 (s-1) -0.00030 -0.05058 215.1
A3 (s-1) 0.03550 0.09343 -0.01841
n 2 2 2

Note. Subs 2 and 3 indicate the parameters at Stages 2 and 3, respectively
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decomposition (Stage 3). Stage 2 at 250–500°C results in 43% mass involving organic 
material decomposing into combustible gases and char. The subsequent ash and chare are 
carried away by flowing gas in the third stage at 600–800°C, leading to significant peat 
material decomposing, reducing char production and resulting in a 21% mass loss. The data 
will offer insights into the behaviour of virgin peat under elevated temperature conditions, 
particularly in the context of smouldering peat fires.

Pyrolysis of Agricultural Peat. Figure 2 shows the experimental thermogravimetry 
(TG) and derivative thermogravimetry (DTG) plots depicting agricultural peat pyrolysis 
under a nitrogen atmosphere with a heating rate of 10°C min-1. Similar to virgin peat, 
agricultural peat also undergoes three primary mass loss stages for pyrolysis: moisture 
evaporation (Stage 1), organic component decomposition (Stage 2) and mineral 
decomposition (Stage 3). 

DTG curve analysis reveals that Stage 2 transpires within a temperature range of about 
270–530°C. As temperature rises from 200°C, the decomposition rate of organic materials 
increases, reaching its first peak temperature at 323°C. Subsequently, the rate experiences 
a minor decline, followed by a secondary peak temperature at 415°C. As the temperature 
exceeds 450°C, the gradual decrease in the sample’s mass signifies the completion of the 
decomposition process for organic materials, resulting in an overall mass loss of 46% 
during this phase. 

Moving to the third stage of mass loss, it initiates at 800°C and reaches its peak 
temperature at 915°C, leading to a total mass loss of 20%. These findings emphasise 
the complex condition of agricultural peat decomposition under diverse temperature 
conditions. The presence of certain mineral constituents within the peat could contribute 

Figure 2. TG and DTG plots for agricultural peat pyrolysis in Nitrogen at a heating rate of 10°C min-1
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to the decomposition behaviours. Table 3 
presents the calculated kinetic parameters for 
agricultural peat under an inert atmosphere 
with a heating rate of 10°C min-1, explaining 
the distinct thermal behaviour of the virgin 
peat under specified conditions.  

The findings elucidate that agricultural 
peat shares resemblances with virgin peat, 
manifesting three distinct stages of mass 
loss throughout the pyrolysis process. 
Stage 2, unveiled through the DTG curve 
analysis, is notable within the temperature 

Table 3 
Kinetic parameters pyrolysis of virgin peat under 
different heating rates

Heating Rate (°C min-1) 10
Ea2 (kJ mol-1) 5.74
Ea3 (kJ mol-1) 5.00
Average Ea (kJ mol-1) 5.37
A2 (s-1) -0.15318
A3 (s-1) -0.00958
n 2

Note. Subs 2 and 3 indicate the parameters at Stages 
2 and 3, respectively

span of 270–530°C. This stage showcases escalated decomposition rates as the temperature 
increases, leading to a substantial percentage mass loss of 46%. The third stage, which 
unfolds at higher temperatures, specifically starting at 800°C and reaching its peak at 915°C, 
brings about a significant 20% mass loss. These observations highlight the intricate thermal 
behaviour of agricultural peat during pyrolysis, contributing to a more comprehensive 
understanding of its decomposition characteristics.

Comparison Pyrolysis of Virgin Peat and Agricultural Peat. Figure 3 displays the 
DTG plots of virgin and agricultural peat under an inert atmosphere at a heating rate 
of 10°C min-1. The graph shows that virgin peat exhibits a higher decomposition rate 
than agricultural peat within the same temperature range (200–500°C). This discrepancy 
is attributed to the higher carbon content in virgin peat. Consequently, the organic 
decomposition transpires more swiftly in virgin peat compared to agricultural peat, even 
when subjected to the same heating rate.

The study on the activation energy values for virgin and agricultural peat offers 
valuable insights into their respective thermal behaviours. Activation energy represents the 
minimum energy required to initiate a chemical reaction (Hänninen, 2017). The contrast 
between the average activation energy value was 14.87 kJ mol-1 for virgin peat and 5.37 
kJ mol-1 for agricultural peat, underscoring a significant distinction in both peat types of 
reactivity. Particularly, the lower activation energy of agricultural peat suggests that the 
initiation of its pyrolysis might transpire at comparatively lower temperatures, indicative of 
a propensity for earlier decomposition. As evidenced by the results, the peak temperature 
in Stage 2 was 405°C for virgin peat and 323°C for agricultural peat. Generally, this peak 
temperature can be seen as the ignition temperature, which can be reached even with a 
relatively weak heat source. In light of this, it becomes evident that virgin peat could 
potentially present a heightened risk compared to agricultural peat due to its lower ignition 
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threshold. A comparison of kinetics can be found detailed in Table 4 for comprehensive 
reference and analysis.

The discussion focused on virgin and agricultural peat under an inert atmosphere. Upon 
observing the graph, it becomes apparent that virgin peat displays a higher decomposition 
rate than agricultural peat in the temperature range of 200°C to 500°C, indicative of its 
elevated carbon content, which poses a significant risk of environmental pollution. These 
findings imply faster organic decomposition in virgin peat, displaying an average activation 
energy of 14.87 kJ mol-1 than agricultural peat’s 5.37 kJ mol-1. Agricultural peat’s lower 
activation energy suggests possible pyrolysis at lower temperatures, making it more 
susceptible to ignition. The ignition points occur in Stage 2, at 405°C for virgin peat and 
323°C for agricultural peat.

Combustion of Virgin Peat

Figure 4 depicts the TG and DTG plots for illustrating peat decomposition within the 
atmosphere of the air. These tests were conducted using 5, 10 and 20°C min-1 heating 
rates. The first region on the DTG curve indicates the process of dehydration and water 
elimination. This first stage, which occurs from room temperature to approximately 180°C, 
is linked to the dehydration of samples and requires no further elaboration. The second 

Figure 3. DTG curve of Virgin and Agricultural Peat under an inert atmosphere at 10°C min-1 heating rate

Table 4 
Kinetic parameters of virgin peat and agricultural peat under an inert atmosphere under 10°C min-1

Parameters Ea (kJ mol-1) A (s-1) R2

Virgin Peat 14.87 -0.05058 0.9313
Agricultural Peat 5.37 -0.09128 0.9692
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region (Stage 2) is linked to the oxidation and removal of volatile matter within the samples. 
Following this, the third region (Stage 3) corresponds to the oxidation of residual char after 
the volatiles were removed from the samples (Varol et al., 2010). 

At a heating rate of 5°C min-1, Stage 2 occurred between 200–300°C, becoming notably 
obvious at 270°C. As the temperature rises from 200°C, the decomposition rate of organic 
materials increases, culminating in a prominent peak temperature at 272°C (Figure 4b). 
It signifies the decomposition of peat’s organic components into volatiles, semi-volatiles, 
and char residues. The combustible components of the generated volatiles can then be 
oxidised by the influx of air, accompanied by substantial heat release (Kosyakov et al., 2020; 
Chen et al., 2011). In the second stage, the hemicellulose, cellulose, and lignin within the 
samples underwent decomposition. Subsequently, the third stage involved the combustion 
of structures possessing greater complexity and thermal stability, as well as char oxidation 
(Jayaraman et al., 2017b). As the temperature surpassed 300°C, a gradual decline in the 
virgin peat sample’s mass was discerned, effectively encapsulating the culmination of the 
decomposition processes concerning organic and volatile constituents.  A total mass loss 
of 44% resulted at this stage, bearing testimony to the extensive transformation during the 
combustion process.  Biomass reactivity is linked to its light volatile content, while energy 
release is influenced by fixed carbon combustion (Jayaraman et al., 2017a).

Stage 3 is estimated to begin within the 340-400°C temperature range at a heating rate 
5°C min-1. At this stage, the peak occurs at 350°C, with a corresponding peak on the DTG 
graph. Here, the total mass loss reaches 27%. Beyond 600°C, the variations in the sample’s 
mass alteration become imperceptible. According to Kosyakov et al. (2020), this pyrolysis 
range of 200–600°C resembles actual peat fire conditions. However, Chen et al. (2011) 

Figure 4. TG and DTG curves of virgin peat under an oxidative atmosphere at heating rates of 5, 10 and 
20°C min-1
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suggest that the phase of mineral decomposition is less discernible in an air environment. 
Table 5 presents the calculated kinetic parameters for all heating rates of virgin peat under 
an oxidative atmosphere. Additionally, the quality of the fitted lines was evaluated based 
on the R2 value assessment.

The findings regarding peat decomposition in an air atmosphere under heating rates 
of 5, 10, and 20°C min-1 were summarised. The first stage signifies dehydration and water 
elimination up to 180°C. In the second stage, at a heating rate of 5°C min-1, oxidation and 
removal of volatile matter occur at 270°C, indicating the decomposition of peat’s organic 
components. The third stage corresponds to char oxidation following volatile removal, 
commencing around 340–400°C, resulting in a 27% mass loss. This condition mirrors actual 
peat fire conditions, and these findings contribute to the understanding of peat combustion 
for the virgin peat, which is related to the forest reserve area.

Table 5 
Kinetic parameters of virgin peat under different heating rates

Heating Rate (°C min-1) 5 10 20
Ea2 (kJ mol-1) 34.64 11.92 16.57
Ea3 (kJ mol-1) 64.74 45.87 62.11
Average Ea (kJ mol-1) 49.69 28.89 39.34
A2 (s-1) 4.708 0.06555 0.2631
A3 (s-1) 1416 25.62 1118
n 2 2 2

Note. Subs 2 and 3 indicate the parameters at Stages 2 and 3, respectively

Combustion of Agricultural Peat. Figure 5 displays the thermogravimetry (TG) and 
derivative thermogravimetry (DTG) plots depicting the decomposition of agricultural peat 
within an oxygen environment, using heating rates of 10°C min-1. Similar to virgin peat, the 
decomposition of agricultural peat under oxygen exhibits three primary mass loss stages.  
The first stage occurs from room temperature up to about 150°C, which was attributed to 
the dehydration process of the peat samples.

Upon reviewing the DTG curve, Stage 2 occurred in the temperature range of 
approximately 270–350°C. As the temperature surpasses 200°C, the decomposition rate of 
organic materials escalates, culminating in a peak temperature of 326°C. Beyond 330°C, 
the sample’s mass decreases, indicating the completion of the decomposition process for 
organic and volatiles. The total mass loss recorded at this stage is 30%. 

The onset of the third stage of mass loss is estimated at 360°C, reaching its peak 
temperature at 398°C. Beyond 400°C, the sample’s mass experiences a notable decline and 
achieves another minor peak at 430°C. The second appears to correspond to a maximum 
decomposition of hemicellulose. At this stage, less stable compounds created in the first 
stage, along with the cellulose and lignin, decompose due to heat, forming more complex 
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substances that need less heat to form 
(Khelkhal et al., 2022). The overall mass 
loss at this stage totals 44%. The kinetic 
parameters calculated for agricultural 
peat within an oxidative atmosphere are 
presented in Table 6.

T h e  a n a l y s i s  o f  a g r i c u l t u r a l 
peat combustion is summarised in its 
decomposition at a rate of 10°C min-1. It 
is important to highlight the presentation 
of kinetic parameters that illustrate the 

Table 6 
Kinetic parameters combustion of agricultural peat 
at 10°C min-1

Heating Rate (°C min-1) 10
Ea2 (kJ mol-1) 8.75
Ea3 (kJ mol-1) 64.58
Average Ea (kJ mol-1) 36.66
A2 (s-1) -0.02706
A3 (s-1) 709.96
n 2

Note. Subs 2 and 3 indicate the parameters at Stages 
2 and 3, respectively

Figure 5. TG and DTG curves of agricultural peat under an oxidative atmosphere at heating rates of 10°C min-1

oxidative behaviour of agricultural peat. Similar to virgin peat, three stages occur in the 
mass loss process. The first stage involves peat sample dehydration at around 150°C. Stage 
2 reveals an increase in organic decomposition, resulting in a 30% mass loss at a peak 
temperature of 326°C. Stage 3 demonstrates further mass loss corresponding to significant 
hemicellulose decomposition, accompanied by the decomposition of less stable compounds 
under heat, forming complex substances that require less heat. This finding underscores 
the importance of efficient thermal utilisation for agricultural peat samples, particularly 
as the mass loss in the third stage reaches 44%.

Comparison Combustion of Virgin Peat and Agricultural Peat. Figure 6 illustrates the 
derivative thermogravimetry (DTG) of virgin and agricultural peat subjected to a heating 
rate of 10°C min-1 within an oxidative atmosphere. Based on the graph, agricultural peat 
displays a higher decomposition rate within the temperature range of 350–420°C. Notably, 
the DTG curve diverges between the Nitrogen and oxidative atmosphere due to the absence 

M
as

s 
lo

ss
 (%

)

Temperature (oC)
  0                      200                    400                    600                    800                   1000

TG
DTG

-1.20

-1.00

-0.80

-0.60

-0.40

-0.20

0.00

0.20

D
TG

 (1
/S

)

× 10-3

40

35

30

25

20

15

10

5

0



851Pertanika J. Sci. & Technol. 32 (2): 839 - 858 (2024)

Thermal Decomposition and Combustion of Malaysian Peat Soil

of oxidation reactions in Nitrogen. Moreover, virgin peat’s decomposition rate was lower 
than agricultural peat’s under oxidative conditions. 

By exploring the activation energy values, a differential pattern emerges between 
the two types of peat samples. The average activation energy value for virgin peat was 
28.89 kJ mol-1, while agricultural peat records a value of 36.66 kJ mol-1. Higher activation 
energy values for agricultural peat suggest that agricultural peat requires more energy in 
comparison to virgin peat to undergo the same process. The activation energy of virgin 
peat indicated that it was easier for the peat to reach oxygen (Palamba et al., 2018). In 
simpler terms, virgin peat exhibits a higher flammability contrasted with agricultural peat. 
This contrast can be attributed to the higher carbon content in virgin peat. Comprehensive 
kinetic comparisons of the virgin peat and agricultural peat under an oxidative atmosphere 
are detailed in Table 7.

The combustion characteristics of virgin and agricultural peat, observed under a 10°C 
min-1 heating rate within an oxidative atmosphere, have been summarised to provide insights 
into peat fire behaviour. The importance of carbon content in combustion behaviour is 
also evident, as it indicates that virgin peat is more flammable than agricultural peat due 
to its reaction with oxygen. The higher activation energy observed in agricultural peat 

Figure 6. DTG curve of virgin and agricultural peat under an oxidative atmosphere at 10°C min-1 heating rate

Table 7 
Kinetic parameters of virgin peat and agricultural peat under an oxidative atmosphere at 10°C min-1

Parameters Ea (kJ mol-1) A (s-1) R2

Virgin Peat 28.89 4.708 0.9405
Agricultural Peat 36.66 -0.02706 0.9444

Temperature (oC)

-1.20

-1.00

-0.80

-0.60

-0.40

-0.20

0.00

0.20

× 10-3

 200           300           400            500           600           700            800           900          1000

Virgin 
Agriculture

D
TG

 (1
/S

)



852 Pertanika J. Sci. & Technol. 32 (2): 839 - 858 (2024)

Dayang Nur Sakinah Musa, Hamidah Jamil, Mohd Zahirasri Mohd Tohir, Syafiie Syam and Ridwan Yahaya

suggests that it requires more energy compared to virgin peat for the same process. Virgin 
peat exhibits a slower decomposition rate than agricultural peat, with average activation 
energy values of 28.89 kJ mol-1 for virgin peat and 36.66 kJ mol-1 for agricultural peat. 
These findings imply that the higher flammability of virgin peat leads to increased carbon 
release during peat fire events compared to agricultural peat.

Comparison of Pyrolysis and Combustion of Peat

As stated earlier, peat can break down in environments within inert or oxidative 
atmospheres, like in-ground fires. The presence of oxygen influences this decomposition 
process. Thus, this study compares the TG and DTG curves of peat decomposition in air 
and nitrogen atmospheres to see how oxygen plays a role in influencing the decomposition 
process. This study has redrawn the TG-DTG curves for nitrogen and air atmospheres of 
virgin peat under a heating rate of 10°C min-1 to clarify the comparison. These can be found 
in Figures 1 and 4 and were redrawn in Figure 7.

Up to the temperature mark around 200°C, the two TG curves in Figure 7 closely match, 
indicating similar mass loss rates for peat decomposition in air and Nitrogen environments. 
This similarity arises because the initial mass loss is due to moisture evaporation, where the 
influence of oxygen is minimal. Therefore, the mass loss was mainly based on the heating 
rate rather than the moisture content of the sample (Jayaraman et al., 2020).

Within the temperature range of approximately 200–500°C, the mass loss rate is 
higher in the presence of air, and the starting temperature is lower compared to Nitrogen. 
It suggests that the reactions occurring in an oxidative atmosphere are more active within 
this temperature range. During this phase, a crucial decomposition process commences as 

Figure 7.  TG-DTG curve of virgin peat Nitrogen and air atmosphere at 10°C min-1 heating rate

120

100

80

60

40

20

0

M
as

s 
lo

ss
 (%

)

Temperature (oC)
  0                    200                   400                   600                   800                 1000

TG air
TG nitrogen
DTG air
DTG nitrogen

-4.00

-3.50

-3.00

-2.50

-2.00

-1.50

-1.00

-0.50

0.00

0.50

× 10-4



853Pertanika J. Sci. & Technol. 32 (2): 839 - 858 (2024)

Thermal Decomposition and Combustion of Malaysian Peat Soil

hemicellulose and cellulose decompose (Chen et al., 2011). In particular, oxygen availability 
leads to the combustion of volatile gases, thus intensifying the volatilisation rate.

Additionally, after reaching 600°C, nitrogen still allows the decomposition process to 
process, involving the decomposition of minerals in peat. However, this high-temperature 
effect is not noticeable in an oxidative atmosphere. At such high temperatures, oxygen does 
not significantly impact peat decomposition (Chen et al., 2011). Nevertheless, the presence 
of oxygen does result in the peak pyrolysis phase to lower temperatures and an earlier 
onset of the decomposition stage (Jayaraman & Gökalp, 2015). This complex interaction of 
temperature, oxygen, and decomposition processes is clarified through these observations.

Hence, the impact of oxygen on peat decomposition is examined in both inert and 
oxidative atmospheres, with specific relevance for environments such as in-ground 
fires. The study notes that mass loss rates primarily due to moisture evaporation, where 
oxygen’s influence is minimal, occur around 200°C. Mass loss is subsequently expedited 
in the presence of air, with a slightly lower starting temperature within the 200–500°C 
range, indicating heightened reaction activity in an oxidative atmosphere. Beyond 600°C, 
nitrogen continues to support decomposition, including mineral breakdown, while oxidative 
atmospheres lack notable high-temperature effects. However, the presence of oxygen shifts 
peak pyrolysis to lower temperatures and advances the onset of decomposition. These 
findings emphasise the complex role of oxygen in peat decomposition, especially in the 
context of peat fire behaviour.

Heating Rate Effect. The thermal degradation patterns of virgin peat were examined at 
different heating rates of 5, 10 and 20°C min-1 under both inert and oxidative atmospheres. 
Figures 1(b) and 4(b) showcase these profiles. Specifically, as the heating rate increased, 
the temperature range for thermal decomposition moved to a higher temperature zone. For 
example, the peak temperature for peat pyrolysis (Stage 2) was observed at 378°C, 405°C, 
and 415°C under heating rates of 5, 10 and 20°C min-1, respectively. One reason for the 
change in the DTG curve could be the poor heat conduction ability of peat, causing a lag 
in temperature distribution across its cross-section during heating.

Mishra and Mohanty (2018) have put forth an interesting proposition regarding the 
influence of heating rates on the temperature distribution within biomass particles. Their 
study suggests that at a lower heating rate, the temperature profile along the cross-section 
of biomass is assumed to be linear, as both the outer surface and the inner core of biomass 
gradually attain the same temperature over time. Recent studies have shown that lower 
heating rates enhance heat transfer within the particle surface (Mishra & Mohanty, 2018). 
Its heightened heat transfer efficiency at lower heating rates leads to more homogeneous 
temperatures within the peat samples, thus having implications for the kinetics and thermal 
behaviours during the pyrolysis or combustion process.
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On the contrary, Gogoi et al. (2018) argue that a higher heating rate generally leads to 
less char formation during biomass pyrolysis. Moreover, the increased heating rate impacts 
the activation energy values of biomass decomposition reactions under an inert atmosphere 
(Gogoi et al., 2018). Besides, the completion of combustion was closely linked to the 
heating rate (Dong et al., 2023). Based on the result from Table 2 reveals that the average 
activation energy of virgin peat under an inert atmosphere was 13.14 kJ mol-1, 14.87 kJ 
mol-1 and 31.49 kJ mol-1 for heating rates of 5, 10 and 20°C min-1, respectively. Mishra 
and Mohanty (2018) propose that higher heating rates lead to a peak decomposition rate 
due to an increase in thermal energy. It will cause the ignition and combustion index to 
increase when the heating rate increases (Jayaraman et al., 2020)

In summary, this study examined the thermal degradation pattern of virgin peat under 
varying heating rates (5, 10 and 20°C min-1) in both inert and oxidative atmospheres. The 
altered DTG curve shape may arise from the poor heat conduction of virgin peat, resulting 
in temperature distribution delays during heating. The study also revealed the average 
activation energies for virgin peat under inert atmospheres, where higher heating rates 
induce peak decomposition rates due to increased thermal energy, impacting ignition and 
combustion indices. This research offers valuable insights into the complex relationship 
between heating rates, thermal behaviour, and peat combustion characteristics, contributing 
to a deeper understanding of peat fire behaviour under various conditions.

CONCLUSION

In conclusion, this study delves into the thermal degradation of two distinct varieties of 
Malaysian peat soils and their associated kinetic parameters under varied experimental 
conditions, encompassing peat type, heating rates, and surrounding atmospheric 
composition. The samples analysed include virgin peat from a forest reserve and agricultural 
peat from a cultivated area, exhibiting different carbon contents due to potential elemental 
mixtures in agricultural peat. The research uncovers that the pyrolysis patterns of both 
peat types are similar, yet virgin peat displays a higher decomposition rate at Stage 2 
due to its elevated carbon content. This higher carbon content leads to a greater heating 
value (Jayaraman et al., 2017b) and significantly influences the organic component 
decomposition process.  Notably, virgin peat experiences a 43% mass loss during pyrolysis, 
while agricultural peat demonstrates a 46% mass loss, highlighting insights into thermal 
behaviour and consistent decomposition patterns across peat types.

Furthermore, the investigation unveils altered DTG curve shapes and activation energy 
trends, with 14.87 kJ mol-1 for virgin peat and 5.37 kJ mol-1 for agricultural peat under an inert 
atmosphere, and 28.89 kJ mol-1 for virgin peat and 36.66 kJ mol-1 for agricultural peat under 
an oxidative atmosphere. It deepens our understanding of the intricate relationships between 
heating rates, thermal behaviours, and peat combustion characteristics. By contrasting 
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the decomposition behaviours of virgin and agricultural peat under inert atmospheres, 
the differential influence of carbon content on their combustion characteristics becomes 
evident. Oxygen’s presence significantly affects thermal decomposition and smouldering 
combustion, particularly pertinent to the deep soil layers with limited oxygen availability. 
The study underscores the higher flammability of virgin peat due to its elevated carbon 
content, impacting ignition points and decomposition rates, which in turn emphasises the 
need for tailored management strategies based on peat type to mitigate fire risks.

The significance of this research lies in Malaysia’s vast peatland extent, approximately 
2.5 million hectares, constituting 7.5% of the total land area and frequently encountering 
smouldering peat fire events. Despite existing research on peat soil thermal and kinetic 
decomposition, there remains a dearth of Malaysian peat soil studies. This study contributes 
to understanding and potentially simulating smouldering peat fires in Malaysia and holds 
relevance for global peatland management. The insights from investigating peat pyrolysis 
kinetics offer a comprehensive understanding of its behaviour under diverse conditions. The 
delineation of distinct mass loss stages, including moisture evaporation, organic component 
decomposition, and mineral breakdown, offers foundational knowledge. Moreover, the 
research highlights the paramount influence of heating rates on decomposition, influencing 
ignition, combustion, and flammability dynamics. By elucidating oxygen’s role in peat 
decomposition, particularly in the context of ground fires, this research updates the potential 
research on management strategies to mitigate the environmental risks associated with 
peat fires.
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ABSTRACT

Rechargeable Lithium-ion batteries have been widely utilized in diverse mobility 
applications, including electric vehicles (EVs), due to their high energy density and 
prolonged lifespan. However, the performance characteristics of those batteries, in terms 
of stability, efficiency, and life cycle, greatly affect the overall performance of the EV. 
Therefore, a battery management system (BMS) is required to manage, monitor and enhance 
the performance of the EV battery pack. For that purpose, a variety of Artificial Intelligence 
(AI) techniques have been proposed in the literature to enhance BMS capabilities, such as 
monitoring, battery state estimation, fault detection and cell balancing. This paper explores 
the state-of-the-art research in AI techniques applied to EV BMS. Despite the growing 
interest in AI-driven BMS, there are notable gaps in the existing literature. Our primary 
output is a comprehensive classification and analysis of these AI techniques based on their 
objectives, applications, and performance metrics. This analysis addresses these gaps and 
provides valuable insights for selecting the most suitable AI technique to develop a reliable 
BMS for EVs with efficient energy management.

Keywords: Artificial intelligence, battery management 
system, electric vehicle, lithium-ion battery, State of 
Charge

INTRODUCTION

The phenomenon of global warming 
has evoked the concern of scholars 
and governments as well. Therefore, 
environmental protection has become a 
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priority of most countries worldwide. Especially when the climate is affected by air 
pollutants such as carbon dioxide released from fuel burning by various vehicles. In this 
context, EVs have emerged as clean energy-based alternatives with numerous advantages 
compared to traditional vehicles. They exhibit simplicity that leads to cost-effective 
maintenance, lower charging costs compared to fuel expenses, and the absence of noise 
and harmful emissions.

Nevertheless, EVs encounter several challenges, such as the limited driving range per 
full charge, the relatively long charging time, the cost of degraded battery replacement, and 
the heavy weight of the battery packs (Sanguesa et al., 2021). Consequently, the current 
industry trend is towards developing EVs to overcome the gas pollution of traditional cars 
(Jose et al., 2022). Hence, extra attention has been paid to rechargeable batteries, especially 
Lithium-ion ones, which are used in EVs as an environmentally friendly alternative.

In this regard, EV batteries have been extensively discussed in numerous studies in 
the literature from different aspects, such as the battery charge balance and battery aging 
(Laadjal & Cardoso, 2021). Therefore, researchers have made noticeable efforts to improve 
the performance of the Battery Management System (BMS) for efficient utilization of the 
EV battery pack. 

The journey of the BMS from a unit of merely monitoring tasks to a multi-functional 
integrated unit was illustrated in Shen and Gao (2019). The study’s authors discussed 
different battery models, such as thermal, electrical, and multi-physics modeling, besides 
the developments in BMS functions introduced by different manufacturers in this field. The 
research in these fields is still ongoing, including studies on heating methods for optimal 
battery pack heating in cold environments (Talele et al., 2023).

However, the increasing attention and recent advancements in the realm of Artificial 
Intelligence (AI) and machine learning (ML) have significantly influenced research and 
development efforts in developing novel techniques for estimating the states of EV batteries 
(Vidal et al., 2020). Hence, benefiting from the development in digitalization and the 
availability of reliable data sources, AI technology has been employed to solve complex 
computational problems that used to be challenging (Nagarale & Patil, 2020). However, 
some other non-AI techniques may be used to reduce the online calculations, especially 
when simple equations are adopted, yet it may lead to less, but acceptable, accuracy 
(Othman et al., 2022).

On the other hand, cloud-based predictive BMS was also introduced for the estimation 
of various battery states, including State of Charge (SOC) and State of Health (SOH) (Tran, 
Panchal, Khang et al., 2022). By taking advantage of the Internet of Things (IoT) and 
cloud computing, a digital twin BMS has been introduced in some studies to enhance the 
computation power, reliability, and storage capability (Li et al., 2020; Wang et al., 2022). 
The digital twin BMS is a virtual copy of the physical one but is located in the cloud. The 
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networked architecture of digital twin BMS improves its ability to perform various tasks 
such as fault detection, optimization and estimation of battery states. Furthermore, digital 
twin technology can play a crucial role in smart EVs, including autonomous navigation 
control, vehicle health monitoring and self-driving assistance (Bhatti et al., 2021). Hence, 
the utilization of online services for data training, fast computation, and model updating 
helps overcome the drawbacks of the traditional BMS.

In this study, the utilization of AI techniques in BMS of EV is reviewed. In particular, 
the study focused on the related publications in the past five years. The study provided some 
perspectives on the potential applications of AI techniques in the field of BMS. The study 
also illustrates the classification, benefits, and drawbacks of AI methods used for BMS. 

OVERVIEW OF BMS

The past decades have witnessed an increased demand for batteries as reliable energy 
storage for various applications, such as laptops, cell phones, and EVs. Compared to other 
types of rechargeable batteries, lithium-ion batteries have exhibited better performance, 
especially in terms of battery life, which has made them the favorite for EV manufacturers. 
Furthermore, it is considered a clean source of energy due to its non-toxic components and 
high level of safety (Liu et al., 2019).

However, the chemical nature of the battery, along with frequent charging and 
discharging, leads to battery aging and temperature issues that need to be handled. 
Therefore, a BMS should be utilized for monitoring, controlling and enhancing battery 
performance to prolong its lifespan (Gabbar et al., 2021). An overview of BMS will be 
illustrated, including its main functions, as well as a brief description of the main state 
indicators frequently mentioned in the literature. Furthermore, as part of this overview, 
we present Table 1, which offers a concise summary of typical technical specifications of 
battery cells as obtained from the reviewed papers. Table 1 serves as a reference point to 
illustrate the key characteristics of battery cells in the context of BMS functionality.

Table 1
Key technical specifications of battery cells in BMS applications
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Liu et al., 2020 Lithium-Nickel-Manganese-
Cobalt-Oxide
(LiNiMnCoO2)

2 Ah 3.6 V 2.5/ 4.2 V 20 A -20°– 60°

Tran, Panchal, 
Chauhan et al., 
2022

Lithium-Iron- Manganese- 
Phosphate
(LiFeMnPO4)

25 Ah 3.2 V 2.2/ 3.65 V 75 A -20°– 65°



862 Pertanika J. Sci. & Technol. 32 (2): 859 - 881 (2024)

Marwan Atef Badran and Siti Fauziah Toha

BMS Functions

Different types of BMS may have various functions according to their complexity and 
functionality. However, BMS functions typically include monitoring, protection and 
optimization of battery performance (Andrea, 2010). For example, BMS can monitor 
different measurements of the battery cells, such as voltage, current and temperature. Those 
measurements are essential for another vital BMS function, which is the estimation of 
battery states, such as SOC, SOH and State of Power (SOP). Such information can be used 
to perform cell balancing tasks to protect the battery cells, maximize their performance, 
and control the system temperature.

Moreover, BMS needs to establish good communication with the battery pack and 
other related devices, as seen in Figure 1, which illustrates the general functions of BMS. 
However, the architecture of BMS may include other tasks based on its complexity. 

Cell Balancing

The battery pack of an EV is composed of several connected cells of similar characteristics. 
Nevertheless, different cells may have different behavior in terms of impedance, self-
discharge, and temperature, which leads to an unbalanced charging situation. Hence, to 
handle this situation, BMS can use onboard or external components to control the charging 
flow so that cell balancing is achieved. Therefore, cell balancing is a vital function of 
MBS that helps to extend the battery life by controlling the charging process (Duraisamy 
& Kaliyaperumal, 2021).
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Liu et al., 2018 Lithium-Iron- Phosphate
(LiFePO4)

3.8 Ah 3.3 V 2.5/3.8 V 3.8 A -20°– 60°

Kaur et al., 2021 Lithium Nickel Cobalt 
Manganese Oxide
(LiNiCoMnO2)

3 Ah 3.7 V 2.7/4.2 V 3 Ah -20°– 65°

Li et al., 2020 Lithium-Nickel-Cobalt-
Aluminum-Oxide
(Li-NCA)

3.4 Ah 3.6 V 2.65/4.2 V 8 Ah -10°– 60°

Meng et al., 2019 Lithium-Nickel-Manganese-
Cobalt
(Li-NMC)

63 Ah 3.7 V 3/ 4.15 V 63 Ah -20°– 60°

Baveja et al., 2023 Lithium-Iron-Phosphate
(LiFePO4)

1.1 Ah 3.2 V 2/ 3.65 V 1.1 Ah -20°– 60°

Table 1 (continue)
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Cell balancing includes active and passive balancing, while the latter is more popular 
due to its low cost and simplicity. Theoretically, passive cell balancing can be achieved by 
a simple resistor or a power transistor, which dissipates the balancing energy as heat. On 
the other hand, energy is not wasted in active cell balancing; instead, it is transferred to the 
other cells within the battery pack (Andrea, 2010). However, the design of the cell balancing 
module can take a more complicated form, where it can provide thermal predictions for 
optimal battery thermal management systems (Baveja et al., 2023).

Generally, both passive and active cell balancing schemes have advantages and 
drawbacks, yet both techniques lead to a remarkable enhancement in battery performance 
(Omariba et al., 2019). However, optimal cell balancing can be achieved by adopting 
intelligent techniques, such as machine learning. This approach leads to extra advantages 
such as achieving higher SOC, reducing cell degradation, improving battery safety, and 
extending lifespan (Andrea, 2010). Furthermore, AI techniques can also be employed in 
other BMS functions to enhance performance.

Battery States

Batteries have attracted the concern of developers and researchers due to their features as a 
clean source of energy that can be recharged and requires minimal maintenance. However, 
batteries are degradable products that wear out over time as a result of aging and repeated 
charging and discharging, which affect their efficiency and performance. Therefore, the 
battery state should always be monitored to ensure its safety and efficiency and to keep the EV 
under control. However, the battery states cannot be measured directly; instead, they can be 
estimated by utilizing other acquired measurements such as current, voltage and temperature.

Figure 1. General functions of BMS (Zhang & Fan, 2020)
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With regard to BMS, there are several battery states to be considered, such as SOC, 
SOH and state of life. Such states have been widely utilized to avoid battery overcharging 
and over-discharging and, consequently, to prolong the battery life (Park et al., 2020). 
The following is a brief discussion of the most important battery state indicators, namely, 
SOC, SOH and SOP.

State of Charge (SOC). Like the fuel gauge in traditional vehicles, SOC is the battery 
state gauge of the remaining amount of energy inside a battery, which can be used to obtain 
other states of the battery, such as the state of safety and the state of function (Sanguesa et 
al., 2021). SOC indicator is mathematically defined as the ratio of battery charge level to 
its rated capacity and can be expressed as Equation 1 (Murnane & Ghazel, 2017):

𝑆𝑆𝑆𝑆𝑆𝑆 =
𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟
𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟

× 100%     [1]

where, 𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 is the amount of capacity that can be discharged when the battery is fully 
depleted, while 𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 is the measurement of charge and discharge currents with respect to 
the nominal capacity of the battery.

It can be noticed that many approaches for the enhancement of SOC prediction have 
been proposed by several studies related to BMS in the literature. However, it is noteworthy 
that apart from SOC prediction, the value of SOC can be improved during the driving 
process using different technologies, such as the Regenerative Braking System (RBS) 
(Ghazali et al., 2020).

State of Health (SOH). For a fully charged new battery, the maximum releasable capacity 
is almost the same as its rated capacity. However, as the battery degrades over time, its 
maximum capacity declines. This concept can serve as an indicator of the overall health 
of the battery; hence, the SOH indicator is defined as the ratio of maximum battery charge 
level to its rated capacity and can be expressed as Equation 2 (Murnane & Ghazel, 2017):

𝑆𝑆𝑆𝑆𝑆𝑆 =
𝑆𝑆𝑚𝑚𝑟𝑟𝑚𝑚
𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟

× 100%     [2]

where, 𝑆𝑆𝑚𝑚𝑟𝑟𝑚𝑚 is the maximum capacity that can be discharged from a fully charged battery.
It should be noted that the value of 𝑆𝑆𝑚𝑚𝑟𝑟𝑚𝑚 naturally decreases over time due to several 

factors, such as ambient temperature, cycle aging, and charging rate. Monitoring these 
factors is crucial for enhancing the SOH and prolonging battery life.

State of Power (SOP). For safety purposes, it is important to know how much power can 
be delivered by the battery at a specific time. That purpose can be achieved by the SOP 
indicator, which is defined as the ratio of battery peak power to its rated power and can be 
expressed as Equation 3 (Rahimifard et al., 2021):
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𝑆𝑆𝑆𝑆𝑆𝑆 =
𝑆𝑆𝑚𝑚𝑟𝑟𝑚𝑚
𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟

× 100%     [3]

where, 𝑆𝑆𝑚𝑚𝑟𝑟𝑚𝑚 is the maximum power that can be continually delivered by the battery over a 
given duration, while 𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 is the rated power as specified by the manufacturer.

The main advantage of SOP is that it helps to bind the charge or discharge power 
within certain limits; thus, the lifespan of the battery can be prolonged. However, SOP is 
highly dependent on the SOC in addition to other factors such as battery capacity, voltage, 
chemistry, and initial features.

AI TECHNIQUES APPLIED IN BMS

AI has significantly influenced the advancement of EV technology in the past decade. 
Therefore, several AI techniques, such as Deep Learning (DL), have been applied in the 
technology of EVs for different purposes, including the control of self-driving vehicles 
and charging system optimization, as illustrated in Figure 2.

An analytical study by Lee (2020) demonstrates the effect of AI on EV technology 
based on patent data over more than three decades. The study concluded that AI has been 

Figure 2. AI techniques in BMS applications (Ardeshiri et al., 2020)
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employed to increase the driving range of EVs, enhance the automation of EVs, and 
encourage clean energy by adopting battery-based EVs. Furthermore, the study found that 
fuzzy and Neural Networks (NN) have been the most used AI algorithms in EV technology, 
which have influenced the charging time, the battery state prediction, and the optimization 
of the energy management system.

Recent research efforts on battery management technology have paid extra attention to 
AI algorithms aiming for smarter and more effective BMS. Therefore, various types of AI 
techniques have been proposed in the literature to enhance the efficiency and functionality 
of the BMS. 

Neural Networks

Neural Network (NN) is a biologically inspired algorithm that has been used for solving 
a variety of problems. In general, NN is composed of three layers: the input layer that 
accepts the initial data, a hidden layer that includes the computations, and the output 
layer that produces the result. However, the NN may contain one hidden layer or more, 
as illustrated in Figure 3. 

Figure 3. Neural network architecture (Karahoca, 
2012)

Table 2
Key attributes of Neural Networks applied in BMS

Study Inputs Hidden Layers Output
Liang et al., 2018 Current and Temperature 9 Discharge Priority
Bonfitto, 2020 Current, Voltage and Temperature 2 SOC
How et al., 2020 Current, Voltage and Temperature 4 SOC
Zhao et al., 2020 Current, Voltage and Temperature 6 SOC
Purohit et al., 2021 Current and Time 1 SOC/ SOE/ PL
Chandran et al., 2021 Time, Current and Voltage 1 SOC
Duraisamy and 
Kaliyaperumal, 2021

Current, Voltage and Temperature 1 Resistor Switch
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Further insights into the diversity of 
neural network architectures can be obtained 
from Table 2, which summarizes key 
attributes of neural networks as observed 
in some relevant studies from our reviewed 
papers. These studies provide valuable 
examples of different configurations, 
including variations in inputs, hidden layers, 
and outputs. 

In battery management, NN exhibited 
an accurate SOC estimation. Therefore, 
different NN methods were utilized in the 
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literature for SOC estimation under two main categories: Feed-Forward Neural Network 
(FFNN) and DL methods. The first has the advantage of a simple structure, while the latter 
has the ability to handle time-series data. Thus, a hybrid method of FFNN and DL may 
have the advantages of both methods. However, battery aging, temperature, and operating 
conditions should be considered to enhance the accuracy of SOC estimation when NN is 
applied (Cui et al., 2022).

In recent research, various types of Neural Networks have been utilized to improve 
the performance of BMS. The following is a brief demonstration of the researchers’ efforts 
in that field.

Feed-Forward Neural Network. FFNN algorithm is the conventional type of NNs, 
which consists of three layers with several neurons in each one. This algorithm has been 
used to solve a wide range of problems using different optimization techniques. However, 
the efficiency of FFNN is affected by the quality of the trained data in terms of accuracy, 
precision, and flexibility. Therefore, prior data cleaning should be applied to the trained 
data to improve its quality (Hemeida et al., 2020).

Benefitting from its capabilities, Purohit et al. (2021) employed the FFNN algorithm 
in the realm of battery management to predict SOC, state of energy (SOE), and power loss 
(PL) of EV battery packs. The training algorithm was simulated using two-layer FFNN 
to estimate the battery pack states. The results showed higher accuracy of the proposed 
estimation method compared to other regression models. FFNN algorithm was also 
employed by Bonfitto (2020) to obtain a combined estimation of SOC and SOH battery 
states. FFNN was designed by training the collected datasets from laboratory environment 
experiments while real driving profiles were used for validation. The study results showed 
high accuracy in both SOC and SOH estimation.

While most researchers focused on the battery states at the individual battery level, 
Liang et al. (2018) considered the state of the battery module as a whole. The study 
proposed a methodology to evaluate the state of the battery module using its current and 
temperature values as inputs to overcome the difficulty of SOH estimation on the module 
level. For that purpose, Artificial Neural Network (ANN) models were used with three 
training algorithms, namely, Levenberg, Bayesian Regularization and Scaled Conjugate. 
The findings of the study indicated that the model with the best performance was obtained 
using the Levenberg algorithm.

General Regression Neural Network. The General Regression Neural Network (GRNN) 
method is a single-pass NN algorithm that can be used for solving regression problems. 
GRNN consists of four layers: input, hidden, summation, and division layer. Instead of 
iterative training, GRNN uses input and output data to approximate an arbitrary function 
between them (Azzeh et al., 2018).
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Li and Zhao (2021) employed the GRNN algorithm to enhance the performance 
of EV BMS. The study proposed a cloud-based framework for battery management by 
utilizing big data and cyber-physical system technologies. The study used GRNN and a 
data cleaning technique to restore the missing data in the battery’s cloud database under 
varying temperature conditions. The outcomes of the experiments revealed that the proposed 
method was stable and adaptable to the changes in battery temperature. The results also 
showed a minimum error in data restoring and SOC estimation. However, the proposed 
method is highly dependent on the quality and the speed of communication with the data 
in the cloud, which may not always be stable.

Deep Neural Network. Nowadays, Deep Neural Network (DNN) plays a main role in data 
modeling and analysis; thus, it can be used in BMS technology to enhance the prediction 
of the battery states. For example, data-driven modeling can use battery signals to achieve 
a reliable estimation of battery capacity without the need to know its internal features.

A data-driven DNN approach was utilized by Kara (2021) to predict the Remaining 
Useful Life (RUL) of lithium-ion batteries, which helps reduce maintenance costs and 
increase system efficiency and reliability. The proposed method combined Convolutional 
neural networks (CNN), Fully Connected Layer (FCL), and Long Short-Term Memory 
(LSTM) algorithms, while Particle Swarm Optimization (PSO) was applied to obtain the 
optimal parameters, such as a number of epochs and NN layers, to extract the spatial-
temporal relationship from historical degradation data. The proposed model, which was 
tested on NASA’s battery dataset, showed accurate results in terms of SOH and RUL 
prediction compared to the benchmark models. However, the proposed model may introduce 
high computational demand due to the hyperparameter optimization procedure, especially 
in the case of using a large training set.

DNN was also used by How et al. (2020) to develop a SOC estimation model, which 
was trained using the drive cycle of Dynamic Stress Test (DST). The study results revealed 
that increasing the number of hidden layers in the DNN model can noticeably improve 
the SOC estimation. However, the study found that four hidden layers were the optimal 
number that, if exceeded, would increase the error rate. According to the study results, 
the proposed model was found capable of estimating SOC values of various unseen drive 
cycles, including the Federal Urban Driving Schedule (FUDS), Beijing Dynamic Stress 
Test (BDST), and Supplemental Federal Test Procedure (SFTP) US06.

Recursive Neural Network. A Recursive Neural Network (RvNN) is a kind of deep 
learning network with an architecture in which the same weights are applied recursively 
on a structured input to get a structured prediction. RvNN can be seen as a generalized 
version of the Recurrent Neural Network (RNN) with a specific tree structure. It is a useful 
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technique for pattern recognition in a data set and for the prediction of structured outputs 
(Irsoy & Cardie, 2014).

A SOC prediction model for Lithium-ion Batteries was proposed by Zhao et al. (2020) 
based on RvNN. The proposed model aims to improve the representation of battery data 
and obtain hidden feature information in the battery vector. Consequently, the prediction 
performance of SOC will be improved. The study also proposed a prediction model based 
on CNNs and fed it with trained battery vectors. Simulation results of the study showed 
that the integration of the trained vectors with CNNs enhanced the performance of SOC 
prediction by a noticeable margin compared to the traditional estimation methods.

Evolutionary Methods

In some cases, it is difficult to use conventional methods for developing the EV battery 
model, especially in the presence of nonlinear relations, complicated computations, or 
multi-objective optimization. In this case, evolutionary computation techniques can be 
considered a good alternative to deal with those challenges. 

Multi-Objective Biogeography-based Optimization. When two or more objectives are 
needed to be achieved, Multi-Objective Optimization (MOO) is a good option for optimal 
solutions. The main advantage of the MOO algorithm is that it helps find a balance between 
contradictory objective functions and optimal trade-off solutions.

An example of the employment of an evolutionary algorithm in the field of BMS 
has been proposed by Liu et al. (2018), where a Multi-objective Biogeography-Based 
Optimization (M-BBO) algorithm was applied to derive the charging patterns that suit 
Lithium-ion batteries. The optimization technique in that study was fed with the following 
objectives: charging time, battery health and efficiency of energy conversion. On the 
other hand, the constraints were defined as voltage, current, temperature, and SOC of the 
battery. The authors used Pareto frontiers to find a trade-off between the charging speed 
and the efficiency of energy conversion so that a suitable charging pattern can be selected 
for different priorities. 

Multi-Gene Genetic Programming. Multi-Gene Genetic Programming (MGGP) 
is a nonlinear system modeling technique that combines the advantages of Genetic 
Programming (GP) and classical regression and, thus, can be used to generate prediction 
models. Taking advantage of this feature, MGGP has been employed by Cui et al. (2020) to 
model the EV battery. The study has two objectives: to create a model for battery capacity 
and to find the optimized design of the battery enclosure. For that purpose, the study used 
a modified MGGP approach for training the experimental data to obtain the model of EV 
battery capacity. Then, the battery pack enclosure was optimized using the Non-dominated 
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Sorting Genetic Algorithm (NSGA-II) algorithm to achieve the study objectives, such as 
minimizing the mass and improving the performance of the heat dissipation of the battery 
packs. However, the optimum design of the battery pack encloser cannot be generalized, 
as it is influenced by other factors such as vehicle design, size, and weight.

Non-dominated Sorting Genetic Algorithm. As mentioned, multi-objective optimization 
deals with problems of conflicting objectives, where a set of solutions is obtained, which 
may contain a non-dominated set of solutions. In this case, NSGA-II, the succeeding 
version of the NSGA algorithm, can be used to solve this multi-objective optimization 
problem. NSGA-II offers an enhanced mating mechanism based on crowding distance and 
uses an adapted dominance explanation without penalty functions to build the constraints 
(Hojjati et al., 2018).

The mentioned advantage of NSGA-II has been utilized by Meng et al. (2019) to 
improve the accuracy of battery SOH estimation. Considering the accuracy of SOH 
estimation and the measurement efficiency, multiple voltage ranges were optimized in the 
said study using the NSGA-II algorithm. The non-dominated solutions helped to increase 
the flexibility of the proposed method. Consequently, more choices would be available for 
SOH estimation at different stages of battery charging. The results of that study showed an 
accurate estimation of battery capacity using an optimal single voltage range. However, the 
proposed method cannot be generalized for different battery types since the optimal voltage 
ranges require prior information about the degradation process of the battery. Furthermore, 
the cycle aging of the battery was not considered in the study.

Particle Swarm Optimization. In addition to the wide range of applications, the well-
known Particle Swarm Optimization (PSO) algorithm can also be used for battery SOH 
prediction, as introduced by Li et al. (2021). The authors performed data cleaning on real 
driving data before the data was optimized using PSO. The obtained results showed an 
accurate model of SOH prediction. However, battery aging has not been considered in that 
study, which may affect its performance when applied in reality.

Genetic Particle Filter. Particle Filter (PF) algorithm is a type of Monte Carlo method 
and recursive Bayesian estimation. In recent years, researchers have shown increasing 
interest in the ability of this algorithm to estimate the state of non-linear and non-Gaussian 
problems. However, using PF leads to a particle degeneracy problem, which can be solved 
by involving a Genetic Algorithm (GA) to change the small-weight particles into offspring 
particles (Qiu & Qian, 2018).

A prediction method based on Genetic Particle Filter (GPF) was introduced by Liu et 
al. (2020) for SOC and SOP estimation. The advantages of GA and PF were combined by 
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the proposed method to enhance the diversity of particles. The incremental current test was 
used in the study to identify the parameters of the proposed battery model, which was tested 
on the FUDS driving cycle. The outcomes of the experiments showed that the proposed 
genetic PF algorithm achieved better accuracy in SOC and SOP estimation compared to 
the traditional PF method.

Regression Algorithms

Regression algorithms, such as Decision Trees (DT), are a type of supervised machine 
learning algorithm for classification and prediction applicable in a wide range of fields. The 
nodes in the decision tree perform a comparison test between independent variables and a 
constant in a top-down process to achieve the best attribute for solving the classification 
problems (López et al., 2022). The employment of different types of regression algorithms in 
BMS technology, as discussed in the reviewed papers, is illustrated in the following points:

Least Square-Support Vector Machine. Support Vector Machine (SVM) is an effective 
technique for solving problems such as non-linear classification and density estimation. 
Therefore, the SVM algorithm has been effectively used for classification purposes, such as 
image classification in OCR applications (Tan et al., 2022). On the other hand, the Least-
Square Support Vector Machine (LS-SVM) is a variant of the traditional SVM technique, 
which can be used for classification, regression, and clustering, besides exhibiting high 
accuracy in solving optimization problems (Mitra et al., 2007).

Shu et al. (2020) proposed a uniform framework for SOH estimation and healthy 
features optimization of the Lithium-ion battery in EVs. The study utilized a fixed-size 
LS-SVM for SOH estimation, while GA was applied to determine the optimal charging 
voltage range and the optimal parameters of fixed-size LS-SVM. The experimental 
results showed that the proposed framework was robust and more accurate in terms of 
SOH estimation compared to traditional ML algorithms. However, the experiments in 
the study have been conducted at a fixed temperature, which is not the case in real life. 
Therefore, the proposed method in the study can be enhanced by considering the change 
in the surrounding temperature.

Support Vector Regression. Support Vector Regression (SVR) is a supervised ML 
technique that can solve regression problems by analyzing the relationship between a 
continuous dependent variable and the predictor variables. Furthermore, SVR has the ability 
to handle high-dimensional data as its optimization is represented by support vectors rather 
than the dimension of input data (Zhang & O’Donnell, 2020).

Xuan et al. (2020) employed the Principal Component Analysis (PCA) of battery 
features to study the effect of external factors, such as voltage, current, and temperature, on 
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the accuracy of SOC estimation. The study also proposed an SVR-based SOC prediction 
method with a classification of collected data and optimization of the training set size. The 
experimental results showed that the enhanced SVR algorithm outperformed the original 
SVR algorithm in terms of accuracy and computational speed. However, the evaluation of 
the proposed method did not include more complicated driving conditions.

Random Forest Regressor. Random Forest (RF) is an ensemble learning algorithm that 
can be used for solving classification and regression problems. In RF, a group of decisions 
is made to classify the dataset, while the final decision is taken based on the majority. 
Therefore, RF demonstrates better accuracy when applied to large datasets. Besides, it is 
an effective technique for estimating missing data (Awad & Khanna, 2015).

Utilizing RF advantages, Mawonou et al. (2021) employed the Random Forest 
Regressor (RFR) for data-driven aging prediction of EV lithium-ion batteries. The RF 
algorithm was trained on real-life EV data collected over several years to develop an aging 
predictor to accurately estimate the battery SOH.

Multi ML Techniques. Machine Learning (ML) is a general topic that includes numerous 
techniques with a wide range of applications. Many types of those techniques have been 
successfully implemented by several studies in BMS applications. In general, ML methods 
can be classified into three categories: supervised, unsupervised and reinforcement learning.

Basically, ML methods have been used in BMS for battery modeling; thus, the exact 
chemical process of the battery is not needed. Moreover, ML techniques have been used 
to perform other functions of BMS, such as estimating the battery states and predicting the 
battery aging and degradation (Ahmed et al., 2021). The following is a brief demonstration 
of several studies where multiple ML techniques have been employed in BMS applications.

Kaur et al. (2021) proposed three models of battery capacity estimation based on 
three network architectures: FFNN, CNN and LSTM. The evaluation of battery capacity 
estimation considered the impact of different variables, such as the model complexity and 
the sampling rate. The study results showed that LSTM was more accurate and flexible 
compared to FNN and CNN methods. Results also proved that using sparsely sampled 
signals as model input was more efficient than using densely sampled signals and reduced 
the computational cost. However, the study considered measurements from a set of two 
batteries to evaluate the model performance, while the validation could be more accurate if 
larger battery datasets were considered. Furthermore, the study did not consider the effect 
of other parameters, such as the ambient temperature, on SOH estimation.

Tran, Panchal, Chauhan, et al. (2022) included a comparison of four ML models, 
namely, Linear Regression, RF, K-Nearest Neighbors, and DT, for predicting thermal and 
electrical behaviors of Lithium-ion batteries under different ambient temperatures. The 
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training, validation, and testing of the models used the following input features: battery 
capacity, ambient temperature, battery current, historical battery voltage, and temperature 
to predict the battery voltage and temperature. Simulation results showed that the DL-based 
model was the most accurate of all models.

Another comparison of six ML models for Lithium-ion battery SOC estimation was 
presented by Chandran et al. (2021). The comparison included several ML algorithms, such 
as SVM, ANN, and Gaussian Process Regression (GPR). The study results showed that 
among the proposed ML methods, ANN and GPR demonstrated the best performance in 
terms of SOC estimation according to Mean Squared Error (MSE) and Root Mean Squared 
Error (RMSE) metrics. Moreover, the study denoted that the proposed method is valid for 
real-time SOC estimation after optimizing the hyperparameters of the GPR-linear model.

Other AI Techniques

In addition to the previously mentioned AI techniques, several other techniques have been 
proposed in related literature studies on EV BMS, which will be described in this subsection.

Fuzzy Logic Control. Fuzzy Logic Control (FLC) is an intelligent algorithm that can be 
useful, especially when it is difficult to build a mathematical model of the system. The robust 
FLC is very useful for nonlinear and time-varying systems. Besides, it has the advantage 
of adaptation due to flexibility and easiness of changing the fuzzy rules (Ma et al., 2018).

Benefiting from its capability of dealing with such nonlinear systems, FLC was 
employed by Abulifa et al. (2019) to control the energy consumption of EV batteries. The 
study aimed to increase driving time by minimizing energy consumption, namely, when 
the Heating, Ventilation, and Air-Conditioning (HVAC) system is on. The proposed FLC 
was tested on NEDC and Japan10-15 driving cycles. The results showed that applying FLC 
increased the battery driving range between 10% and 20% compared to the uncontrolled 
strategy. However, the proposed design in the study is limited to a specific configuration 
and needs to be tested using different specifications and driving cycles.

Similarly, Kamal and Adouane (2018) applied FLC to minimize total energy consumption 
and reduce battery aging. The parameters of the fuzzy membership function were tuned using 
NNs to control power distribution between the internal combustion engine and the electric 
motor. FLC was employed to detect battery faults and to compensate for the faults of the 
voltage sensor and current actuator. Simulation results confirmed the ability of the proposed 
approach to achieve a suboptimal energy consumption when applied to vehicles of unknown 
driving cycles and its ability to compensate for the effects of battery faults.

However, fuzzy logic is dependent on human intelligence and expertise, which may 
vary from one person to another. Therefore, fuzzy membership functions of FLC usually 
need tuning for better performance.
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Cyber Hierarchy and Interactional Network. Cyber Hierarchy and Interactional 
Network (CHAIN) is a framework that can provide multi-scale insights; thus, it is a suitable 
environment to develop efficient algorithms for battery state estimation, fault diagnosis, 
cell balancing, and other functions of BMS. In that context, a CHAIN framework of end-
edge-cloud architecture was proposed by Yang et al. (2020) for developing a cloud-based 
BMS. The proposed framework included several functions, such as SOX estimation, cell 
balancing, and fault diagnosis. Such a cloud-based BMS provides multi-scale perceptions 
and allows the application of advanced algorithms to perform the system functions 
efficiently. The CHAIN framework was also proposed by Yang et al. (2021) to certify 
the stability and security of full battery lifespan to achieve optimal battery performance.

It can be noted that the CHAIN framework is a promising technology as it utilizes 
the high computing capabilities of the platform to solve complex algorithms. Thus, the 
performance of BMS is enhanced. However, like other cloud-based technologies, it is 
dependent on wireless communication and online services; thus, it is highly dependent on 
and affected by network availability and conditions. Therefore, an onboard control module 
may be considered as a backup solution for outage conditions.

In conclusion, the investigated AI techniques in this paper have been used for different 
purposes in BMS, such as regression, optimization, and state estimation. However, each 
technique may be more suitable for a particular application. Therefore, a summary of 
those techniques, including their advantages, disadvantages, and applications in BMS, is 
illustrated in Table 3.

Table 3
Advantages and disadvantages of various AI techniques used in EV BMS

AI Technique Application in BMS Advantages Disadvantages
• Neural Networks

(FFNN, GRNN)
(Hemeida et al., 
2020; Purohit et al., 
2021; Bonfitto, 2020; 
Liang et al., 2018; 
Azzeh et al., 2018; Li 
& Zhao, 2021)

• SOC, SOH & PL 
prediction

• To estimate the orders 
of cell balancing.

• To obtain the optimal 
charging current profile 
to decrease temperature 
and charging time.

• To recover lost data 
in the battery's cloud 
database

• Ability to handle 
unorganized data

• Its adaptive structure 
makes it applicable for 
different purposes

• Heavily relies on 
the size of training 
data

• Affected by data 
suitability

• Deep Learning
(CNN, RvNN, 
LSTM)
(Zhao et al., 2020; 
Kaur et al., 2021; 
Tran, Panchal, 
Chauhan et al., 
2022)

• SOC prediction
• RUL prediction

• Ability to handle 
complex data and 
relationships

• Suiting parallel and 
distributed modes for 
fast training

• Requires high 
computational 
power

• Requirement of 
huge amount of 
trained data
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AI Technique Application in BMS Advantages Disadvantages
• Evolutionary 

Methods
(MGGP, M-BBO, 
NSGA-II, PSO)
(Cui et al., 2020; Liu 
et al., 2018; Meng et 
al., 2019; Li et al., 
2021)

• To obtain the model 
of EV battery capacity 
by training the 
experimental data

• To derive the charging 
patterns that suit 
Lithium-ion batteries

• To enhance SOH 
estimation via optimal 
charge voltage range

• To identify optimal 
battery pack features for 
better heat dissipation

• Reducing the search 
time for the optimal 
solution

• Supporting multi-
objective optimization

• Do not always 
achieve the best 
answer

• Sometimes they 
get stuck in local 
optima

• Require well-
defined objective 
and constraint 
functions

• Regression 
Algorithms
(LS-SVM, SVR, 
RFR)
(Shu et al., 2020; 
Xuan et al., 2020; 
Mawonou et al., 
2021)

• SOC prediction
• SOH estimation

• Better performance in 
higher dimensions

• Optimal choice for 
linear/non-linear classes

• No need for data 
normalization or scaling

• The impact of missing 
values is negligible

• Reduced error through 
aggregated tree inputs

• Slow when 
dealing with a 
larger dataset

• Poor performance 
with overlapped 
classes

• Sensitive to data 
change

• Training decision 
trees is time-
consuming

• CHAIN
(Yang et al., 2020)

• SOC, SOH prediction
• Cell balancing
• Thermal control

• Powerful computational 
performance

• Offers multi-disciplinary 
digital solutions

• Requires a 
continuous 
internet 
connection

• High-performance 
cloud computing 
increases the cost

• FLC
(Abulifa et al., 2019; 
Kamal & Adouane, 
2018)

• To minimize the energy 
consumption of EV 
battery

• Effective tool for solving 
nonlinear problems

• Can be easily 
constructed and 
modified

• Limited to human 
knowledge and 
expertise

• Membership 
functions require 
tuning to increase 
accuracy

• PCA 
(Xuan et al., 2020)

• To study the effect of 
current, voltage and 
temperature on SOC 
estimation

• Saving time by 
removing correlated 
features in a dataset

• Improves visualization 
by transforming data 
from high to low 
dimensions

• Data 
normalization is 
required before 
performing

• Combination of 
features makes 
it difficult to 
understand the 
major components

Table 3 (continue)
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A critical review of BMS research reveals significant gaps. While AI, especially Neural 
Networks, is widely used for SOC estimation, more robustness testing is needed under 
dynamic conditions, like varying temperatures and real-world driving profiles. Integration 
with advanced battery tech, e.g., solid-state batteries, lacks attention. Adapting AI to these 
technologies is unexplored. Additionally, BMS and IoT integration for real-time monitoring 
and predictive maintenance remains underexplored.

Lastly, assessing AI-driven BMS scalability across diverse applications needs more 
research. A holistic approach, encompassing cybersecurity, materials science, and data 
analytics, is essential for evolving battery management.

CONCLUSION

In this paper, the employment of AI techniques in EV BMS was reviewed. The study 
explored the state of the art in the field of AI-based BMS as indicated in the literature over 
the past few years. Various types of AI techniques, such as neural networks, regression 
algorithms, and evolutionary methods, were demonstrated in this study, with more focus 
on their applications in BMS development.

It was noted that most reviewed papers employed supervised machine learning 
methods, either for classification or regression purposes. Meanwhile, a smaller number 
of researchers applied AI techniques for optimization or control purposes. It was also 
observed that recent studies have given more attention to the fast-growing technologies in 
the fields of IoT, communications, and cloud computing. Therefore, several studies have 
proposed cloud-based approaches to enhance the efficiency of BMS and obtain faster and 
more accurate results.

Finally, here are key recommendations to improve BMS performance and identify 
further research opportunities:

• Enhance Lithium-ion battery performance simulation by incorporating factors like 
temperature, humidity, and noise during data acquisition.

• Consider onboard control modules as a robust alternative to cloud-based 
technology, particularly in areas with unstable internet connections.

• Continue researching the physical optimization of battery pack topology for 
improved power consumption, cell balancing, and ease of control.
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ABSTRACT

Most engineering problems are complicated, and developing mathematical models 
for such problems requires understanding the phenomena through experiments. It is 
well known that as processing parameters with assigned levels increase, so does the 
number of experiments. By minimizing the number of experiments, Taguchi’s method 
of experimental design will help to furnish the idea of full factorial experimental design. 
Taguchi’s method is more appropriate for single-objective optimization problems and needs 
modifications while dealing with multi-objective optimization problems. Aluminum alloys 
are in great demand in today’s automotive and aerospace sectors due to their low density, 
good corrosion resistance, and excellent machinability. The material is subjected to a 

constrained groove pressing (CGP) process 
to obtain microstructural grain refinement 
with enhanced mechanical behavior. This 
paper considers AA6061 material having 
major alloys such as silicon and magnesium. 
For this work, 3 CGP process parameters 
(viz., displacement rate, plate thickness and 
number of passes) are assigned 3 levels to each 
parameter, acquired the test data, viz., grain size 
(gs), micro hardness (hs), and tensile strength ( ultσ
ult) based on L9 orthogonal array of Taguchi. 
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Using a modified version of Taguchi’s methodology, it is possible to estimate the range of 
grain size (gs), micro hardness (hs), and tensile strength (σult) for effective combinations 
of the CGP processing parameters and validate the results with existing test data. A more 
dependable and simpler multi-objective optimization procedure is used to choose the 
optimal CGP processing parameters.

Keywords: AA6061, displacement rate, grain size, micro hardness, number of passes, plate thickness, tensile 
strength

INTRODUCTION

The ability of the severe plastic deformation technique to successfully reduce the 
microstructure to nanoscale levels has attracted much attention in the fields of material 
science and engineering (Segal, 1995; Cherukuri & Srinivasan, 2006). Constrained 
groove pressing (CGP) and Accumulative roll bonding (ARB) are the two primary SPD 
techniques that are typically used to produce nanostructured sheets (Tsuji et al., 2003; 
Omotoyinbo & Oladele, 2010). Shin et al. (2002) provided the first detailed explanation 
of the CGP process, which includes multiple corrugating and flattening phases. During 
CGP, the work sample undergoes cyclic shear deformation using flat and asymmetrically 
grooved dies. In this method, an inclined section of the workpiece between the grooves 
undergoes pure shear deformation because the thickness of the work sample and the 
distance between the upper and lower dies are similar (Horita et al., 2001; Akin & Fedai, 
2018). Figure 1 represents the detailed procedure of the CGP process. By including more 
CGP passes, the workpiece is subjected to higher stresses. Aluminum, Low ‘C’ steel, and 
copper alloys, when subjected to CGP, demonstrated considerable improvements in sheet 
metal’s mechanical characteristics, as well as microstructural alterations (Lowe & Valiev, 
2004; Kurzydłowski et al., 2004). The potentiality of processing using SPD for different 
the composites’ special patterns was noted, and Equal channel angular pressing (ECAP), 
High-Pressure Torsion (HPT), Multi-axial forging (MAF), and additional SPD methods 
were examined (Kulagin et al., 2019; Husaain et al., 2017). The SPD methods were used 
to continuously draw low-carbon steel (Zavdoveev et al., 2021).

Using SPD techniques, ultra-fine grain structured metals and alloys have been created 
(Sauvage et al., 2012). The early stages of SPD development included HPT and ECAP 
processing methods (Sabirov et al., 2013). Later, a variety of SPD techniques were created, 
like ARB (accumulative roll bonding), CHPT (continuous high-pressure torsion), RCS 
(repeated corrugation and straightening), and CGP procedures (Khodabakhshi et al., 2011; 
Saritha et al., 2020). For sheet metals, ECAP, RCS, ARB, and CGP techniques are used  
(Mueller & Mueller, 2007; Saritha et al., 2018; Hu et al., 2018). Repeated corrugating and 
flattening phases are part of CGP. Specimens are highly strained by enforcing more CGP 
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passes (Nazari & Honarpisheh, 2018). Several investigations were made on materials 
undergoing CGP (Nazari & Honarpisheh, 2019; Khodabakhshi et al., 2010; Kumar & 
Vedrtnam, 2021). Post-deformation annealing and cryo-rolling of Al-Mg alloys undergoing 
the CGP process enhanced the strength, ductility, and fracture toughness (Tanuja et al., 
2022; Khandani et al., 2020). To determine the optimal die geometry (like the angle of the 
groove, the width of the groove, and the friction coefficient), a modified Taguchi technique 
with the data from the elastoplastic finite element analysis was used (Anantha et al., 2023a; 
Anantha et al., 2023b; Sahiti et al., 2017). Engineering optimization problems are solved 
using the Taguchi technique (Siddesha & Shantharaja, 2014; Rao et al., 2008; Singaravelu 
et al., 2009; Parameshwaranpillai et al., 2011). The strain homogeneity and the impact 
of processing parameters are examined using various techniques (Bharathi et al., 2016; 
Kumar, 2017; Ross, 1989; Pillai et al., 2018). 

A hybrid experimental-numerical method was adopted for designing a suitable die 
through the groove pressing-cross route process (Googarchin et al., 2019; Hayes, 2000). 
An artificial neural network (ANN) and a two-objective genetic algorithm (GA) are used 
to seek an optimal solution (Ghorbanhosseini & Fereshteh-saniee, 2019). Girish et al. 
(2019) used AA6061 material with magnesium and silicon as major alloying elements. 
They considered displacement rate (δ ), plate thickness (t) and number of passes (vp) as 

Figure 1. Detailed illustration of the CGP process

(a) (b) (c)

(d) (e) (f)

No deformation ɛeff = 0.58 ɛeff = 1.16

Sample
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the 3 process parameters and assigned 3 levels to each parameter. They conducted 27 
experiments for the possible combination of three process parameters and three assigned 
levels and reported the grain size (gs), micro hardness (hs) and tensile strength (σult) 
measurements. Taguchi grey relational analysis was performed on the measured data to 
identify the optimal set of process variables that leads to ultra-fine grain structure with 
better mechanical characteristics. 

For the 3 process parameters and the assigned 3 levels to each parameter, Taguchi’s 
design of experiments recommends an L9 orthogonal array (OA) to conduct 9 tests and 
obtain optimal solutions. The Taguchi method is well suited for optimizing a single objective 
output response and requires modifications to handle the problems of multi-objective output 
responses. This paper utilizes a modified approach of Taguchi with the simple technique of 
multi-objective optimization considering the data of 9 tests as per the L9 OA to obtain the 
optimal solution and the estimated range of responses (gs, hs, σult) for all 27 combinations 
of processing parameters ( ),,( tpνδ, vp , t). Empirical relationships are developed and validated 
for gs, hs and σult in terms of ),,( tpνδ, t and vp.

MATERIALS AND METHODS

Girish et al. (2019) conducted tests on AA 6061 (whose mechanical properties and chemical 
composition are given in Table 1) to select a set of optimal process parameters ),,( tpνδ, vp , t  for 
improving the mechanical properties (gs, hs, σult) of the sheet metal through the CGP process. 
Most researchers used Minitab as a computational tool and under-utilized the potential of 
Taguchi’s experiment design. For the 3 process parameters with 3 levels, Taguchi’s L9 OA 
is appropriate for obtaining optimal solutions and generating the data of output responses 
for all the possible 27 sets of process parameters. A modified Taguchi approach is followed 
here to generate the complete information from the 9 tests and also the expected range of 
output responses. A simple multi-objective optimization procedure is presented to trace 
the optimal process parameters.

Table 1
Mechanical properties and c hemical composition of the material

Mechanical Properties
Young’s modulus (GPa) 68

Yield strength (MPa) 145
Tensile strength (MPa) 241

Hardness (HV) 107
Poisson’s ratio 0.33

Chemical composition
Element Magnesium Silicon Copper Chromium Zinc Manganese Titanium Aluminum

wt % 0.93 0.62 0.28 0.17 0.21 0.06 0.10 Bal
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Analysis

In order to improve the mechanical properties, the process parameters need to be combined 
optimally; three levels are assigned to each experimental parameter, as represented in Table 
2. The displacement rate (δ ) varies from 1 to 2 mm/min, and the thickness (t) ranges from 
3 to 5 mm, with the number of passes (vp) varying from 1 to 5.

Table 2
Levels assigned to the experimental parameters

Input Parameters 1st Level 2nd Level 3rd Level
Displacement rate,    (mm/min) 1 1.5 2
Number of passes, vp 1 3 5
Thickness, t (mm) 3 4 5
Fictitious, ε ε1 ε2 ε3

δ

Table 3 shows the L9 orthogonal array of Taguchi, which is considered for three parameters 
of the experimentation process (Np = 3), each assigned with three levels (Nl = 3) using 
Equation 1 (Ross, 1989) to reduce the 27 possible combinations of the process parameters.

NTag = 1 + Np × (Nl = 3 ‒ 1)               [1]

According to Equation 1, NTag = 7, and the optimal solution results for a set of 9 test 
data are presented in Table 3. NTag = 9; Np = 4 and Nl = 3. As in (Dharmendra et al., 2019 
Dharmendra et al., 2020 Satyanarayana et al., 2021), a fictitious parameter (ε) is presented 
in Table 2.

In Table 3, the experimental findings for grain size (gs), hardness (hs), and tensile 
strength (σult) have been presented. The outcomes of ANOVA are presented in Table 4. 
The findings demonstrate that the number of passes (vp) had a maximum impact on grain 
size (gs) as well as on hardness (hs), with a contribution of 87.2% and 79.7%, respectively. 
Thickness (t) greatly influences tensile strength (σult), contributing 51.9%. The contribution 
of ),,( tpνδ and t on gs are 3.6% and 8.6%, respectively, whereas 4.6% and 15% for hs and 0.2% 
and 46.6% for σult. Total % contributions of ),,( tpνδ, t and vp and ε is 100. The % error of the 
grand mean of the output responses is considered as the % contribution of the parameter ε.

Modified Taguchi method (Dharmendra et al., 2019; Dharmendra et al., 2020; 
Satyanarayana et al., 2021) can provide the estimate range for the mechanical properties 
(viz., grain size ‘gs’, micro hardness ‘hs’ and tensile strength ‘σult’) for the specified set of 
process parameters as input variables viz., displacement rate ( ),,( tpνδ), number of passes (vp) and 
thickness (t), which will help design the process to know the possible scatter for the repeated 
experiments. On representing φ

  as a performance indicator and applying the additive law 
(Ross, 1989), φ


 is predicted for the levels of the process parameters from Equation 2.
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            [2]

iφ  is the mean value of φ  from the table of the ANOVA for the ‘i’ level of process 
parameters, and gφ  is referred to as the grand mean of φ  for experimental runs. The 
subscript ‘i’ = 1, 2, 3, and 4, in this case, stands for ),,( tpνδ, t, vp, ε, respectively. The test results 
are compared to the estimates of ‘gs’, ‘hs’, and ‘σult’ as shown in Table 5 for the nine test 

Table 3
Mechanical properties, viz., grain size (gs), tensile strength (σult) and micro hardness (hs), having levels of the 
parameters as per L9 OA (orthogonal array)

Test Run
Parameter levels Mechanical properties

vp t ε gs (μm) hs (HV) σult (MPa)
1 1 1 1 1 7.7 44.48 94.820
2 1 2 2 2 6.4 45.50 109.81
3 1 3 3 3 4.0 47.98 96.000
4 2 1 2 3 7.2 44.38 96.920
5 2 2 3 1 5.0 45.45 91.100
6 2 3 1 2 4.2 52.78 114.70
7 3 1 3 2 6.4 42.33 78.690
8 3 2 1 3 6.3 47.91 104.51
9 3 3 2 1 3.8 52.23 121.94

Grand mean 5.667 47.004 100.943

δ

Table 4
Findings from Analysis of Variance (ANOVA) regarding mechanical properties (gs, hs, and σult)

Input Parameters 1st Mean 2nd Mean 3rd Mean SOS (Sum of squares) Contribution (%)
Grain size, gs 

(μm)
6.033 5.466 5.500 0.606 3.60

vp 7.100 5.900 4.000 14.66 87.2
t 6.066 5.800 5.133 1.386 8.20
ε 5.500 5.667 5.833 0.166 1.00
Micro hardness, hs (HV)

45.986 47.536 47.490 4.664 4.60
vp 43.730 46.286 50.996 81.53 79.7
t 48.390 47.370 45.253 15.36 15.0
ε 47.386 46.870 46.756 0.676 0.70
Tensile strength, σult (MPa)

100.210 100.906 101.713 3.3960 0.20
vp 90.143 101.806 110.880 648.36 46.6
t 104.676 109.556 88.596 721.70 51.9
ε 102.620 101.066 99.143 18.199 1.30

δ

δ

δ
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runs of Taguchi’s L9 orthogonal array. In Equation 2, the variables Np = 4 and Np = 3 provide 
estimates for gs, hs and σult with fictitious parameter (ε). Taguchi method considers Np = 3 
to identify the optimal set of process parameters from the levels of optimal mean values in 
the ANOVA table and to estimate the output response using the additive law (Equation 2). 

Equation 2 can be used to determine the range of estimates with the consideration of 
maximum and minimum mean values of ‘gs’, ‘hs’ and ‘σult’ and for ‘ε’. The mechanical 
property estimates in Table 5 using ‘ε’ (i.e., Np = 4 in Equation 2) have an exact match with 
the test results, whereas Taguchi’s method with Np = 3 in Equation 2 showed deviation 
from the test data. For the various levels of ),,( tpνδ, vp and t, the corrections for gs with estimates 
are -0.166 and 0.167 μm; the corrections for hs estimates are -0.248 and 0.382 HV; and the 
corrections for σult estimates are -1.8 and 1.68 MPa. The test results in Tables 5 to 7 are 
within/close to the estimated range of gs, hs and σult.

Table 5
Comparison of test data with estimates of grain size, gs 

(μm) for AA6061

Test 
Run

Parameter levels
Test

Estimate Equation 2 Estimated range
vp t ε Np = 3 R.E. (%) Np = 4 Lower- bound Upper- bound

1 1 1 1 1 7.7 7.866 -2.2 7.7 7.700 8.033
2 1 2 2 2 6.4 6.400 0.0 6.4 6.233 6.566
3 1 3 3 2 4.0 3.833 4.2 4.0 3.666 4.000
4 2 1 2 3 7.2 7.033 2.3 7.2 6.866 7.200
5 2 2 3 1 5.0 5.166 -3.3 5.0 5.000 5.333
6 2 3 1 2 4.2 4.200 0.0 4.2 4.033 4.366
7 3 1 3 2 6.4 6.400 0.0 6.4 6.233 6.566
8 3 2 1 3 6.3 6.133 2.6 6.3 5.966 6.300
9 3 3 2 1 3.8 3.966 -4.4 3.8 3.800 4.133

Table 6
Comparison of test data with estimates of micro hardness, hs (HV) for AA6061

Test 
Run

Parameter levels
Test

Estimate Equation 2 Estimated range
vp t ε Np = 3 R.E. (%) Np = 4 Lower- bound Upper- bound

1 1 1 1 1 44.48 44.098 0.9 44.48 43.850 44.480
2 1 2 2 2 45.50 45.634 -0.3 45.50 45.387 46.017
3 1 3 3 2 47.98 48.228 -0.5 47.98 47.980 48.610
4 2 1 2 3 44.38 44.628 -0.6 44.38 44.380 45.010
5 2 2 3 1 45.45 45.068 0.8 45.45 44.820 45.450
6 2 3 1 2 52.78 52.914 -0.3 52.78 52.667 53.297
7 3 1 3 2 42.33 42.464 -0.3 42.33 42.217 42.847
8 3 2 1 3 47.91 48.158 -0.5 47.91 47.910 48.540
9 3 3 2 1 52.23 51.848 0.9 52.33 51.60 52.230

δ

δ
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Nine test runs are performed in accordance with Taguchi’s L9 OA approach; Equation 
2 assigns the estimates of gs, hs, and σult for all 27 combinations of input variables viz., 
displacement rate (δ), number of passes (vp ) and thickness (t). These 27 input variable 
combinations are arranged sequentially )31),31),31),,,(((( toitojtoktkpji ===νδ  . The 
sequence numbers (1,5,9,11,15,16,21,22,26) represent the 9 test runs considered in the L9 
orthogonal array of Taguchi represented in Table 3. Test outcomes of the work (Girish et 
al., 2019) and the generated lower and upper bounds of gs, hs, and σult from Equation 2 are 
displayed in Figures 2(a) to 2(c).

Taking into account the mean values of ANOVA in Table 4 for gs, hs and σult, the 
constructed empirical relations using input variables ( ),,( tpνδ, vp and t) are as in Equations 3 to 5.constructed empirical relations using input variables (δ , pν and t ) are as in Equations 3 to 5. 
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Applying Equation 2 and the constructed empirical Equations 3 to 5, the estimates 
of gs, hs and σult shown in Figures 3(a) to 3(c) provide a good comparison. The estimated 
lower bound of gs, hs and σult are attained by making corrections -0.1667μm, -0.248 HV, 
and -1.8MPa to gs, hs and σult in Equations 3 to 5, the application of corrections yields upper 
bound estimates as 0.167 μm, 0.382 HV and 1.68MPa in Equations 3 to 5. 

Table 7
Comparison of test data with obtained estimates for tensile strength, σult (MPa) for AA6061

Test 
Run

Parameter levels
Test

Estimate Equation 2 Estimated range
vp t ε Np = 3 R.E. (%) Np = 4 Lower- bound Upper- bound

1 1 1 1 1 94.820 93.143 1.8 94.820 91.340 94.81
2 1 2 2 2 109.81 109.69 0.1 109.81 107.89 111.4
3 1 3 3 2 96.000 97.800 -1.9 96.000 96.000 99.47
4 2 1 2 3 96.920 98.720 -1.9 96.920 96.920 100.4
5 2 2 3 1 91.100 89.423 1.7 91.000 87.620 91.09
6 2 3 1 2 114.70 114.58 0.1 114.70 112.78 116.2
7 3 1 3 2 78.690 78.567 0.2 78.690 76.770 80.23
8 3 2 1 3 104.51 106.31 -1.7 104.51 104.51 108.0
9 3 3 2 1 121.94 120.26 1.4 121.94 118.46 121.9

δ
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Figure 2. (a) Estimates of grain size, gs (μm) for AA6061with test data (Girish et al., 2019); (b) Estimates 
of micro hardness, hs (HV) for AA6061with test data (Girish et al., 2019); (c) Estimates of tensile strength, 
σult (MPa) for AA6061with test data (Girish et al., 2019)

(c)

(b)

(a)
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Figure 3. (a) Comparison of estimates of grain size gs 
(μm) using Equations 2 and 3, (b) Comparison of 

estimates of micro hardness, hs (HV)for AA6061 using Equations 2 and 4, (c) Comparison of estimates 
of tensile strength, σult (MPa) for AA6061using the Equations 2 and 5

(c)

(b)

(a)
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RESULTS AND DISCUSSION

Optimal Solution

For achieving the minimum grain size (gs), a set of input parameters ( ),,( tpνδ2 vp3 t3) (where 
the level of the input variable is indicated by subscripts) are listed in ANOVA Table 4. A 
different set of parameters ( ),,( tpνδ2 vp3 t1) was identified for achieving maximum micro hardness 
(hs). Another set of parameters ( ),,( tpνδ3 vp3 t1) was identified for achieving maximum tensile 
strength (σult). Table 8 gives the output responses viz., grain size (gs), micro hardness (hs), 
and tensile strength (σult) for the various input variable optimal sets that have been found. 
To obtain the minimum grain size (gs), maximum micro hardness (hs), and maximum tensile 
strength (σult), a multi-objective optimization analysis can be used to determine the best 
set of optimal input variables.

For single-objective optimization problems, the Taguchi method is more appropriate 
(Mohamed et al., 2015). In the case of multiple responses optimization, the utility concept 
based on Taguchi is utilized (Tong et al., 1997; Gaitonde et al., 2009; Akin & Fedai, 2018; 
Lonavath & Boda, 2023; Anantha et al., 2023a). Applying Taguchi method concepts, a 
reliable multi-objective optimization technique has been used. This approach defines a 
single function ζ  with weighing factors (ω1, ω2 and ω3, which satisfies ω1 + ω2 + ω3 = 1) 
and the output responses (gs, hs and σult) in Equation 6.
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Table 8
Output responses for the identified optimal set of input variables through single objective optimization

Input Variables Output Responses

Optimal 
Set

Displacement 
rate, ‘ δ ’ (mm/

min)

Number of 
passes, ‘vp’

Thickness, 
‘t’ (mm)

Grain size, 
‘gs’ (μm)

Micro hardness, 
‘hs’ (HV)

Tensile 
strength, ‘σult’ (MPa)

In the case of minimum grain size, gs

),,( tpνδ2 vp3 t3
1.5 5 5 3.1–3.433 

(4.7)+
49.53 – 50.16 

(50.08)
96.7–100.2 

(96.25)
In the case of maximum micro hardness, hs

),,( tpνδ2 vp3 t1
1.5 5 3 4.0333–

4.36667 (4.2)
52.667–53.297 

(52.78)
112.78–116.2 

(114.7)
In the case of maximum tensile strength, σult

),,( tpνδ3 vp3 t1
2 5 3 4.0667 –4.4 

(4.2)
52.62–53.25 

(52.13)
113.58–117.1 

(115.18)

Note. + Results in parenthesis are from tests
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Table 9
Single objective function (ζ ) in Equation 6 from the mechanical properties, viz., grain size (gs), micro hardness 
(hs) and tensile strength (σult) with levels of the process parameters based on L9 OA (orthogonal array)

Test 
Run

Parameter levels Normalized output responses Objective 
function, ζ

Eq.(6)),,( tpνδ vp t

1 1 1 1 0.95850 0.19821 0.28601 0.48091
2 1 2 2 0.79668 0.17135 0.11046 0.35950
3 1 3 3 0.49792 0.11081 0.27021 0.29298
4 2 1 2 0.89626 0.20092 0.25815 0.45177
5 2 2 3 0.62240 0.17264 0.33853 0.37786
6 2 3 1 0.52282 0.00978 0.06312 0.19857
7 3 1 3 0.79668 0.25907 0.54962 0.53513
8 3 2 1 0.78423 0.11243 0.16678 0.35448
9 3 3 2 0.47302 0.02042 0 0.16448

Table 10
Results of ANOVA on the single objective function, from ζ  Table 9

Input parameters 1st Mean 2nd Mean 3rd Mean
0.377798 0.342738 0.351364

vp 0.489272 0.363947 0.218681
t 0.344657 0.325254 0.401989

maxs

s

g
g

max

1
s

s

h
h

−
max

1
ult

ult

σ
σ

−

Minimization of ζ  provides the minimum gs, maximum hs and σult assigning equal 
weighing factors to a set of input variables: ω1 = ω2 = ω3= 1/3. Here, gs max= 8.033 μm; 
hs max = 53.297 HV; and σult max = 121.94 MPa. Values of ζ  are produced using the data in 
Table 3 and presented the data in Table 9. ANOVA is carried out on ζ  as given in Table 10.

To achieve the minimum ζ , the optimal input variables are ),,( tpνδ2 vp3 t2. This optimal set 
of input variables corresponds to a displacement rate of 1.5 mm/min; number of passes 
as 5; and sheet thickness as 4 mm. The range of output responses for the optimal input 
variables, as determined by Equations 3 to 5 are: grain size, gs = 3.76 – 4.1 μm; micro 
hardness, hs = 51.647 – 52.277 HV, and the tensile strength, σult = 117.66 – 121.1MPa. 
The test results for the optimal input variables are as follows: grain size =3.5 μm; and 
tensile strength = 119.01 MPa and micro hardness = 52.73 HV. The % Contribution of 
the number of passes on the grand mean of the output responses is high. Figures 4(a) 
to 4(c) illustrate the variation of output responses depending on the number of passes 
for the ideal input variables, displacement rate = 1.5 mm/min, and thickness = 4 mm.

),,( tpνδ
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Figure 4. (a) Grain size versus number of passes for the optimal input variables, displacement rate = 
1.5 mm/min; and thickness = 4 mm; (b) Micro hardness versus number of passes for the optimal input 
variables, displacement rate = 1.5 mm/min; and thickness = 4 mm; (c) Tensile strength versus number of 
passes for the optimal input variables, displacement rate = 1.5 mm/min; and thickness = 4 mm

(c)

(b)

(a)
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CONCLUSION

Aluminum alloys are in high demand in the aerospace and automobile sectors because 
of their low density, high resistance to corrosion and machinability. The mechanical 
properties can be improved by refining the grain structure using constrained groove 
pressing (CGP). 

Developing mathematical models for such complex problems needs experimentation 
to understand the phenomena. However, it is known that the time-consuming experiments 
will be expensive due to the requirement of large numbers by increasing the processing 
parameters with assigned levels. Modified Taguchi’s design of experiments with a simple 
multi-objective optimization procedure adopted in this study to obtain optimal process 
parameters with a minimum number of experiments and the data with expected range for 
the full factorial design of experiments—empirical relationships developed and validated 
for the output responses in terms of process parameters for AA6061.

The mechanical properties of AA6061 were enhanced by refining the grain structure 
using CGP. Taguchi’s L9 orthogonal array (OA) is selected for the 3 CGP process parameters 
(viz., displacement rate, δ ; plate thickness, t; and number of passes, vp) and assigned 3 
levels to each parameter. ANOVA analysis was performed from the acquired data (viz., 
grain size, gs; micro hardness, hs; and tensile strength, σult) of 9 tests. The % contribution 
of each CGP parameter is evaluated on the grand mean of gs, hs and σult. Following are the 
highlights of the present study.

• ANOVA results indicate that a number of passes (vp) has a maximum influence 
on grain size (gs) with a contribution of 87.2% and on micro hardness (hs) with 
a contribution of 79.7%, whereas thickness (t) has a maximum impact on tensile 
strength (σult) having a contribution of 51.9%.

• The displacement rate is 1.5mm/min; the number of passes is 5 and the thickness 
is 5mm, which are the optimal CGP process variables to achieve minimum grain 
size (gs).

• The displacement rate is 1.5mm/min; the number of passes is 5, and the thickness 
is 3mm, which are the optimal CGP process variables to achieve maximum micro 
hardness (hs).

• The displacement rate is 2mm/min; the number of passes is 5, and the thickness is 
3mm, which are the optimal CGP process variables to achieve maximum tensile 
strength (σult).

• The displacement rate is 1.5mm/min; the number of passes is 5, and the thickness 
of 4 mm is the optimal CGP process variable to achieve minimum grain size (gs), 
maximum micro hardness (hs), and maximum tensile strength (σult).  
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ABSTRACT

A novel inorganic material of Magnesium Nitrate (Mg(NO3)2) thin film is successfully 
investigated in the C-band region. The Q-switcher is Mg(NO3)2 thin film. The solvent casting 
method has been applied to prepare Mg(NO3)2 thin film before being positioned within the 
fiber ferrule duo to act as a Q-switcher. Thereby, the modulation depth and the saturation 
intensity of the Mg(NO3)2 thin film exhibit at 32.40% and 0.07 MW/cm2, respectively. It is 
possible to produce a steady Q-switched pulse fiber laser with a maximum pump power of 
403.00 mW, a repetition rate of 72.56 kHz, and a pulse width of 3.00 µs. In addition, the 
tunable Q-switched pulse fiber laser is also examined using a figure-of-eight cavity design 
incorporating a tunable bandpass filter (TBF). Consequently, the operating wavelength is 
changed in the range of 1528 nm to 1552 nm, even while the pump power remains the same 

at 403.00 mW. During this time, the pulse 
width and repetition rate shifted from 2.10 
µs to 4.10 µs and altered from 67.90 kHz 
to 35.80 kHz, respectively. Consequently, 
the Mg(NO3)2 thin film has the opportunity 
to be an effective saturable absorber for 
generating pulsed fiber lasers and can 
be applied in optical communications 
applications.

Keywords: Magnesium nitrate, pulse fiber laser, 
Q-switched, saturable absorber 
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INTRODUCTION

Numerous Q-switched pulse fiber laser applications have been widely applied in medicine, 
telecommunications, range findings, material processing, and sensing due to high pulse 
energy and peak power (Chen et al., 2013; Ahmad et al., 2015; Ahmad, Albaqawi et al., 
2020). Based on the Pauli blocking principle, saturable absorbers (SA) are key elements in 
generating Q-switched pulse fiber lasers. In the laser cavity, high losses prevent any lasing 
and allow the construction of population inversion at higher energy states. When the gain 
is higher than the losses in the laser cavity, narrow pulse durations and high intensity of 
Q-switched pulse are generated (Degnan, 1995). The techniques to develop a Q-switched 
pulse fiber laser are active and passive. An active approach requires external modulators 
such as acousto-optic modulators (Cuadrado-Laborde et al., 2007; Delgado-Pinar et al., 
2006) and electro-optic modulators (El-Sherif & King, 2003; Zhao et al., 2006), which 
have the drawbacks of high maintenance cost, bulky and expensive. On the other hand, a 
passive approach, by integrating a tiny piece of SA in the laser cavity, is more desirable 
among researchers. In addition, the advantages of using SA to generate pulse fiber lasers 
are their flexibility, simplicity, inexpensive design, and less consideration of dispersion, 
nonlinearity, and compactness.

Semiconductor saturable absorber mirrors (SESAMs) were the first discovery of SA 
by Keller et al. (1996). They were widely used in the 90s, exhibiting a narrow bandwidth 
operation, limiting the broader tunable Q-switched operation (Okhotnikov et al., 2004). 
The challenges of utilizing SESAMs as SAs are bandwidth limitations and fabrication 
complexity. Hence, this motivates the other researchers to discover other potential materials 
to apply as SA. Two-dimensional (2D) nanomaterials as SA have been reported, such as 
graphene, carbon nanotube, topological insulators (TIs), transition metal dichalcogenides 
(TMDs), and black phosphorus (BP). However, these materials have drawbacks, such as 
graphene having a low percentage modulation depth of 1.3% per layer with zero bandgaps 
(Sun et al., 2016) and carbon nanotube, as SA has limited bandwidth and chirality control 
(Sun et al., 2012).

Furthermore, the use of TIs as SA, such as bismuth selenide (Bi2Se3), antimony telluride 
(Sb2Te3), and bismuth telluride (Bi2Te3), has a problem throughout the age of dominating 
bulk conduction. Its susceptibility to pollution in the air environment makes operation more 
challenging and restricts the uses of several devices due to the unique surface conditions of 
TI (Kim et al., 2014). Besides that, molybdenum disulfide (MoS2), tungsten disulfide (WS2), 
molybdenum diselenide (MoSe2), and tungsten diselenide (WSe2) are a few examples of 
TMD. These substances are indirect semiconductors in bulky states made of hexagonal 
metal atoms sandwiched between two chalcogenide layers. They have limitations in mid-
infrared applications because of their bandgap of more than 1.0 eV (Xia et al., 2014). BP 
is polarization-dependent and a hydrophilic substance that can easily interact with water; it 
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has certain limitations, including harrowing production and handling requirements (Island 
et al., 2015). Additionally, BP is not sufficiently stable, especially atomic BP, which is 
highly vulnerable to oxidative destruction in environmental settings.

Khaleel et al. (2019) have recently utilized magnesium oxide (MgO) as SA to generate 
a mode-locked pulse. From their study, the fixed repetition rate of 3.5 MHz is achieved at 
156 mW pump power with a pulse duration of 5.6 ps and signal-to-noise ratio (SNR) of 50 
dB. Moreover, the inorganic substance MgO had a direct band gap of (7.3 eV). Before now, 
it has been employed in several industrial, medicinal, and scientific-practical applications 
because of its affordable price, high breakdown field, high-temperature stability, and 
environmentally favorable characteristics (Płóciennik et al., 2016). Furthermore, due to its 
unique and alluring optical elements, such as its high optical transparency, high nonlinear 
optical susceptibility, strong breakdown field, and quick recovery time, MgO has recently 
attracted some interest in the field of ultrafast optics (Płóciennik et al., 2016; Faragl et al., 
2014; Mia et al., 2017). Besides that, Morshed et al. (2017) employed magnesium diboride 
(MgB2) to generate Q-switched by obtaining a pulse duration between 200 to 1700 ns based 
on a ytterbium-doped fiber laser. However, the pulse duration is changed between 200 to 
1200 ns to reduce the dispersion effects after integrating the acousto-optic modulator in the 
cavity (Morshed et al., 2017). Thus, this motivates us to apply other inorganic materials 
of Mg as SA, which is integrated with the materials in the Figure-eight-cavity design to 
generate Q-switched.

In this research, the novel material of Mg(NO3)2 film is successfully fabricated and 
synthesized as SA by the solvent casting approach by incorporating polyvinyl alcohol 
(PVA). The Mg(NO3)2 film has modulation depth and saturation intensity of 32.40% and 
0.07 MW/cm2, respectively. Furthermore, a Q-switched pulse fiber laser using Mg(NO3)2 
film as a Q-switcher is experimentally generated by exhibiting a maximum repetition rate 
of 72.56 kHz and a narrow pulse width of 3.00 µs. The maximum pulse energy and average 
output power of the Q-switched pulse are 6.20 nJ and 0.45 mW, respectively. Moreover, 
at the fixed pump power of 403.00 mW, the wavelength can be modified from 1528 nm 
to 1552 nm due to altering the knob of TBF, which gives the tuning range of 24.00 nm.

MATERIALS AND METHODS

Preparation of Magnesium Nitrate Film

The technique of producing SA, known as the solvent-cast method, calls for using 
a polymer as the host material. Polymer materials come in a wide variety of forms, 
some of which include polymethylmethacrylate (PMMA), polyvinyl alcohol (PVA), 
polycarbonate, and polyimide. The fact that the solvent-cast method utilizes a one-of-
a-kind drying process that dries a liquid on a surface without subjecting the material 
to any further mechanical or thermal stress is the primary benefit of this technique. 
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The material and polymer mixture must 
be transferred to a petri container before 
being utilized as SA. The mixture is 
allowable to dry to produce a film layer 
with room temperature conditions in a dry 
cabinet. Using a polymer composite can 
minimize the scattering and improve the 
homogeneous dispersion of the solution. 

Thus, the Mg(NO3)2 film is prepared 
using solvent casting, as demonstrated in 
Figure 1. The Mg(NO3)2 was purchased 
from Nanochemazone with a molecular 
weight of 148.313 g/mol, and the purity of 
the material was ≥99%. Firstly, 1 g of the 
polyvinyl alcohol (PVA), also known as a 
synthetic polymer, water-soluble, and 100 
ml of deionized water are mixed to dissolve 
the PVA by applying a magnetic stirrer in 
the beaker. Then, 10 mg of Mg(NO3)2 are 
dissolved in 5 ml PVA solution to create an 
Mg(NO3)2 solution. Then, the Mg(NO3)2 

Figure 1. The solvent casting method for preparing 
Mg(NO3)2

Mg(NO3)2
solution

Pour into petri dish

Dry 48 hr
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stirer1 g of PVA 

powder
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powder
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1.

2.

+

+ Ultrasonication 
90 minutes

Centrifugation 
10 minutes Mg(NO3)2

solution

3.

Mg(NO3)2
thin film

solution undergoes ultrasonication for 90 minutes and centrifugation for 10 minutes to 
obtain Mg(NO3)2-PVA suspension with stable solution. The Mg(NO3)2-PVA suspension is 
placed in a 14.4 cm3 petri container. Within 48 hours, the solution is permitted to dry in a 
dry cabinet to form Mg(NO3)2 film. Next, a Q-switcher is produced when a film is cut off 
and positioned within the fiber ferrule duo.

Characterization of Magnesium Nitrate Film

Figures 2(a) and (b) indicate the surface morphology of Mg(NO3)2 film with different 
magnifications of ×100 and ×10000, respectively, which is examined with the assistance 
of a Field Emission Scanning Electron Microscope. The surface morphology of Mg(NO3)2 
film depicts a peak and a valley on either side, potentially arising from a small alteration in 
the film’s thickness. Furthermore, the lack of aggregates is apparent. The Energy Dispersive 
X-ray exhibits the elements of magnesium, oxygen, nitrogen, and carbon, as demonstrated 
in Figures 2(c) and (d). The carbon parts appear during the characterization because the 
film is attached to the stage holder. However, the weight percentage of carbon elements is 
3.1%, which is lower than magnesium, oxygen, and nitrogen, with weight percentages of 
8.7%, 78.4%, and 9.8%, respectively. 
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The UV-Vis spectrophotometer is employed to capture the absorption spectrum of 
the Mg(NO3)2 film, which extends from 200 nm to 800 nm, as depicted in Figure 2(e). An 
evident peak signifies the occurrence of Mg(NO3)2 in the sample at 295 nm wavelength. 
Based on the measured absorption spectrum, the optical bandgap of Mg(NO3)2 film is 
recognized through the Tauc relation as Equation 1:

𝛼𝛼ℎ𝑣𝑣 = 𝐴𝐴 �ℎ𝑣𝑣 − 𝐸𝐸𝑔𝑔�
𝑛𝑛

    [1]

where α is the absorption coefficient, h is Planck’s constant, v is the photon’s frequency, 
A is constant, n is a type of transition; in this study, n=2, and Eg is the energy band gap. 
Determining the bandgap of a film of Mg(NO3)2 involves the extrapolation of the linear 
segment of the absorption edge towards the x-axis. The Tauc curve depicted in Figure 2(f) 
at y = 0 reveals that the optical band gap of the Mg(NO3)2 film is 4.80 eV. The analysis of 
the structural characteristics of Mg(NO3)2 film using Bruker-2D Phaser X-ray diffraction 
(XRD) in the range of 10°–80° is depicted in Figure 2(g). The main peaks are noticed, 
which are located at 15°, 25°, 27°, 28°, 30°, 33°, and 43.8°. The findings appear consistent 
with those of other studies (Sulaiman et al., 2013). The high intensities and narrow peaks 
of the Mg(NO3)2 film are observed in the specified peaks, and it is determined that this is 
because the Mg(NO3)2 film had a high crystallinity and minimum surface energy. 

On the other hand, it is determined that other peaks that had been noticed are caused by 
the substrate as well as other defects (Oztas et al., 2012). Figure 2(h) revealed the Fourier 
transform infrared spectroscopy (FTIR) analysis of the Mg(NO3)2 film, conducted utilizing 
a Perkin Elmer FTIR Spectrometer LR 64912C; N3896 outfitted with universal Attenuated 
Total Reflectance (ATR) sample stage and spectrum express FTIR software V1.3.2 Perkin 
Elmer LX100877-1. The FTIR spectrum of the sample displays a distinctive absorption 
band at 3351 cm-1, attributed to the O-H stretching band, N=O bending at 1645 cm-1, and a 
mixture of N-O stretching and bending of N=O at 1351 cm-1. Furthermore, the observation 
of bands at 819 cm-1 implies the existence of a bidentate type of NO3- ion when interacting 
with Mg2+ (Chang & Irish, 1973).

The balance twin detector is constructed to examine the nonlinear absorption 
characteristics of Mg(NO3)2 films. “modulation depth” refers to the most significant degree 
of change in the SA absorption. It is possible to excite it by emitting light of a specific 
wavelength. Regarding the construction of pulse fiber lasers, modulation depth is one of the 
most important criteria. A reasonably large modulation depth SA can achieve a short pulse 
width and effective self-starting functioning due to the robust pulse-shaping capacity that 
the absorber possesses. An arrangement of twin detectors has a home mode mode-locked 
pulse laser source, attenuator, optical coupler (OC) with a ratio of 50:50, and two optical 
power meters (OPM), as illustrated in Figure 3(a). A mode-locked pulse is applied to 
measure the optical power loss of Mg(NO3)2 with operating wavelength, repetition rate, and 
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Figure 2. Mg(NO3)2 film: (a) and (b) the surface morphology; (c) EDX spectrum; (d) weight percentage of 
elements; (e) absorption spectrum; (f) energy band gap; (g) XRD pattern; and (h) FTIR spectrum
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pulse width of 1570 nm, 38.73 MHz, and 
640 fs, respectively. In order to generate the 
graph depicted in Figure 3(b), the following 
saturation model Equation 2 is utilized so 
that it can be fitted to the experimental data.

                                                                   𝛼𝛼(𝐼𝐼) = 𝛼𝛼𝑠𝑠
1+𝐼𝐼/𝐼𝐼𝑠𝑠𝑠𝑠𝑠𝑠

 + 𝛼𝛼𝑛𝑛𝑠𝑠                                                                                 [2]

Where α is absorption, αns is non-saturable 
loss, αs is saturable absorption, I is 
intensity, and Isat is saturation intensity. The 
modulation depth, non-saturable absorption, 
and saturation intensity of Mg(NO3)2 film 
are 32.40%, 40.14%, and 0.07 MW/cm2, 
respectively. The comparatively large 
modulation depth is indicative of the 
strong pulse-shaping capabilities of the 
SA, which ultimately results in short pulse 
duration and dependable self-starting of the 
Q-switched operation. Applying the SA to 
the experimental setup, the light photons 
are absorbed by electrons in the valence 
band, which stimulates them toward the 
conduction band. It is how the nonlinear 
behavior of the SA can be described. It is 
expected that the energy of any photons 
absorbed will be equal to the bandgap. 
Because the Mg(NO3)2 film has a structure 
consisting of energy bands, a significant 

Figure 3. (a) Arrangement of twin detector method; 
(b) The nonlinear absorption of Mg(NO3)2 film; and 
(c) The illustration of insertion loss of Mg(NO3)2 film
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number of electrons can be excited once the high power intensity is used. In the conduction 
band, the absorption of photons is significantly diminished because of the prevalence of 
electrons present. Figure 3(c) illustrates the insertion loss of the Mg(NO3)2 film to measure 
how much the signal power is diminished after passing through the SA. The insertion loss 
of Mg(NO3)2 film is 2.8 dB.

Design of Figure-of-eight

Figure 4 depicts the cavity design known as the figure-of-eight incorporating the Mg(NO3)2 

film. The schematic design consists of a nonlinear amplifying mirror (NALM) (first loop) 
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and an optical isolator with an output optical coupler (unidirectional ring cavity) (second 
loop). A 50% optical coupler connects the two loops of Figure-of-eight. The first rings 
constructed for NALM consist of an EDF M-5 as gain media with 2 m length, wavelength 
division multiplexing (WDM) with a 980/1550 nm ratio, and Mg(NO3)2 film as SA. The 
small pieces of Mg(NO3)2 film are cut with the size of 1.74 mm2 and attached to the fiber 
ferrules, then sandwiched between two fiber ferrules to form an SA. The area is measured 
using an optical microscope, as shown in Figure 4(b). The matching gel is dropped on the 
fiber ferrules to minimize light’s back reflections and guarantee that the Mg(NO3)2 film is 
wholly attached to the fiber ferrule’s functional area. The EDF M-5 has specifications such 
as absorption coefficients of 6.43 dB/m at a wavelength of 1530 nm, a coating diameter 
of 240.3 µm, core concentricity of 0.26 µm, a cut-off wavelength of 949 nm, a numerical 
aperture of 0.23, mode field diameter of 5.8 µm and fiber diameter of 124.9 µm. The 
propagation of the electric fields determines the laser pulse evolution in the NALM. Upon 
passing through the coupler, the electric fields are divided into two distinct components of 
varying intensities, propagating in opposite directions within the cavity (Han et al., 2020). 
E3 and E4 determine the electric fields circulated in the NALM in the clockwise (CW) 
and counterclockwise (CCW) directions, as presented in Figure 5.

Figure 4. (a) Experimental design of tunable Q-switched pulse fiber laser using Mg(NO3)2 film; and (b) A 
small piece of SA is attached to the fiber ferrule

Figure 5. Schematic representation of NALM: (a) clockwise; and (b) counterclockwise direction
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RESULTS AND DISCUSSION

A passive method is implemented to generate a Q-switched pulse fiber laser, and this 
is accomplished by incorporating a figure-of-eight cavity design into which a film of 
Mg(NO3)2 has been incorporated. After the Mg(NO3)2 film has been inserted, it is possible 
to observe the self-starting Q-switched pulse fiber laser functioning at 154.30 mW of pump 
power. Due to the high transmission loss impact caused by the Mg(NO3)2 embedded with 
PVA to produce a film, the Q-switched threshold is slightly higher than it would have 
been otherwise. Raising the pump power to 403.00 mW will allow for generating a steady 
Q-switched pulse. 

The Q-switched spectrum has a center wavelength of 1553 nm, with an output power 
of -7.9 dBm and a resolution of 1.0 nm, as shown in Figure 6(a). Several peaks can be 
seen in the optical spectrum as a result of mode competition and a greater cavity length 
in the figure-of-eight designs. This competition mode is created due to a uniform gain 
broadening in EDF. Besides, in the context of electromagnetic fields in cavities, such as 
a figure-eight resonator, competition between multiple peaks refers to the phenomenon 
where different resonant modes within the cavity are vying for energy, and their frequencies 
influence each other. This competition arises due to the interaction and coupling between 
these modes, and it can lead to shifts in the resonant frequencies and changes in the mode 
shapes. However, it can be mitigated with the help of the inhomogeneous loss features of 
nonlinear polarization rotation (NPR), which causes intensity-dependent loss for various 
frequencies. Consequently, the equilibrium between the inhomogeneous loss generated 
by NPR and the mode competition effect of the EDF can result in stable multiple peak 
oscillations at room temperature with a uniform power distribution among the wavelengths 
(Feng et al., 2006).

Further increasing the pump power above 403.00 mW shows an irregular Q-switched 
pulse, and the pulse is stable when the pump power is between 154.30 mW and 403.00 
mW. This phenomenon indicated that the Mg(NO3)2 film did not experience damage SA. 
It affects the unstable Q-switched caused by the oversaturation of the Mg(NO3)2 film 
when exposed to a high incident intensity. The process in the Mg(NO3)2 film is related 
to two-photon absorption, which has been initiated because of the high optical intensity. 
Therefore, the absorption coefficient increases as pump power continuously rises. As a 
result, the Q-switched procedure is unable to continue when the pump power is above 
403.00 mW. The Mg(NO3)2 film in the laser cavity is eliminated to observe the condition 
of the Q-switched pulse. The findings indicate that only continuous waves appear on the 
OSC and OSA, which proves that the Q-switched pulse fiber laser can be generated with 
the help of Mg(NO3)2 film.

Figure 6(b) illustrates a steady Q-switched pulse train operating with a maximum pump 
power of 403.00 mW. The repetition rate of 72.56 kHz relates to a period of 13.78 µs and 
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a pulse width of 3.00 µs. Additionally, the pulse trains maintained a constant intensity 
distribution with no discernible variation or amplitude modulation. It demonstrates the pulse 
regime’s stability and capacity to function at different repetition rates and pulse widths. 
Then, the stability of the pulse is investigated from the OSC, as illustrated in Figure 6(c). 
The resolution bandwidth and span from the OSC are 300 kHz and 300 Hz, respectively. 

Figure 6. Q-switched pulse fiber laser: (a) optical 
spectrum; (b) pulse train; and (c) fundamental 
frequency at a pump power of 403.00 mW

(a)

(b)

(c)

The fundamental frequency is precisely 
synchronized with the Q-switched pulse 
repetition rate of 72.56 kHz. Regarding the 
signal-to-noise ratio (SNR), the fundamental 
frequency has a value of 63.59 dB. The SNR 
is more significant than 50.00 dB, better or 
comparable to those reported by Q-switched 
pulse fiber laser by platinum (Yuzaile et 
al., 2019) and indium tin oxide (Zalkepali 
et al., 2019). Hence, these show that the 
Q-switched laser is steady, which might be 
appropriate for real-world uses.

When tuning the pump power, the 
Q-switched pulse fiber laser’s repetition 
rate rises continuously from 35.36 kHz to 
72.56 kHz. In the meantime, as seen in 
Figure 7(a), the pulse width dramatically 
declined, starting from 4.24 μs to 3.00 μs, 
because more photons are cycled inside 
the figure-of-eight cavity due to increasing 
pump power, saturating the Mg(NO3)2 film. 
Hence, by enhancing the modulation depth 
of Mg(NO3)2 film and shortening the fiber 
laser cavity design, the pulse width of the 
Q-switched pulse may be further reduced. 

Figure 7(b) illustrates the patterns in 
average output power with a steady rise 
from 0.03 mW to 0.45 mW between working 
pump power of 154.30 mW and 403.00 
mW. The same goes for Q-switched pulse 
energy, steadily increasing against the pump 
power from 0.88 nJ to 6.20 nJ. Both values 
are consistent with the Q-switched pulse 
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fiber laser’s usual properties. The proposed research shows no stable mode-locked pulse 
operation with this SA. These outcomes might be explained by the SA’s significant inset 
loss or small modulation depth. For instance, the mode-locking process in the fiber laser 
will not be achieved when the SA cannot compensate for the output-induced disturbance 
or the dispersion-induced temporal broadening (Mao et al., 2016; Feng et al., 2016).

The stable Q-switched pulse at the pump power of 403.00 mW is observed for the 
wavelength tunability by integrating TBF inside the cavity design. The continuously 
tunable wavelength of the Q-switched pulse is obtained from 1528 nm to 1552 nm with a 
tuning range of 24 nm, as depicted in Figure 8(a). Parameters of repetition rate and pulse 
width are plotted, as displayed in Figure 8(b), against the lasing wavelength. The repetition 
rate varies significantly between 35.36 kHz and 72.56 kHz as the laser’s wavelength is 
adjusted between 1528 and 1552 nm. It explains that the intracavity laser is more powerful, 
and Mg(NO3)2 film bleaching occurs more quickly under quicker population inversion/
depletion at a larger-gain EDF wavelength, resulting in a higher repetition rate. The pulse 
width can range between 2.10 µs to 4.10 µs depending on the tuning range. Beyond the 
tuning wavelength, no Q-switched pulse is observed, indicating the limitation of stable 
wavelength tunability.

In this research, various SAs have been compared in Table 1 with Q-switched 
parameters. The highest repetition rate, smallest pulse width, highest pulse energy and 
operation, tunable wavelength, and SNR are examined and compared for the Q-switched 
features. Compared to MgO, MgB2, WTe2, Alq3, TiO2, and ITO, our work’s SNR value 
is more outstanding, demonstrating that our suggested SA has superior stability and 
performance in producing the Q-switched pulse fiber laser. Although the WTe2 has a more 

Figure 7. The relationship of: (a) repetition rate and pulse width; and (b) pulse energy and average output 
power by varying the pump power
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significant tuning range, it still has a broader pulse width than other SA. As a result, the 
suggested SA effectively produces the tunable Q-switched pulse fiber laser.

The present study found that the absence of a mode-locked spectrum can be attributed 
to several factors within the laser cavity and the preparation of the Mg(NO3)2  as an SA. 
One significant contributing factor is the elongated length of the laser cavity, which poses 
a challenge in attaining a mode-locked spectrum. Hence, optimizing the cavity length 
to enable efficient operation in a mode-locked regime is crucial. Furthermore, the initial 
presence of high cavity loss poses a challenge in achieving the necessary power level for 
successful mode-locked operation. The potential cause of this cavity loss can be attributed 
to various factors, including the characteristics of the SA itself, the fiber ferrule adapter, 
and other components incorporated into the figure-eight cavity design. The successful 
attainment of mode-locked operation necessitates the synchronization of phases across 
numerous longitudinal modes.

CONCLUSION

In conclusion, a novel inorganic Mg(NO3)2 film material is successfully investigated as a 
Q-switcher. The Mg(NO3)2 film is synthesized using solvent casting. Based on the analysis 
of the nonlinear absorption, the modulation depth is 32.40%, and the saturation intensity is 
0.07 MW/cm2. The higher repetition rate of 72.56 kHz is performed at a stable Q-switched 
pulse fiber laser using 403.00 mW pump power, displaying the shortest pulse of 3.00 μs. 
Furthermore, incorporating TBF in a figure-of-eight cavity design at 403.00 mW pump 
power allows the Q-switched pulse fiber laser wavelength to be adjusted from 1528 nm 
to 1552 nm. Consequently, it provides tuning results for a pulse width of 2.10 μs to 4.10 
μs. Meanwhile, the repetition rate ranges from 67.90 kHz to 35.80 kHz. Therefore, the 

Figure 8. (a) The tunable Q-switched pulse fiber laser; and (b) the relationship of repetition rate and pulse 
width at a fixed pump power of 403.00 mW

(a) (b)

4.50
4.00
3.50
3.00
2.50
2.00
1.50
1.00
0.50
0.00

Pu
ls

e 
w

id
th

 (μ
s)

1525    1530    1535    1540    1545    1550   1555
Wavelength (nm)

80

70

60

50

40

30

20

10

0

R
ep

et
iti

on
 ra

te
 (k

H
z)

0

-10

-20

-30

-40

-50

-60

-70

O
ut

pu
t p

ow
er

 (d
B

m
)

1500  1510  1520   1530  1540  1550  1560  1570  1580
Wavelength (nm)

1535 nm

1528 nm 1552 nm
1545 nm

Pulse width
Repetition rate



913Pertanika J. Sci. & Technol. 32 (2): 901 - 916 (2024)

Inorganic Material of Magnesium Nitrate Film as a Q-Switcher

Ta
bl

e 
1

Th
e 

co
m

pa
ri

so
n 

of
 p

re
vi

ou
s s

at
ur

ab
le

 a
bs

or
be

rs
 w

ith
 th

is
 w

or
k

Ty
pe

s o
f 

SA
M

od
ul

at
io

n 
de

pt
h 

(%
)

Sa
tu

ra
tio

n 
 

In
te

ns
ity

 
(M

W
/c

m
2 )

O
pe

ra
tio

na
l 

/ T
un

ab
le

 
W

av
el

en
gt

h 
(n

m
)

Tu
ni

ng
 

ra
ng

e 
(n

m
)

R
ep

et
iti

on
 

ra
te

 (k
H

z)
Pu

ls
e 

w
id

th
  

(μ
s)

Pu
ls

e 
en

er
gy

 (n
J)

Av
er

ag
e 

ou
tp

ut
 

po
w

er
 

(m
W

)

SN
R

 
(d

B
)

R
ef

.

M
gO

32
.4

16
.0

0
15

69
.1

/N
A

N
A

35
00

00
.0

0
0.

00
00

05
6

2.
17

3.
5

50
.0

0
K

ha
le

el
 e

t a
l.,

 2
01

9
M

gB
2

N
A

N
A

10
70

/N
A

N
A

50
.0

0
0.

92
N

A
N

A
N

A
M

or
sh

ed
 e

t a
l.,

 2
01

7
W

Te
2

20
.0

0.
02

5
14

94
/1

45
9-

15
13

54
36

.5
0

3.
70

16
.5

0.
60

42
.0

0
A

hm
ad

, I
sm

ai
l e

t a
l.,

 
20

20
A

lq
3

8.
1

3.
00

0
15

63
.3

/1
52

0-
15

63
.3

43
.3

71
.0

0
2.

12
37

.0
2.

63
53

.0
0

Sa
la

m
 e

t a
l.,

 2
02

1

Ti
O

2
19

.1
0.

04
0

15
32

-1
57

0
38

83
.3

0
0.

08
0.

41
N

A
45

.0
0

A
hm

ad
 e

t a
l.,

 2
01

9
IT

O
N

A
N

A
15

62
.0

7/
15

40
-

15
70

30
94

.3
4

3.
22

30
.2

9
2.

86
58

.9
3

Za
lk

ep
al

i e
t a

l.,
 

20
21

M
g(

N
O

3) 2
1.

5
0.

45
0

15
62

.3
7 

/
15

28
-1

55
2

24
72

.5
6

3.
00

6.
20

0.
45

63
.5

9
Th

is
 w

or
k



914 Pertanika J. Sci. & Technol. 32 (2): 901 - 916 (2024)

Inorganic Material of Magnesium Nitrate Mg(NO3)2 Film as Q-Switcher in the C-Band Region

Mg(NO3)2 film may have the opportunity to be implemented in an application involving 
optical communications. Furthermore, the ultrashort pulse fiber laser can be obtained by 
optimizing the preparation of Mg(NO3)2 film and figure-of-eight cavity design.

ACKNOWLEDGEMENTS

Communication of this research is made possible through monetary assistance from 
Universiti Tun Hussein Onn Malaysia (UTHM) and the UTHM Publisher’s Office via 
Publication Fund E15216. This work was supported by the Ministry of Higher Education, 
Government of Malaysia, under the project Fundamental of Research Grant Scheme 
(FRGS) FRGS/1/2019/WAB05/UTHM/02/4 (Grant No: K170).

REFERENCES
Ahmad, H., Albaqawi, H.S., Yusoff, N., Bayang, L., Kadir, M. Z. B. A., & Yi, C.W. (2020). Tunable passively 

Q-switched erbium-doped fiber laser based on Ti3C2Tx MXene as saturable absorber. Optical Fiber 
Technology, 58, Article 102287. https://doi.org/10.1016/jyofte.2020.102287

Ahmad, H., Ismail, N. N., Aidit, S. N., Yusoff, N., & Zulkifli, M. Z. (2020).  Tunable S+/S band Q-switched 
thulium-doped fluoride fiber laser using tungsten ditelluride (WTe2). Results in Physics, 17, Article 
103124.  https://doi.org/10.1016/j.rinp.2020.103124

Ahmad, H., Reduan, S. A., Ruslan, N. E., Lee, C. S. J., Zulkifli, M. Z., & Thambiratnam, K. (2019). 
Tunable Q-switched erbium-doped fiber laser in the C-band region using nanoparticles (TiO2). Optics 
Communications, 435, 283-288. https://doi.org/10.1016/j.optcom.2018.11.035

Ahmad, H., Soltanian, M.R.K., Narimani, L., Amiri, I.S., Khodaei, A., & Harun, S.W. (2015). Tunable S-band 
Q-switched fiber laser using Bi2Se3 as the saturable absorber. IEEE Photonics Journal, 7(3), 1-8.  https://
doi. org/ 10.1109/JPHOT.2015.2433020

Chang, T. G., & Irish, D. E. (1973).  Raman and infrared spectra study of magnesium nitrate-water systems. The 
Journal of Physical Chemistry, 77(1), 52-57. https://doi.org/10.1021/j100620a011

Chen, Y., Zhao, C., Chen, S., Du, J., Tang, P., Jiang, G., Zhang, H., Wen, S., & Tang, D. (2013). Large energy, 
wavelength widely tunable, topological insulator Q-switched erbium-doped fiber laser. IEEE Journal of 
Selected Topics in Quantum Electronics, 20(5), 315-322.  https://doi. org/10.1109/JSTQE.2013.2295196

Cuadrado-Laborde, C., Delgado-Pinar, M., Torres-Peiró, S., Díez, A. & Andrés, M.V. (2007). Q-switched all-
fibre laser using a fibre-optic resonant acousto-optic modulator. Optics Communications, 274(2), 407-411.  
https://doi.org/10.1016/j.optcom.2007.02.032

Degnan, J. J. (1995). Optimization of passively Q-switched lasers. IEEE Journal of Quantum Electronics, 31(11), 
1890-1901. https://doi.org/10.1109/3.469267

Delgado-Pinar, M., Zalvidea, D., Diez, A., Pérez-Millán, P., & Andrés, M. V. (2006). Q-switching of an all-fiber 
laser by acousto-optic modulation of a fiber Bragg grating. Optics Express, 14(3), 1106-1112. https://doi.
org/10.1364/OE.14.001106



915Pertanika J. Sci. & Technol. 32 (2): 901 - 916 (2024)

Inorganic Material of Magnesium Nitrate Film as a Q-Switcher

El-Sherif, A. F., & King, T. A. (2003).  High-energy, high-brightness Q-switched Tm3+-doped fiber laser using 
an electro-optic modulator. Optics Communications, 218(4-6), 337-344. https://doi.org/10.1016/s0030-
4018(03)01200-8

Faragl, M. A., El-Okr, M., Mahani, R. M., Turky, G. M., & Afify, H. H. (2014). Investigation of dielectric and 
optical properties of MgO thin films. International Journal of Advancement in Engineering, Technology 
and Computer Sciences, 1(1), 1-9.

Feng, T., Mao, D., Cui, X., Li, M., Song, K., Jiang, B., Lu, H., & Quan, W. (2016). A filmy black-phosphorus 
polyimide saturable absorber for Q-switched operation in an erbium-doped fiber laser. Materials, 9(11), 
Article 917. https://doi.org/10.3390/ma9110917

Feng, X., Tam, H. Y., & Wai, P. K. A. (2006). Stable and uniform multiwavelength erbium-doped fiber laser using 
nonlinear polarization rotation. Optics Express, 14(18), 8205-8210. https://doi.org/10.1364/OE.14.008205

Han, Y., Guo, Y., Gao, B., Ma, C., Zhang, R., & Zhang, H. (2020).  Generation, optimization, and application 
of ultrashort femtosecond pulse in mode-locked fiber lasers. Progress in Quantum Electronics, 71, Article 
100264. https://doi.org/10.1016/j.pquantelec.2020.100264

Island, J. O., Steele, G. A., van der Zant, H. S., & Castellanos-Gomez, A. (2015). Environmental instability 
of few-layer black phosphorus. 2D Materials, 2(1), Article 011002. https://doi.org/10.1088/2053-
1583/2/1/011002

Keller, U., Weingarten, K. J., Kartner, F. X., Kopf, D., Braun, B., Jung, I. D., Fluck, R., Honninger, C., 
Matuschek, N., & Der Au, J. A. (1996). Semiconductor saturable absorber mirrors (SESAM’s) for 
femtosecond to nanosecond pulse generation in solid-state lasers. IEEE Journal of selected topics in 
Quantum Electronics, 2(3), 435-453. https://doi.org/10.1109/2944.571743

Khaleel, W. A., Sadeq, S. A., Alani, I. A. M., & Ahmed, M. H. M. (2019).  Magnesium oxide (MgO) thin film 
as saturable absorber for passively mode locked erbium-doped fiber laser. Optics & Laser Technology, 115, 
331-336. https://doi.org/10.1016/j.optlastec.2019.02.042

Kim, N., Lee, P., Kim, Y., Kim, J. S., Kim, Y., Noh, D. Y., Yu, S. U., Chung, J., & Kim, K. S. (2014). Persistent 
topological surface state at the interface of Bi2Se3 film grown on patterned graphene. ACS Nano, 8(2), 
1154-1160. https://doi.org/10.1021/nn405503k

Mao, D., She, X., Du, B., Yang, D., Zhang, W., Song, K., Cui, X., Jiang, B., Peng, T., & Zhao, J. (2016).  
Erbium-doped fiber laser passively mode locked with few-layer WSe2/MoSe2 nanosheets. Scientific 
Reports, 6(1), Article 23583. https://doi.org/10.1038/srep23583

Mia, M. N. H., Pervez, M. F., Hossain, M. K., Rahman, M. R., Uddin, M. J., Al Mashud, M. A., Ghosh, H. 
K., & Hoq, M. (2017). Influence of Mg content on tailoring optical bandgap of Mg-doped ZnO thin film 
prepared by sol-gel method. Results in physics, 7, 2683-2691. https://doi.org/10.1016/j.rinp.2017.07.047

Morshed, M., Hattori, H. T., Haque, A., & Olbricht, B. C. (2017).  Magnesium diboride (MgB2) as a saturable 
absorber for a ytterbium-doped Q-switched fiber laser. Applied Optics, 56(27), 7611-7617. https://doi.
org/10.1364/AO.56.007611

Okhotnikov, O., Grudinin, A., & Pessa, M. (2004).  Ultra-fast fibre laser systems based on SESAM technology: 
New horizons and applications. New Journal of Physics, 6(1), Article 177. https://doi.org/10.1088/1367-
2630/6/1/177



916 Pertanika J. Sci. & Technol. 32 (2): 901 - 916 (2024)

Inorganic Material of Magnesium Nitrate Mg(NO3)2 Film as Q-Switcher in the C-Band Region

Oztas, M., Bedýr, M., Sur, S., & Öztürk, Z. (2012). Influence of an aqueous/ethanolic solution on the structural 
and electrical properties of polycrystalline ZnS films. Chalcogenide Letters, 9(6), 249-256. 

Płóciennik, P., Guichaoua, D., Zawadzka, A., Korcala, A., Strzelecki, J., Trzaska, P., & Sahraoui, B. 
(2016). Optical properties of MgO thin films grown by laser ablation technique. Optical and Quantum 
Electronics, 48, 1-12. https://doi.org/10.1007/s11082-016-0536-8

Salam, S., Nizamani, B., Yasin, M., & Harun, S. W. (2021). C-band tunable Q-switched fiber laser based on 
Alq3 as a saturable absorber. Results in Optics, 2, Article 100036. https://doi.org/10.1016/j.rio.2020.100036

Sulaiman, M., Rahman, A. A., & Mohamed, N. S. (2013). Structural, thermal and conductivity studies of 
magnesium nitrate–alumina composite solid electrolytes prepared via sol-gel method. International 
Journal of Electrochemical Science, 8, 6647-6655.

Sun, Z., Hasan, T., & Ferrari, A. C. (2012). Ultrafast lasers mode-locked by nanotubes and graphene. Physica 
E: Low-dimensional Systems and Nanostructures, 44(6), 1082-1091. https://doi.org/10.1016/j.
physe.2012.01.012

Sun, Z., Martinez, A., & Wang, F. (2016). Optical modulators with 2D layered materials.  Nature Photonics, 
10(4), 227-238. https://doi.org/10.1038/nphoton.2016.15

Xia, F., Wang, H., & Jia, Y. (2014). Rediscovering black phosphorus as an anisotropic layered material for 
optoelectronics and electronics. Nature Communications, 5(1), Article 4458. https://doi.org/10.1038/
ncomms5458

Yuzaile, Y. R., Awang, N. A., Zalkepali, N. U. H. H., Zakaria, Z., Latif, A. A., Azmi, A. N., & Hadi, F. A. 
(2019). Pulse compression in Q-switched fiber laser by using platinum as saturable absorber. Optik, 179, 
977-985. https://doi.org/10.1016/j.ijleo.2018.11.057

Zalkepali, N. U. H. H., Awang, N. A., Yuzaile, Y. R., Zakaria, Z., Latif, A. A., Ali, A. H., & Mahmud, N. 
N. H. E. N. (2019). Indium tin oxide thin film based saturable absorber for Q-switching in C-band 
region.  Journal of Physics: Conference Series IOP Publishing, 1371(1), Article 012018. https://doi.org/ 
10.1088/1742-6596/1371/1/012018

Zalkepali, N. U. H. H., Awang, N. A., Yuzaile, Y. R., Zakaria, Z., Latif, A. A., Ali, A. H., & Mahmud, N. N. H. 
E. (2021). Tunable indium tin oxide thin film as saturable absorber for generation of passively Q-switched 
pulse erbium-doped fiber laser. Indian Journal of Physics, 95, 733-739. https://doi.org/10.1007/s12648-
020-01738-y

Zhao, S., Zhao, J., Li, G., Yang, K., Sun, Y., Li, D., An, J., Wang, J. & Li, M. (2006). Doubly Q‐switched 
laser with electric‐optic modulator and GaAs saturable absorber. Laser Physics Letters, 3(10), 471-473. 
https://doi.org/ 10.1002/lapl.200610038



Pertanika J. Sci. & Technol. 32 (2): 917 - 942 (2024)

Journal homepage: http://www.pertanika.upm.edu.my/

© Universiti Putra Malaysia Press

SCIENCE & TECHNOLOGY

ISSN: 0128-7680
e-ISSN: 2231-8526

Article history:
Received: 19 April 2023
Accepted: 12 September 2023
Published: 26 March 2024

ARTICLE INFO

DOI: https://doi.org/10.47836/pjst.32.2.23

E-mail addresses:
zarirah@usm.my (Zarirah Karrim Wani)
mebaha@usm.my (Ahmad Baharuddin Abdullah)
* Corresponding author

Review Article

Bead Geometry Control in Wire Arc Additive Manufactured 
Profile — A Review 
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ABSTRACT 

Wire arc additive manufacturing (WAAM) is a well-established additive manufacturing 
method that produces 3D profiles. A better deposition efficiency can be achieved by 
understanding the parameters that may influence the geometry of the bead. This paper 
provides a review that focuses on the factors that may influence the formation of the 3D 
profile. The included factors are the flow pattern of the molten pool after deposition, the built 
structure and orientation, the heat input and cooling conditions, the welding parameters, 
and other uncertainties. This review aims to facilitate a better understanding of these factors 
and achieve the optimum geometry of the 3D parts produced. According to the literature, 
the behavior of molten pools is identified as one of the major factors that can impact the 
deposition efficiency of a bead and govern its geometry. The review indicated that the 
flow behavior of the molten pool and the geometry of the deposited bead are significantly 
affected by most welding parameters, such as torch angle, wire travel speed, filler feed rate, 
and cooling conditions. Furthermore, this paper incorporates the technology utilized for 
comprehending the behaviors of the molten pool, as it constitutes an integral component 

of the control strategy. It has been concluded 
that automated planning and strategy are 
necessary to ensure efficient deposition by 
controlling those factors. The integration of 
artificial intelligence could bring benefits 
in planning to address the variation and 
complexity of shapes.

Keywords: Bead geometry, deposition efficient, 
molten pool, wire arc additive manufacturing 
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INTRODUCTION

Wire Arc Additive Manufacturing (WAAM) has been highlighted as a metal 3D printing 
method that holds immense promise for large-scale (Ermakova et al., 2020; Laghi et al., 
2021) 3D printing applications across a wide range of sectors. WAAM employs arc welding 
methods that are also used in gas tungsten arc welding (GTAW), gas metal arc welding 
(GMAW), or plasma arc welding (PAW). WAAM, on the other hand, stands out due to its 
far superior computer control. WAAM’s key features are material and feedstock, software, 
power supply, and understanding of these aspects. WAAM, in particular, can work with 
a wide variety of metals as long as they are in the form of wire. Metals include stainless 
steel, nickel-based alloys, titanium alloys, and aluminum alloys. Furthermore, WAAM is 
compatible with any metal that can be welded and utilizes a heat source for melting the wire. 
The wire melts and is subsequently deposited onto the substrate in the form of a molten 
pool. Once cooled to room temperature, it undergoes solidification and forms into a bead. 
The process is repeated, layer by layer, until a 3D profile with a specific geometry is formed. 
The geometry of the bead depends on various process factors, including current, voltage, 
travel speed, wire feed rate, torch angle, and the distance between the torch and substrate.

WAAM offers various advantages, including a high deposition rate, which can provide 
significant benefits for production and throughput (Lin et al., 2021; Liu et al., 2020; 
Rodrigues et al., 2019). A wide range of materials can be used for WAAM in wire form 
(Rodrigues et al., 2019). The material properties in WAAM parts are improved through 
supplemental considerations, including heat input and the cooling process (Su et al., 2019). 
Producing metal 3D parts, which requires an established manufacturing process such as the 
welding process, is also beneficial in terms of reasonable cost (Li, Chen et al., 2018; Liu et 
al., 2020; Shen et al., 2020). Despite the benefits, WAAM has shortcomings, such as high 
residual stress and distortion, low part accuracy and surface roughness (Paskual et al., 2018), 
and near net shape, which requires an additional finishing process like machining (Wu et 
al., 2018b). Residual stress and distortion commonly occur due to excessive energy input, 
high deposition rate, and large temperature gradient in wire-fed additive manufacturing 
(AM) processes. The most difficult challenge in WAAM is heat management because the 
process requires metal in wire form to be melted. The geometry of the deposited material 
is determined by the behavior of molten material in a pool. This behavior is influenced by 
heat, mass transfer, and cooling.  

Gas Metal Arc Welding (GMAW) is the most commonly used energy source in WAAM 
because GMAW-based additive manufacturing has several advantages, the most important 
of which is lower cost (Chernovol et al., 2020; Giarollo et al., 2022; Navarro et al., 2021; 
Van Thao, 2020). In addition, the technique offers a high deposition rate (Chaturvedi et 
al., 2021; Nagasai et al., 2021; Paskual et al., 2018; Shen et al., 2020; Van Thao, 2020) 
and high welding efficiency, that is, material and energy (Giarollo et al., 2022; Greebmalai 
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& Warinsiriruk, 2020; Henckell et al., 2020; Paskual et al., 2018; Reisgen et al., 2020). 
GMAW is more suitable for medium and large components (Feucht et al., 2021; Gierth 
et al., 2020; Pandey, 2019; Waldschmitt, 2019). Other important features of GMAW are 
multi-material (Hauser, Reisch, Seebauer et al., 2021; Karayel & Bozkurt, 2020; Leicher 
et al., 2020) and improved material properties like impact strength (Nagasai et al., 2021; 
Waqas et al., 2018) but less in terms of dimensional accuracy (Rosli et al., 2019; Wang 
et al., 2022).

The paper commences by providing a comprehensive explanation of fundamental 
WAAM knowledge, including the molten pool, bead geometry, and the behaviors of 
different WAAM welding and process parameters that result in efficient material deposition. 
The efficacy is measured based on the geometrical representation of the profile, which 
includes height, width, and volume. It is assumed that the integrity issue has been resolved. 
It is important to understand the behavior of the molten pool during deposition to achieve a 
good bead geometry for a thin wall structure. This understanding enables shorter building 
times or higher welding efficiency.  

BEAD GEOMETRY

The geometry of beads is a crucial aspect of WAAM, as it impacts the quality of the 
parts, their structural integrity, and overall performance. In WAAM, a welding bead is a 
deposited layer of molten metal laid down by the welding process to construct a three-
dimensional object. Like other welding processes, a welding bead is created in WAAM 
when the welding wire is melted and fused with the underlying base material. However, 
in the context of WAAM, these beads are deposited layer by layer to gradually construct a 
complex part or component. Figure 1 depicts a schematic diagram of the typical geometry 
of a bead. The welding bead cross-section can determine the bead height, width, radius, 
and degree of contact angle. The parameters set during the deposition process determine 
the size and geometry of the welding bead. Bead geometry includes shaping individual 
beads, ensuring bead consistency, managing the overlapping of multiple beads, controlling 
thin wall formation, and achieving accurate solid structures. Figure 2 depicts an example 
of geometry produced by the WAAM process.  

Figure 1. Schematic diagram of a weld bead

Single bead shaping involves the control 
of the shape and dimensions of individual 
beads as they are deposited layer by layer. 
Properly shaping a single bead contributes 
to the accuracy of part dimensions and 
surface finish. Optimize process parameters 
(arc voltage, wire feed rate, and travel 
speed) for precise bead shaping. According 

Bead width

Bead height Welding bead

Substrate
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to Venkatarao’s (2021) research, the depth 
of the weld bead is primarily determined 
by current and torch angles, while the 
breadth and height are influenced by wire 
feed speed and welding speed (Venkatarao, 
2021). When different torch angles are 
used, the bead results are comparable. For 
instance, when a 90° torch angle is used, 
the influence of arc force at a 60° angle 
has a lesser effect on the molten pool and 
depth of metal deposition. In comparison 
to single-bead shaping, multi-bead shaping 
necessitates greater attention due to the 
importance of effectively managing the 
interaction between adjacent beads as they 
overlap to achieve a bond that is seamless 

Solid 
structure

After 
secondary 

process

Thin wall

Single bead

Bead 
geometryMulti-bead 

overlapping

Figure 2. Example of bead geometry produced by 
WAAM

and robust. Properly overlapping multiple beads prevents the occurrence of gaps or voids 
between the beads, thereby ensuring a continuous and robust build. To achieve proper 
multi-bead overlapping, selecting appropriate overlap strategies (full or partial) based on 
part specifications and optimizing the overlap amount and pattern for uniform fusion and 
minimum gaps is necessary. Maintain consistent spacing between overlapping beads, and 
by adjusting the travel speed and direction, produce a seamless transition between beads.  

In modern times, the prediction of bead geometry size can be achieved through 
applications such as the artificial neural network (Karmuhilan & Sood, 2018). The diagram 
of this approach is shown in Figure 3. Panchagnula and Simhambhatla (2018) also introduced 
a mathematical model that predicts the geometry of subsequent layers based on the height 

How does ANN work in WAAM?
• Gather comprehensive data on process 

parameters (arc voltage, wire feed rate, 
travel speed), material properties, and 
bead geometries from previous WAAM 
builds.

• Choose an appropriate modelling 
approach: data-driven (machine 
learning, neural networks) or physics-
based (finite element analysis, 
computational fluid dynamics).

• Consider the complexity of the problem, 
availability of data, and desired level of 
accuracy.

• Compare predicted bead geometries 
with actual measurements to assess 
the accuracy of the model.

Figure 3. ANN model in predicting bead geometry (Karmuhilan & Sood, 2018)
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and width of the first layer. The mathematical model can also demonstrate the relationship 
between the parameters and bead geometry (Panchagnula & Simhambhatla, 2018). Li, Ma et 
al. (2018) discovered that the stability of the formed bead is also important in the fabrication 
of large parts using weave beads. According to Dinovitzer et al. (2019), the geometry and 
microstructure of welding beads were determined to be the most affected by travel speed and 
current. In addition to single and multi-bead, printing a thin wall structure also necessitates 
meticulous control of deposition parameters to avoid distortion, warping, or collapse of said 
structure. It is recommended that the process parameters be fine-tuned to balance heat input 
and prevent warping to achieve a good bead geometry for a thin wall structure. By utilizing 
preheating or controlled environments, one can minimize thermal stresses.  

One can achieve accurate deposition of thin walls by opting for smaller layer heights. 
It is essential to maintain bead consistency in thin walls for structural integrity. The user is 
interested in controlling the placement and dimensions of beads to accurately replicate the 
intended design of a solid structure. One is suggested to have an accurate bead deposition 
to ensure the final part meets design specifications and functional requirements. Employing 
precise CAD/CAM software makes it easier to produce an accurate part design and bead 
path planning, as shown in Figure 4. It is important to define a path for the depositing 
process because the backward fluid flow and swelling of metal in the molten pool can 
explain the uneven bead geometry and the length of the beginning region is positively 
related to the sloped shape at its end and the length of the molten pool (Jafari et al., 2021). 
Implementing iterative testing and optimization based on data from part inspection and 
using in-process monitoring (thermal imaging, sensors) to detect and correct deviations 
also aids in accuracy control. According to Jafari et al. (2021), shielding gas is also a 
significant factor affecting the weld bead’s physical appearance. Improper shielding can 
lead to irregular bead profiles and diminished dimensional accuracy. Arc Striking (AS) and 
Arc Extinguishing (AE) are important considerations in Wire Arc Additive Manufacturing 

How does CAD/CAM works in WAAM?
• Visually inspect the printed part and compare 

it to the CAD model to identify any major 
discrepancies or anomalies.

• Align the CAD model with the point cloud 
data to ensure proper registration.

• Compare the point cloud data to the CAD 
model to quantify differences between the 
printed part and the intended design.

• Use a 3D scanner or metrology equipment 
to capture the geometry of printed part in a 
digital format.

• Ensure that the scanning method and 
equipment are accurate and suitable for the 
size and complexity of the part.CAD design

MATLAB design 
produced using 

mathematical model
WAAM part

Figure 4. CAD/CAM verification shaping for geometry accuracy in WAAM (Jafari et al., 2021)
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Figure 5. Summary of bead geometry effect on surface finish and mechanical properties

(WAAM). They are crucial in achieving precise bead geometry and maintaining process 
stability. These conditions can lead to variations in bead shape, dimensions, and overall 
part quality.  

Tang et al. (2019) discovered that these two conditions result in limitations on the control 
of bead geometry in WAAM, and they also lead to low precision of the bead. The goal is 
to ensure uniformity in bead dimensions, shape, and material properties across multiple 
layers and throughout printing. The beads’ consistency impacts the overall mechanical 
properties and the structural integrity of the printed part. The geometry of beads plays a 
crucial role in the surface finish, formation of defects, and mechanical properties of parts 
produced using WAAM processes. Figure 5 summarizes the influence of bead geometry 
on the surface finish and mechanical properties, with various effects listed. According to 
research conducted by Han et al. (2018), installing a controller that utilizes a rule-based 
engine eliminates height variation in multilayer depositing styles (Han et al., 2018). The 
surface polish improves accuracy and smoothness, which results in fewer or no defects 
being discovered inside the deposited bead and built wall. Excessive material deposition 
or insufficient fusion between adjacent beads can result in a rough surface finish due to 
too much overlap or improper spacing between beads. A smoother surface finish can be 
achieved by spreading out the molten material and minimizing irregularities through the 
controlled oscillation of the welding torch during deposition. The geometry of the bead 
indirectly affects the mechanical characteristics through the deposition of the produced 
bead. The welding parameters used during the depositing process affect the mechanical 
properties. Table 1 displays the impact of bead geometry on mechanical properties, surface 
finish, or defects based on the available research.

Bead width

Bead height

Bead overlap and spacing

Bead shape

Bead penetration

Defects

Wider beads provide better material 
coverage, resulting in a smoother surface 

finish.

Controlled bead height reduces surface 
irregularities, leading to a smoother finish.

Proper overlap and spacing achieve 
uniform deposition and smoother surfaces

Well-defined bead shapes lead to even 
material distribution and smoother surface 

finishes.

Proper penetration minimizes defects and 
preserves surface quality.

Defects mar surface quality, leading to 
rough or flawed surfaces.

Surface finishMechanical properties

Wider beads enhance inter-layer bonding, 
improving mechanical strength and stability.

Proper bead height ensures structural 
integrity and layer thickness.

Correct overlap strengthens layer-to-
layer adhesion, enhancing mechanical 

properties.

Uniform bead shapes maintain consistent 
mechanical properties.

Adequate penetration ensures strong 
bonding and consistent mechanical 

properties.

Incorrect bead geometry results in defects, 
weakening mechanical properties.
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BEAD GEOMETRY CONTROL

The control of bead geometry is a crucial aspect of WAAM. It entails the management of 
the shape, dimensions, and quality of each bead deposited during the additive manufacturing 
process. Precise control of bead geometry is essential to ensure the accuracy of the part, 
mechanical properties, and overall performance. Effective bead geometry control can 
be achieved by utilizing optimized parameter control, advanced CAD/CAM software, 
consistent layer height control, optimal overlap strategies, proper shielding gas, conducting 
material testing, and continuously analyzing data. Mu et al. (2021), who implemented an 
online layer-by-layer controller under various welding conditions to improve the deposition 
accuracy of the WAAM process, is just one example of the numerous approaches taken 
by previous researchers to improve the deposition accuracy of the WAAM process. The 
deposited profile is measured with a laser scanner and compared to the CAD model during 
the process. Errors are then compensated by generating a new set of welding parameters 
for the subsequent layer. In their measurement, Wang et al. (2020) utilized the same device 
and adopted the response surface optimization method to obtain accurate bead geometry. 
They considered the width, layer height, penetration, accumulated area, penetration area, 
aspect ratio, and dilution ratio. 

In another case, the utilization of the dual pulsing combination of both high and low-
frequency pulsing is employed to observe the effects on the weld bead geometry and heat-
affected zone of Gas Tungsten Arc Welding (GTAW) (Benakis et al., 2020; Manokruang 
et al., 2021). Machine learning was employed to create a fully intelligent WAAM system, 

Table 1
Influence of bead geometry on mechanical properties, surface roughness or defects

Reference Welding 
technique

Filler material (wire 
diameter)

Effect of the bead geometry on:
Mechanical 
properties

Surface 
finish Defect

Xiong et al., 2018 GMAW H08Mn2Si (1.2 mm) /
Liu et al., 2019 compulsively 

constricted WAAM 
(CC-WAAM)

ER70S-G (1.2 mm) / / /

Dinovitzer et al., 
2019

TIG HASTELLOY X alloy 
(NA)

/ /

Su et al., 2019 CMT ER5356 alloy (1.2 mm) / /
Aldalur et al., 2020 GMAW ER70S-6 mild steel (1.2 

mm)
/ /

Yuan et al., 2020 CMT ER70S-6 (0.9 mm) /
Zeng et al., 2020 TIG NiTi wire (0.7 mm) /
Vora et al., 2023 GMAW SS-309L (1.2 mm) / /
Ni et al., 2023 GMAW ER70S-6 (1.2 mm) / /
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as demonstrated by Ding et al. (2021) and Tang et al. (2019). In their study, Ding et al. 
(2021) discovered that integrating three crucial modules, namely the data generation 
module, the model creation module, and the welding parameter generation module, led 
to notable enhancements in product quality and reductions in manufacturing costs. These 
cost reductions encompassed aspects such as raw material usage and manual labor. Tang 
et al. (2019) focused on determining abnormality by examining the arc-striking and arc-
extinguishing areas of the bead. Using a burning-back method, they optimized the weld 
bead on both ends.

MOLTEN POOL FLOW BEHAVIOUR

A molten weld pool is a dime-sized weld volume where the filler metal has reached its 
melting point and is beginning to solidify. In their study, Tang et al. (2019) found that 
several physical properties influence a molten pool. These properties include droplet 
transfer, gravity, arc force, heat radiation, and conduction. The flow of liquid inside the 
weld-molten pool contributes to the dynamic nature of these properties. The flow direction 
of the molten pool varies at the arc strike, middle point, and arc extinguishing area due to 
different forming conditions, which results in a variation of weld geometry. Controlling 
these parameters may lead to the achievement of optimal bead geometry. Controlling heat 
accumulation in Gas Tungsten WAAM is difficult, which makes achieving good geometry 
and stable metal transfer challenging (Wu et al., 2018a). Figure 6 shows a schematic 
diagram of the molten pool from different perspectives. As the travel directional movement 
increases, the heat dissipation over the substrate becomes broader. 

As mentioned earlier, droplets from the welding wire create the welding bead, which 
varies in size based on the heat dissipation determined by the setting parameter. Raising 
the arc force increases the droplet impact force on the molten pool even more. The heat 

Figure 6. The schematic of weld molten pool in 
WAAM

Travel direction

Cross section 
side view

Heat 
dissipation

Arc 
force

Filler 
wire

Droplets

dissipation modes from the beginning, 
during the built-in thin-wall part, and the 
overlapping welding bead are all detailed 
in Figure 7, which also shows the heat 
dissipation. As the material begins to 
solidify, primary and secondary penetration 
pushes to the back of the molten pool and 
creates the crown (Ou et al., 2018). In this 
context, the crown refers to the formed 
welding bead on top of the substrate.

The most frequent cause of a molten pool 
with poor uniformity and final appearance 
is a combination of high temperature and 
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deposition rate. The appearance of the welding bead is affected by heat accumulation 
during the movement of the welding torch, which causes the shape to vary as the molten 
pool cools (Cunningham et al., 2018). Multilayer deposited welding beads exhibit a 
semi-elliptical shape for each layer segregation (Bai et al., 2018; Dinovitzer et al., 2019; 
Jia et al., 2020). In order to achieve a near-net shape and good material utilization, it is 
necessary to regularly control the temperature during the WAAM process. In multilayer 
welding, it is necessary to appropriately maintain or define the distance between the 
welding torch and each successive layer. The molten pool on the first layer differs from 
that on the subsequent layer because the amplitude of the heat flow decreases as the 
number of deposited layers increases, resulting in heat accumulation. Several methods 
for reducing heat accumulation include an inter-pass idle period, active cooling, and in 
situ active cooling or in situ heating. 

By utilizing indirect arc and force constriction, Compulsive Constricted WAAM also 
aids in the resolution of heat accumulation and low precision (Guo et al., 2020; Liu et al., 
2019). Hejripour et al. (2018) expanded on the research by considering fluid flow and mass 
transfer. Heat conduction models are progressively replacing more realistic models that 
account for convective heat transfer. Errors in the setting of depositing parameters (such 
as current, voltage, welding speed, filler feed rate and torch angle) result in various issues 
within the molten pool. These errors cause defects like porosity, cracks, and small pores.

Monitoring Technology 

Skills and techniques are required to carry out the precise setting and monitoring of the 
depositing process. Table 2 summarizes research on monitoring molten pool behavior, 
temperature gradient, flow control, and geometry determination using various types of 
technology. Adaptability to a high-temperature environment and the ability to closely 
monitor changes in temperature and the flow of a molten pool are among the most important 
technological criteria. 

Figure 7. Schematic diagram of the heat dissipation modes: (a) at the beginning of WAAM; (b) during the 
build of a thin wall part; and (c) for a part with overlapping weld beads. (Cunningham et al., 2018)

(a) (b) (c)

Reduced Qconv. + Qrad. to 
surroundings

Greater Qconv. + Qrad. to 
surroundings Greater Qconv + Qrad to surroundings

AdditionalQcond. 
to adjecant 
weld beadsReduced 

Qcond. to 
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Reduced 
Qcond. to 

substrateMore Qcond. to substrate
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Built Strategy and Bead Orientation

Planning for an appropriate process Variables such as bead orientation, support structure, 
number of layers, tool path, and process parameters play a significant role in the production 
of parts (Ríos et al., 2018). During the profile design phase, the orientation and direction 
of each layer must be clearly defined (Qin et al., 2021). Bead orientation in welding refers 
to how a bead is arranged during welding.  Vazquez et al. (2021) referred to it as build 
strategy. In the case of a single layer, the beads may be arranged either side by side or 
overlapping, as demonstrated by Vazquez et al. (2021). They tilted the torch 20o away from 
the vertical position to create a bead that had a 50% overlap with its adjacent bead. The 
bead can be arranged alternately, in line, or perpendicularly for multiple layers, as shown 

Table 2
Summary of methods used in the molten pool studies in recent research

Reference Year Technology used Observation
Hu and Kovacevic, 
2003

2003 A closed-loop control system 
based on the infrared image 

Acquire infrared images of the 
molten pool real-time, control of the 
heat input and size of the molten pool

Zeinali and 
Khajepour, 2010

2010 Charge Couple Device (CCD) 
camera

Obtain the molten pool height and 
feedback control

Hofman et al., 
2012

2012 Complementary Metal Oxide 
Semiconductor (CMOS) camera

Obtain the width of the melt pool 
during a laser AM process, and a 
Proportional Integral (PI) controller was 
then used to control the width of the 
pool during deposition

Clijsters et al., 
2014

2014 High-speed near-infrared (NIR) 
thermal CMOS camera and a 
photodiode

Obtaining the geometry of the molten 
pool and the photodiode is used to get 
the molten pool size

Bai et al., 2018 2018 Process camera (Xiris XVC-
1000e)

Obtain images for the characteristic 
dimensions of deposited bead and 
molten pool 

Su and Chen, 2019 2019 High-speed camera (CR600X2) Effect of torch angle on the dynamic 
behavior of the weld pool

Halisch et al., 2020 2020 A high-speed camera and high 
dynamic range two-colored 
pyrometric camera (Pyrocam)

Obtain melt pool size measurement in 
GMAW

Cadiou et al., 2020 2020 High-speed camera (Keyence 
VM-600 M)

Visualize the melt pool and its 
interaction with the filler wire

Xiong et al., 2020 2020 Novel virtual binocular vision 
sensing system including a single 
camera and a biprism

Monitoring the molten pool geometry 

Liu et al., 2020 2021 Fluke TI400 thermographic 
infrared camera

Measuring the temperatures during the 
depositions

Mu et al., 2021 2021 Laser scanner Improve the accuracy and flexibility of 
the deposited bead.
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in Figure 8 (a), (b), and (c), respectively. In their study, Cunningham et al. (2018) found 
that the arrangement of beads can impact heat dissipation, ultimately leading to improved 
dimensional control.

The orientation may vary depending on the welder’s experience in previous decades. 
The current practice is to automate the appropriate orientation for creating a part, determined 
by part production criteria. The output varies in physical appearance, width, and height 
because the molten pool behavior determines the bead orientation specification. For 
example, if the welding direction is reversed between each layer, the difference in deposition 
height is modest. However, if the orientation is not changed for the subsequent layering 
process, the height becomes irregular, with the starting point being higher than the ending 
point (Shen et al., 2020). Qin et al. (2021) recommend considering several factors related 
to building orientation to achieve optimal building orientation. These factors include part 
property, part accuracy, surface quality, support structure, built time, built cost, post-
processing time, and post-processing cost. Bead orientation is a critical decision because 
it affects the formation of the developed profile.

Figure 8. Different bead formations with the same orientation: (a) alternate; (b) in-line; and (c) perpendicular

(a) (b) (c)

WELDING PARAMETERS

The properties and geometry of welds are significantly affected by numerous parameters. 
The parameters that are commonly referred to when producing a 3D part with WAAM 
can be divided into two categories: process parameters. These process parameters include 
welding current, filler feed rate, welding voltage, and welding travel speed. The other 
category is design parameters, which include cooling rate, material types, build strategy, 
and deposition path. Since these variables can be altered over a broad range, they are 
regarded as the most important adjustments in every welding process. The ideal welding 
bead should possess a consistent width, exhibiting uniform and well-worn ripples integrated 
into the substrate. In addition, it is important that the welding bead does not burn as a 
result of excessive heat. In order to determine the optimum bead parameter, it is necessary 
to conduct a comprehensive examination of each WAAM process. The process includes 
pre- and post-welding processes, such as designing, machine setup, welding, and cooling. 
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Parameter optimization and process improvement during the engineering phase can be 
accomplished by creating a process database for the described processes (Chaudhary et 
al., 2021).  

The welding bead size in height and width is influenced by other factors such as welding 
torch position, torch angle, flux composition, gas control, and power supply. The parameters 
must be configured correctly before beginning the welding process because they are 
linked. In order to experiment, it is necessary to determine the parameters for the WAAM. 
It can be done by referring to welding preferences, existing research, expert experiences, 
or gathered data. Many researchers discuss the process parameters, as improper process 
parameters can lead to the formation of a welding bead of low quality (Halisch et al., 2020). 
Chaudhary et al. (2021) emphasized the impact of voltage, welding speed, and filler feed 
rate on penetration depth, bead width, and reinforcement height in their study. The width 
of the bead was observed to increase significantly with voltage and wire feed rate, but it 
decreases as the welding speed increases. Even though wire feed rate has a strong beneficial 
effect on reinforcement, the height of reinforcement decreases significantly with welding 
speed and marginally with voltage. In order to produce homogeneous material properties 
in WAAM, it is necessary to control the size of the melt pool (Halisch et al., 2020). The 
deposition experiments conducted by Ji et al. (2022) also revealed that ultrasonic devices 
can expand the size of the molten pool.  

Temperature dissipation can be measured using various methods, such as pyrometers, 
thermocouples, and thermal cameras (Pan et al., 2018). The molten zone is where the 
pool flow occurs, and the direction of its flow during the WAAM process leads to the 
formation of the welding bead. A preliminary relationship was established between 
current and droplet diameters to forecast droplet size. According to Jia et al. (2020), 
the droplets were found to have a minor impact on the behaviors of the molten pool, 
which led to stable shapes of the molten pool. The X-ray method can observe droplet 
transfer in the WAAM process (Huang et al., 2022). Current and voltage are the most 
influential factors on molten pool flow and welding bead (Mai et al., 2021). The other 
parameters include the distance of the torch from the substrate, the angle of the torch, 
the speed of welding, the rate of filler feed, and the method of cooling. In the current 
study, the parameters of interest are displayed in Table 3. Each parameter has distinct 
effects on mechanical properties, surface finish, and defect formation in parts produced 
through WAAM. The key is to find the right balance for each parameter based on material 
characteristics, process requirements, and desired outcomes. Achieving the desired 
mechanical properties and surface finish and minimizing defects in the final WAAM 
parts requires careful experimentation, optimization, and continuous monitoring. The 
radar chart depicted in Figure 9 displays each parameter’s significance in producing a 
satisfactory WAAM part.
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Table 3
Welding parameters to be controlled in the WAAM process

Parameters Effect Welding Technique Materials Reference
Voltage Controlled voltage: Width of the 

structure becomes uniform
GMAW Mild steel Abe et al., 2020

Current High current flow: Instability and 
overflow of the molten pool 

GMAW Copper 
coated steel

Xiong et al., 
2015)

Torch angle Different torch angles: Change fluid 
flow stress and pattern flow of the 
weld pool

GTAW SS304 
stainless 
steel

Parvez et al., 
2013

Different torch angles: Different 
sizes of deposited beads

NA NA Gao et al., 2017

Welding 
speed

Speed increase: Fusion zone size 
decrease 

NA H13 tool 
steel

Ou et al., 2018

Filler feed 
rate

Constant filler feed rate: Double-
wire surface morphology is better 
than single-wire process

CMT Al-Cu-Sn 
alloy

Wang et al., 
2019

High filler feed rate speed: 
Overflowing molten pool

 Tandem GMAW- 
WAAM

NA Shi et al., 2019

Cooling The cooling system helps to 
maintain the size of the molten pool.

GMAW NA Reisgen et al., 
2020

Figure 9. Effect of welding parameters on mechanical properties, surface finish and defects on deposited bead

Torch Angle

Torch angle is an important parameter that can significantly influence the quality of the 
deposited material and the overall printing process. The torch angle refers to the angle 
at which the welding torch is positioned relative to the workpiece surface during the 
deposition of each layer. Typically, a welding torch is moved by a gantry, which can be a 

Surface finish

Defect

Mechanical properties

Torch angle

Cooling Filler feed rate

Welding speed

5 severe

1 slight
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machine or a Kuka robot arm. In the case of a simple or straight-line profile, it is customary 
for the welding torch angle to be perpendicular to the substrate. On the other hand, the 
position of the torch is determined by the part to be manufactured. The angle of the torch 
affects both the direction and angle of the heat input into the material. Since heat input is a 
crucial variable that influences the behavior of pool flow, alterations in torch angle have a 
noteworthy effect on the dynamics of the weld pool, encompassing the flow of the molten 
pool and the geometry of the bead. As the heat input increases, the contact area between 
the substrate and the welding metal also increases. 

In their study, Lee et al. (2020) found that a small contact angle results in low heat input. 
The maximal heat flow from conduction and convection was located at the head of the 
electrode tip in accordance with the welding direction. As a result, the greatest total heat flux 
is symmetric along the center of the arc. When the torch angle decreases, the heat flux from 
conduction and convection also decreases, which leads to a shallow weld pool. The angle 
of the torch influences both the rate of melting and the size of the weld pool. Incorrect torch 
angles can lead to uneven heat distribution, resulting in residual stresses within the part. The 
stresses mentioned may impact mechanical properties, resulting in distortion, warping, or 
cracking. The shape of the weld, the generation of porosity, and the flow of the weld pool are 
all affected by different torch angles. Additionally, the deposited beads exhibit varying flaws 
depending on the torch angle (Bai et al., 2018). Moving in the same deposition direction, the 
space between the torch and the substrate may vary depending on the angle set. As a result, 
the space for heat accumulation and the molten pool produced may change. 

According to Bai et al. (2018), it is suggested that a torch with a range of 0–10° can be 
adjusted from its vertical position in the deposition direction. This adjustment can produce 
well-formed deposited beads with reduced porosity and other flaws. The mobility of liquid 
metal causes hydrogen bubbles and molecules from the solidification front in the molten 
pool to travel together (Chen et al., 2020). The generated structures may fluctuate if the 
interlayer temperature is too low or too high for a particular lead angle. In order to avoid 
fluctuation effects, it is recommended to push the WAAM technique with a slightly inclined 
lead angle (Hauser, Reisch, Breese et al., 2021). Selecting the optimal torch angle in WAAM 
requires striking a balance between achieving the desired part geometry, ensuring good 
interlayer adhesion, minimizing distortion, and optimizing build speed. As the optimal 
angle can vary based on factors such as the material, part geometry, and equipment setup, 
it is essential to conduct systematic testing and optimization to determine the optimal torch 
angle for a particular WAAM application.

Welding Speed

The welding speed in WAAM refers to the rate at which the welding torch or arc travels 
along the substrate while depositing material to build up a part. This crucial process 
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parameter directly affects the deposition rate, part quality, and overall efficiency of the 
additive manufacturing process. The welding speed in WAAM is typically measured in 
units of length per unit of time, such as millimeters per minute. The optimal welding speed 
depends on several factors, such as the material being deposited, the wire feed rate, the torch 
configuration, the part geometry, and the desired quality of the printed part. The speed at 
which welding occurs is an important factor that influences the quality of the weld—a faster 
throughput results in a faster welding speed. However, the maximum achievable welding 
speed is limited for a variety of reasons when it comes to producing a quality weld. The 
welding torch moves at a speed that the user sets to create a 3D profile. Defects such as 
porosity, humping, and cracking may occur when an insufficient welding speed is used. 
The defect known as the humping bead, for instance, is caused by partial solidification 
occurring in the rear of the bead. When the deposition speed is slow, ineffective heat is 
supplied to the molten pool. 

Welding speeds that are either too fast or too slow may lead to fluctuations in the flow 
and size of the molten pool, as well as the geometry of the welding bead. Fast welding can 
cause the weld pool to become excessively large and run ahead of the arc. Additionally, the 
arc might not have sufficient time to fully melt the substrate, leading to a thin and narrow 
weld, exhibiting inadequate fusion and penetration. As the welding speed increases, the 
higher heating frequency raises the substrate temperature while decreasing the heat flux. 
On the other hand, slow welding speeds may result in excessive bead formation and the 
arc forming directly above the center of the molten weld pool. The increase in welding 
speed leads to an increase in weld penetration. The increase in welding speed leads to an 
increase in weld penetration. The arc causes the penetration of depth; if the penetration 
is too close to the leading edge of the weld pool, the metal transfer droplets will strike 
portions of the substrate immediately. The determination of the appropriate welding speed 
for a specific WAAM application involves the process of experimentation and optimization. 
Manufacturers and researchers frequently conduct test builds at various speeds to discover 
the optimal range that offers the finest blend of part quality, deposition rate, and process 
stability. It is important to consult material-specific guidelines, equipment manufacturer 
recommendations, and expertise in the field to make informed decisions about welding 
speed in WAAM. 

Filler Feed Rate

The filler feed rate in WAAM refers to the rate at which the filler material, typically in the 
form of a wire, is fed into the welding process during the additive manufacturing process. 
The electric arc melts the filler material and is then deposited onto the workpiece to build up 
the desired part layer by layer. The filler feed rate, a critical process parameter in WAAM, 
can impact various aspects of the additive manufacturing process and the quality of the 
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printed parts. It is necessary to adjust the feed rates based on the specific welding setups 
and wire compositions to achieve optimal melting efficiency. Proper feed rate control 
helps ensure that the filler material is completely melted. A higher filler feed rate typically 
results in a faster deposition rate, accelerating the build process. However, a high feed 
rate can lead to issues, such as inadequate melting and fusion of the filler material, which 
results in poor layer bonding and compromised part quality. According to Ou et al. (2018), 
the wire feed rate and wire diameter do not significantly affect the heat transfer from the 
molten pool to the substrate.  

However, it was discovered by Xiong et al. (2018) that the stability of the molten pool 
decreased, and a low-quality welding bead resulted when the filler feed rate was increased. 
Maintaining a consistent and stable feed rate is essential to achieve a stable welding arc 
and consistent deposition. Fluctuations in the feed rate may result in irregular deposition 
and defects. Optimizing material usage and minimizing waste is achieved by balancing 
the feed rate, welding speed, and other process parameters. Increasing the feed rate allows 
greater mixing in the additive layer, preventing the filler from melting properly (Paskual et 
al., 2018). In their study, Hejripour et al. (2018) discovered that the travel speed and feed 
rate impact mass transport, heat transfer, and fluid flow in different substrates. In order to 
determine the optimal filler feed rate for a specific WAAM application, it is necessary to 
conduct experiments and optimize various factors, including welding speed. Manufacturers 
and researchers frequently conduct tests on builds at different rates to ascertain the optimal 
combination of part quality, deposition rate, and process stability. When defining filler feed 
rate selections in WAAM, it is important to consider material-specific concerns, equipment 
manufacturer guidelines, and field expertise.

Cooling

Implementing a cooling system in WAAM can result in different outcomes that affect both 
the fabrication process and the properties of the deposited material. The specific outputs of 
implementing a cooling system depend on various factors, including the cooling method 
employed, the material utilized, process parameters, and the desired properties of the final 
part. Cooling, which affects the microstructure, mechanical properties, and overall quality 
of the printed parts, is an important aspect of any additive manufacturing process, including 
WAAM. In the WAAM process, the deposited metal layers undergo rapid heating and 
cooling. Proper part cooling is essential for controlling the thermal gradient and reducing 
the risk of thermal distortion, cracking, and residual stress buildup. Part cooling can be 
achieved through various methods, such as fans, water-based cooling systems, or controlled 
ambient conditions. The cooling effect in WAAM has been extensively studied because 
it reduces the time required for producing a 3D part. Cooling strategies can be integrated 
into the planning of the toolpath. Designing toolpaths that incorporate controlled cooling 
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periods makes it possible to regulate the temperature distribution within the part during 
the deposition process. There are two types of cooling in WAAM, namely free cooling 
and active cooling (Le et al., 2020). 

Natural air is utilized for free cooling, while a cooling system is specifically designed 
for active cooling. Researchers discussed the cooling effect in molten pool flow to reduce 
thermal accumulation during the WAAM process. Some of the former cooling systems 
discussed are cold metal transfer (Scotti et al., 2020; Teixeira et al., 2021; Zhong et al., 
2021), the thermoelectric cooling device (Li, Chen et al., 2018), water cooling tank 
(Kozamernik et al., 2020; Montevecchi et al., 2018), air-jet cooling (Hackenhaar et al., 
2020; Montevecchi et al., 2021), and integrated water-cooling channel’s substrate (Ogino et 
al., 2018). Each type of cooling system has a distinct effect on the flow of the molten pool. 
Heat conduction models have been utilized to predict the shape of weld pools, temperature 
ranges, and cooling rates of solidified structures. Ogino et al. (2018) created a multilayer 3D 
model to investigate deposited strategy and cooling conditions in terms of heat input and 
arc pressure. In their study, Hauser, Reisch, Breese et al. (2021) discovered a relationship 
between the cooling effect and both the gas flow rate and porosity defect. Specifically, they 
observed that a higher gas flow rate leads to faster hardening of molten pools, primarily 
due to enhanced convective cooling. Additionally, this increased gas flow rate also results 
in the formation of more pores. It is critical to use the proper cooling method because 
insufficient cooling can disrupt the flow of the molten pool. According to Rodrigues et al. 
(2019), air cooling can destabilize the arc, and liquid cooling may necessitate additional 
liquid circulation. Proper cooling aids in attaining uniform solidification and minimizes 
surface irregularities, thereby resulting in a smoother surface finish. 

Adding a post-weld cooling gas improves bead geometry accuracy, improving 
layer geometry and mechanical properties. This improvement is achieved through grain 
refinement and the attainment of homogeneous hardness. The width and height of the 
welding bead vary due to the additional cooling effect. A welding bead with a cooling 
effect produces a larger bead and aids in grain size refinement compared to one without 
a cooling effect. It is important to note that WAAM processes can vary depending on the 
specific equipment, materials, and applications. Cooling strategies, as such, may need 
to be tailored to the specific requirements of each use case. Proper cooling can result in 
better part quality, fewer defects, and enhanced mechanical properties in parts produced 
through WAAM. However, careful planning and tailoring of the implementation of a 
cooling system are necessary to meet the specific requirements of the WAAM process, 
material properties, and part design. The optimization of the choice of cooling method, 
the intensity of cooling, and the placement of cooling devices should be done to achieve 
the desired outcomes while also avoiding potential challenges such as excessive cooling 
rates or uneven cooling distribution.
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The parameters discussed in this review impact the flow of the molten pool, as well 
as the geometry and size of the welding bead, either directly or indirectly. However, the 
research has gaps in considering other factors during developing the WAAM technique 
for molten pool flow to achieve smooth welding bead geometry and size. Studying other 
aspects is necessary to optimize specific bead geometry based on requirements. It is 
important not to focus solely on the addressed parameter but to be proficient in addressing 
all problems. Various factors, including the physical configuration of the welding table, the 
surface condition of the substrate, the position of the nozzle, and the presence of nozzle 
accessories, such as the contact tip and tip holder, can influence the molten pool flow. 
When the distance between the substrate and the welding torch is adjusted improperly, the 
contact tip and tip holder adversely affect the welding bead, causing it to clog. The process 
could benefit from a study that would lengthen the nozzle’s useful life. Future WAAM 
experiments should consider incorporating a reference table. Having such a reference 
would assist new research in achieving good bead geometry, as opposed to initiating and 
conducting all experiments from scratch to determine the optimal parameters for wire 
feed rate, voltage, current, and travel speed. The existing research primarily focuses on a 
specific material, and some parameters only apply to that specific material and machine. 
Therefore, the reference tables should include, at the very least, the machine type, range 
of setup parameters, and material type. Orientation and built strategy should also be well 
discussed in relation to the other welding parameters.

CONCLUSION

The flow of molten pools and the geometry of beads are inextricably linked, and 
controllability improves process efficiency. A good molten pool flow will lead to an 
excellent deposited bead in shape, size, and quality. The parameters that influence bead 
geometry and molten pool flow are generally similar. During the review, the following 
issues were discovered:

1. The space of the molten pool changes depending on the position of the welding 
torch. Applying a slight welding angle to the direction of welding movement results 
in a more stable flow of the molten pool and produces a high-quality weld bead. 

2. If the welding travel speed is not configured correctly, the flow of the molten 
pool and the formation of the weld pool are improper. As the welding travel 
speed increases, the welding bead becomes thinner and narrower, leading to less 
penetration.

3. An unstable pool flow may occur due to a higher wire feed rate, as the molten pool 
has not yet formed while the filler wire continues to be dispensed. Poor welding 
bead geometry is typically produced due to an unstable filler feed rate, which 
results in inadequate melting of the filler material.
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4.  Recently, cooling methods have been widely introduced to shorten cooling time. 
Although the cooling effect slightly influences the molten pool flow and the bead 
geometry, it assists the WAAM process in reducing the number of defective parts 
produced.

5.  The demands for bi-metal WAAM may pose more challenges as the material 
behavior may differ and require greater attention.

Based on the review, a few recommendations can be made for improving the quality 
and efficiency of the deposited bead, such as the following:

1. Implementing automated systems like machine learning and artificial intelligence 
aims to control bead geometry. It is done to meet the requirements of profile 
complexity and process repeatability.

2. It is crucial to have reliable and efficient optimization tools for tackling various 
parameters in the unique applications of part repair, where the part profile may 
not be standard. 
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ABSTRACT

Starch nanoparticles have the potential to be developed as a cassava starch derivative. The 
research aims to obtain the optimal process conditions (ultrasonic process time and starch 
concentration) to produce starch nanoparticles with the best characteristics. The treatment 
variables used in this study were the duration of the ultrasonication process (30, 60, and 
90 minutes) and the starch concentration (1%, 2%, and 3%). The results showed that the 
ultrasonication process time and starch concentration affected the yield, particle size and 
distribution, polydispersity index, optical characteristics (transmittance), and clarity score of 
starch nanoparticles. Ultrasonic process time of 90 minutes and starch concentration of 3% 
will produce starch nanoparticle products with a yield of 13.68%, particle size ≤ 100 nm of 
23.6%, average particle size of 230.8 nm with polydispersity index of 0.581, transmittance 
value of 61.27%, and a solution clarity score of 3.80 (not clear). Tapioca-based SNPs can 
be developed solely with ultrasonic method to simplify the process.

Keywords: Cassava starch, starch nanoparticles, ultrasonic 

INTRODUCTION

Starch is a natural, renewable, biodegradable 
polymer many plants use to store energy. 
Starch is the second most abundant 
biomass in nature and is found in staple 
crop commodities such as rice, corn, 
wheat, cassava, and potatoes (BeMiller 
& Whistler, 2009). The primary potential 
source of starch in Indonesia is cassava 
starch obtained from cassava extraction 
(Zukryandry et al., 2022). Based on data 
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from the Food and Agriculture Organization (FAO) in 2012, Indonesia is the world’s third 
exporter of tapioca, followed by Thailand and Vietnam (Hidayat et al., 2021). According 
to BPS-Statistics of Lampung Province (2022), Indonesia’s cassava production in 2021 
will be 19,341,233 tons, and Lampung Province, with a production of 6,683,758 tons, is 
the main producer of cassava in Indonesia (34.5%).

Starch nanoparticles (SNPs) have the potential to be developed as a tapioca derivative 
product. SNPs are nano-sized starch derivative products (one billionth of a meter, 10-9 
meters) with a size range of 1–100 nm (EFSA Scientific Committee, 2011). The process 
of modifying starch into starch nanoparticle products has many advantages, including 
increasing stability, chemical reactivity, flowability, opacity, and mechanical strength (Zhu 
et al., 2007), improving the sensory characteristics of the product (Sharma et al., 2013), 
and enhancing encapsulation ability for bioactive components (Ezhilarasi et al., 2013).

Despite their potential, the development of SNPs based on tapioca is relatively limited 
and is mostly developed from corn starch (Le-Corre et al., 2010; Kim et al., 2013; Kumari 
et al., 2020) and rice starch (Zuo et al., 2012). Compared to corn and rice starch, cassava 
starch (tapioca) is a more economical source in Indonesia. The development of SNPs based 
on tapioca will increase the added value of the tapioca industry.

The manufacture of SNPs can be carried out using various methods, namely, acid 
hydrolysis (Le-Corre et al., 2010), enzymatic hydrolysis (Le-Corre et al., 2010), high-
pressure homogenization (Liu et al., 2016), gamma irradiation (Garcia et al., 2011; Lamanna 
et al., 2013), a combination of acid hydrolysis and ultrasonication (Kim et al., 2013; 
Goncalves et al., 2014), and ultrasonication (Haaj et al., 2013). The research results by 
Haaj et al. (2013) showed that SNP products could be prepared solely with the ultrasonic 
method, simplifying the manufacturing process.

According to Jambrak et al. (2010), the ultrasonication process to produce SNPs can be 
carried out using an ultrasonic probe or a bath system. Compared to an ultrasonic system 
bath, using an ultrasonic system probe will be more effective with a shorter processing 
time (Bonto et al., 2021) and produce SNP products with better characteristics (Haaj et al., 
2013). This study aims to obtain optimal process conditions (ultrasonic process time and 
starch concentration) to produce cassava starch-based starch nanoparticles with the best 
characteristics (yield, distribution and particle size, transmittance, and clarity).

MATERIALS AND METHODS

Equipment

The main tools used are Ultrasonication probe Biomaisen type MSUCD 650, UV-Vis 
single beam spectrophotometer Aelab type AE-S60-4U, and Particle Size Analyzer (PSA) 
Malvern Zetasizer Nano ZS type.
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Starch Nanoparticle (SNP) Formation

The formation of SNPs from cassava starch was modified from the method of Haaj et al. 
(2013) by preparing 50 ml of cassava starch solution with concentrations according to 
treatment (1%, 2%, and 3%). The probe temperature is set below 40oC, kept constant by 
adding ice, and the process frequency is set at 20 kHz. The probe used has a diameter of 
6 cm with an ultrasonic power of 650 W. The ultrasonication process is then carried out 
with the duration of the ultrasonication process according to the treatment (30, 60, and 90 
min). The solution resulting from the sonification process was then filtered using 1-micron 
Whatman filter paper and tested for yield and characteristics.

Yield Analysis

The yield is the percentage of the dry weight of the SNP product divided by the initial 
weight of the starch raw material, with the following Equation 1:

𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌 (%) = 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚  𝑜𝑜𝑜𝑜  𝑆𝑆𝑆𝑆𝑆𝑆  (𝑔𝑔𝑔𝑔𝑚𝑚𝑚𝑚 )
𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚  𝑜𝑜𝑜𝑜  𝑌𝑌𝑖𝑖𝑌𝑌𝑖𝑖𝑌𝑌𝑚𝑚𝑌𝑌  𝑚𝑚𝑖𝑖𝑚𝑚𝑔𝑔𝑠𝑠 ℎ  (𝑔𝑔𝑔𝑔𝑚𝑚𝑚𝑚 )  × 100%      (1)

Analysis of Particle Size 

The distribution and size of SNPs were analyzed using a particle size analyzer (PSA) 
with the dynamic light scattering (DLS) method that utilizes infrared scattering. The SNP 
solution sample was put into the PSA cuvette. Infrared scattering was fired at the sample so 
that the sample would react to produce Brownian motion (random motion of the particles). 
The tool then analyzes this random motion, where the smaller the particle size, the faster 
the movement. 

In addition to the distribution and size of SNPs, the polydispersity Index (PI) value, a 
measure of molecular mass distribution in the sample, could also be obtained. The PI value 
indicates the level of confidence in the size of the particles dispersed in a solution. The 
smaller the polydispersity value, the better the particle size distribution confidence level 
in the starch solution. Conversely, if the polydispersity value is higher, then the particles 
present in the sample are not uniform and unstable and would quickly flocculate.

Transmittance Analysis 

Samples of SNP solution resulting from the sonication process of various treatments were 
put into the spectrophotometer cuvette. Analysis was conducted by placing a cuvette into 
a UV-Vis spectrophotometer with a 450–800 nm wavelength range. The results obtained 
were then recorded in the form of transmittance percentage values. 
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Clarity Analysis

Observation of the clarity of the SNP solution was carried out after being left for 2 hours 
(Haaj et al., 2013). The sensory test was carried out using 10 panelists using a hedonic 
score of 1–5 (score 1 = very unclear; score 2 = not clear; score 3 = not clear enough; score 
4 = clear; score 5 = very clear). 

RESULT AND DISCUSSION

Yield of Starch Nanoparticles

The yield of SNPs at various ultrasonic process times and starch concentrations is presented 
in Table 1. The test results in Table 1 show that the ultrasonication process, with a duration 
of 90 minutes and 3% starch concentration, will produce SNP products with higher yields 
(13.68%) than other treatments. The higher yield of this SNP indicates that increasing the 
ultrasonication process time to 90 minutes and increasing the starch concentration to 3% 
will cause the breakdown of starch molecules into nano-sized to become more intensive. 
The yield of SNPs using the ultrasonic method (13.68%) is relatively the same as the acid 
hydrolysis method (15%) but lower than the combined acid and ultrasonic hydrolysis 
method, which can reach 78% (Kim et al., 2013).   

The longer the ultrasonic process, the more intensive the degradation process of starch 
molecules. According to Czechowska-Biskup et al. (2005), the ultrasonic application will 
cause the degradation of starch molecules caused by mechanochemical effects. The more 
intensive the starch degradation process, the smaller the granule size.

The increase in SNP yields up to 3% starch concentration, indicating that up to 3% 
starch solution concentration, the starch degradation process was still occurring intensively. 
A different opinion was conveyed by Haaj et al. (2013), which stated that the ultrasonication 
process without chemical treatment was effective at low concentrations (1%–2%). The 
conditioning of starch in the form of an aqueous solution, not a suspension, is based on the 

Table 1
Yield of SNP at various ultrasonication process times and starch concentrations (mean ± SD, n =3)

Treatment SNP yield (%)
Processing time 30 minutes, starch concentration 1% 11.94 ± 0.02
Processing time 30 minutes, starch concentration 2% 13.18 ± 0.20
Processing time 30 minutes, starch concentration 3% 13.33 ± 0.18
Processing time 60 minutes, starch concentration 1% 12.02 ± 0.11
Processing time 60 minutes, starch concentration 2% 13.37 ± 0.17
Processing time 60 minutes, starch concentration 3% 13.56 ± 0.21
Processing time 90 minutes, starch concentration 1% 12.32 ± 0.23
Processing time 90 minutes, starch concentration 2% 13.66 ± 0.24
Processing time 90 minutes, starch concentration 3% 13.68 ± 0.05
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results of Czechowska-Biskup et al. (2005), which showed that the process of degradation 
of starch molecules was more effective in aqueous/solution conditions.

Distribution and Particle Size of SNP

Distribution, particle size, and PI of SNPs at various ultrasonic process times and starch 
concentrations are presented in Table 2 and Figure 1. The results in Figure 1 show the 
percentage of SNP particle size at various particle sizes continuously using a particle size 
analyzer (PSA). In contrast, the results in Table 2 show the particle size in various particle 
size groups (≤100 nm, 101-1000 nm, and > 1000 nm).

Figure 1. Distribution of various SNP sizes at various ultrasonication process times and starch 
concentrations
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Table 2
Particle size distribution per size group and polydispersity index of SNPs at various ultrasonication process 
times and starch concentrations

Treatment
SNP Particle Size

Polydispersity 
index≤ 100 nm 

(%)
101 – 1000 nm 

(%)
> 1000 nm 

(%)
Average 

(nm)
Processing time 30 minutes, 
starch concentration 1%

6.30 93.70 0.00 501.50 0.47

Processing time 30 minutes, 
starch concentration 2%

7.60 91.50 0.90 419.90 0,47

Processing time 30 minutes, 
starch concentration 3%

11.00 89.00 0.00 470.20 0.46

Processing time 60 minutes, 
starch concentration 1%

12.00 86.40 1.60 429.60 0.51

Processing time 60 minutes, 
starch concentration 2%

16.70 83.30 0.00 355.00 0.47

Processing time 60 minutes, 
starch concentration 3%

22.90 77.10 0.00 333.70 0.34

Processing time 90 minutes, 
starch concentration 1%

20.10 76.80 3.10 430.30 0.50

Processing time 90 minutes, 
starch concentration 2%

22.30 69.70 8.00 422.90 0.58

Processing time 90 minutes, 
starch concentration 3%

23.60 76.40 0.00 230.80 0.58

Most SNPs are 101 to 1000 nm in size showing, that the sonication process is quite 
effective in reducing the size of starch particles (Figure 1). According to Boufi et al. (2018) 
and Zuo et al. (2012), the ultrasonic method was able to damage and reduce the size of 
starch granules. The research results in Table 2 also show the presence of particles with 
a diameter of more than 1000 nm with a small intensity. Particles with a size of more 
than 1000 nm are thought to be starch particles that have agglomerated into a larger size. 
According to Jambrak et al. (2010), with changes in temperature and longer storage time, 
nanoparticles can agglomerate into larger sizes.

The results in Table 2 show that the ultrasonic process of starch with a concentration 
of 1%–3% for 30–90 minutes will produce SNP products with a diameter range of 230.80 
nm to 501.50 nm and a PI value range of 0.34–0.58 nm. The lowest PI was shown in the 
sonication time of 60 minutes with a starch concentration of 3% with a PI of 0.34 and an 
average particle size of 333.70 nm. The low PI indicates that the particle size dispersion of 
SNP is homogeneous and evenly distributed. A PI value greater than 0.70 indicates a very 
wide distribution of particle sizes so that sedimentation is likely to occur.

The results showed that the ultrasonication process, with a duration of 90 minutes and 
3% starch concentration, would produce SNP products with a particle size of less than 
100 nm, which was higher (23.6%) than the other treatments. The results also showed that 
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the longer the sonification process and the higher the starch concentration, the higher the 
percentage of SNP particles less than 100 nanometers in size. It indicates that ultrasonication 
can break down starch granules into smaller sizes. The phenomenon of acoustic cavitation 
by ultrasonic waves causes starch particles to break into nano-sized pieces (Czechowska-
Biskup et al., 2005). The increase in the percentage of SNP particle size in line with the 
increase in concentration up to 3% also shows that at a starch concentration of up to 3%, 
the cavitation process, which causes the breakdown of starch granules into nano-sized, 
still occurs effectively. The increase in the cavitation process, in line with the increase in 
starch concentration in the formation of SNPs, was also reported by Jambrak et al. (2010).

Starch Nanoparticles Transminttance Values

The transmittance value of SNPs at various ultrasonic process times and starch concentrations 
are presented in Table 3 and Figure 2. The results show that the ultrasonication process, 
with a duration of 30 minutes and 1% starch concentration, will produce SNP products 
with the highest transmittance values (86.38%). Conversely, the ultrasonication process 
time of 90 minutes and 3% starch concentration will produce SNP products with the lowest 
transmittance value (61.27%). 

Ultrasonic process time of 90 minutes and concentration of 30% (Table 2, Figure 2) 
will produce SNPs with the lowest transmittance value compared to other treatments. The 

Table 3
Transmittance values of SNPs at various ultrasonic process times and starch concentrations (mean ± SD, n =3)

Treatment 
Transmittance (%) at wavelength (nm) Average transmittance 

(%) 450 500 600 700 800
Processing time 30 minutes, 
starch concentration 1%

85.31
± 0.08

85.62
± 0.04

86.78
± 0.13

86.60
± 0.65

88.34
± 0.16

86.53
± 0.20

Processing time 30 minutes, 
starch concentration 2%

75.17
± 0.11

76.55
± 0.13

77.37
±0.44

77.96
±0.42

80.16
± 0.05

77.44
± 0.14

Processing time 30 minutes, 
starch concentration 3%

66.72
± 0.32

67.47
± 0.64

69.27
± 0.23

69.97
± 0.34

72.00
± 1.63

69.09
± 0.52

Processing time 60 minutes, 
starch concentration 1%

82.37
± 0.64

82.30
± 0.36

83.25
± 0.43

83.20
± 0.19

83.83
± 0.55

82.99
± 0.34

Processing time 60 minutes, 
starch concentration 2%

69.65
± 1.06

70.78
± 0.40

72.58
± 0.64

73.71
± 0.18

76.88
± 0.40

72.72
± 0.30

Processing time 60 minutes, 
starch concentration 3%

62.74
± 0.38

63.56
± 0.51

64.76
± 0.40

64.72
± 0.13

66.48
± 0.27

64.45
± 0.15

Processing time 90 minutes, 
starch concentration 1%

78.97
± 0.48

78.51
± 0.30

78.16
± 0.12

78.12
± 0.43

78.47
± 0.27

78.45
± 0.29

Processing time 90 minutes, 
starch concentration 2%

64.91
± 0.48

65.86
± 0.65

67.27
± 0.19

68.40
± 0.28

70.22
± 0.24

67.33
± 0.31

Processing time 90 minutes, 
starch concentration 3%

58.29
± 0.25

59.41
± 0.41

61.09
± 0.11

62.23
± 0.23

64.23
± 0.10

61.05
± 0.22
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Figure 2. SNP transmittance curves for various ultrasonication process times and starch concentrations

lower transmittance value of the SNP is strongly related to the size of the SNP particles. The 
smaller the SNP particle size is, the more difficult it is for the starch particles to precipitate 
and the lower the transmittance value is. On the other hand, the larger the SNP particle 
size is, the faster the particles settle and the greater the transmittance value is. Changes in 
the transmittance of SNPs and a decrease in particle size were also reported by Bel Haaj 
et al. (2013) on SNP formation in corn starch. According to Haaj et al. (2013), SNPs with 
a size of more than 10 µm will precipitate quickly. 

Starch Nanoparticles Clarity Score

The clarity scores of SNPs at various lengths of the ultrasonication process are presented 
in Table 4 and Figure 3. The results show that the 90-minute ultrasonication process and 
3% starch concentration will produce SNPs with the lowest level of clarity compared to 
other treatments. The lower clarity of the SNP is strongly related to the size of the SNP 
particles and their solubility. The smaller the SNP particle size, the lower the clarity of 
the SNP solution because the nano-sized SNP particles will dissolve and have difficulty 
settling even though they have been left for 2 hours. The increase in SNP solubility with 
the smaller particle size is mainly related to the increase in the porosity of starch granules 
(Sujka, 2017). Changes in the level of clarity of SNP solutions, along with a decrease in 
particle size, were also reported by Jambrak et al. (2010) and Kim et al. (2013) on SNP 
formation in corn starch.

The decrease in the clarity score is also directly proportional to the decline in the 
transmittance value. The smaller the particle size, the lower the transmittance value and 
the clarity score. If a solution is passed by light, there will be a scattering of dissolved 
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Table 4
SNP clarity scores at various ultrasonic process times and starch concentrations (mean ± SD, n =10)

Treatment SNP clarity score (%)
Processing time 30 minutes, starch concentration 1% 3.80 ± 0.13
Processing time 30 minutes, starch concentration 2% 3.60 ± 0.20
Processing time 30 minutes, starch concentration 3% 3.10 ±  0.27
Processing time 60 minutes, starch concentration 1% 2.90 ± 0.22
Processing time 60 minutes, starch concentration 2% 2.80 ± 0.08
Processing time 60 minutes, starch concentration 3% 2.70 ± 0.07
Processing time 90 minutes, starch concentration 1% 2.40 ± 0.13
Processing time 90 minutes, starch concentration 2% 2.20 ± 0.09
Processing time 90 minutes, starch concentration 3% 2.10 ± 0.21

Score description:  1 = very unclear; 2 = not clear; 3 = not clear enough;  4 = clear;  5 = very clear

Figure 3. Clarity of SNP solutions at various ultrasonic process times and starch concentrations (A = 30 
min, 1%; B = 30 min, 2%; C = 30 min, 3%; D = 60 min, 1%; E = 60 min, 2%; F = 60 min, 3%; G = 90 min, 
1%; H = 90 min, 2%; I = 90 min, 3%)

A B C D E F G H I

particles, which causes a reduction in transparency. It is closely related to the size of the 
particles dispersed in the solution. In solutions containing nano-sized granules, these are 
soluble so that the scattering effect becomes more significant, reducing the transmittance 
value of the solution and its clarity score.

CONCLUSION

Ultrasonic process time and starch concentration affect the yield, particle size and 
distribution, polydispersity index, optical characteristics (transmittance), and SNP clarity 
score. Ultrasonic process time of 90 minutes and starch concentration of 3% will produce 
SNP products with a yield of 13.68%, particle size ≤ 100 nm of 23.6%, average particle 
size of 230.8 nm with polydispersity index of 0.581, transmittance value of 61.27%, and 
a solution clarity score of 3.80 (not clear).

Tapioca-based SNPs can be developed solely with ultrasonic method to simplify the 
process. Further research is needed to improve the yield of SNPs based on tapioca.
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ABSTRACT

The term “indoor navigation system” pertains to a technological or practical approach 
that facilitates the navigation and orientation of individuals within indoor settings, such 
as museums, airports, shopping malls, or buildings. Over several years, significant 
advancements have been made in indoor navigation. Numerous studies have been 
conducted on the issue. However, a fair evaluation and comparison of indoor navigation 
algorithms have not been discussed further. This paper presents a comprehensive review 
of collective algorithms developed for indoor navigation. The in-depth analysis of these 
articles concentrates on both advantages and disadvantages, as well as the different types of 
algorithms used in each article. A systematic literature review (SLR) methodology guided 
our article-finding, vetting, and grading processes. Finally, we narrowed the pool down to 
75 articles using SLR. We organized them into several groups according to their topics. In 
these quick analyses, we pull out the most important concepts, article types, rating criteria, 
and the positives and negatives of each piece. Based on the findings of this review, we can 

conclude that an efficient solution for indoor 
navigation that uses the capabilities of 
embedded data and technological advances 
in immersive technologies can be achieved 
by training the shortest path algorithm with 
a deep learning algorithm to enhance the 
indoor navigation system.

Keywords: Augmented reality, deep learning, indoor 
navigation, mixed reality, shortest path, virtual reality
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INTRODUCTION 

In current navigation systems, electronic devices are used to determine the user’s location, find 
the most direct route, and, in certain cases, automatically direct vehicles to their destinations. 
The science and technology of spotting a sailboat, airplane, or other types of vehicles and 
directing them to a specific location are known as navigation (Kunhoth et al., 2020). In today’s 
world, most navigational aids depend on satellite signals transmitted by the global positioning 
system (GPS). While GPS works perfectly outside, it is difficult to use inside due to several 
factors, such as reduced signal strength, dim lighting, and complicated environments. 
Recent discussions have brought up potential new directions for the development of indoor 
navigation, including the use of image-based and Wi-Fi-based systems. GPS is ineffective 
for determining the location inside a building due to the absence of a line of sight (NLoS), 
weak signal strength, and reduced accuracy (Syazwani et al., 2022). Although GPS performs 
admirably in open areas, its performance in urban canyons is notoriously poor because of 
the signal reflections of NLOS satellites (Z. Liu et al., 2022).

There are numerous applications for indoor navigation systems, such as in universities, 
complex malls, bus stations, train stations, airports, libraries, and museums. Furthermore, 
specific navigation applications for humans and people with visual impairments benefit 
from internal navigation systems. Unlike exterior areas, indoor areas are more difficult 
to navigate due to the absence of reliable GPS signals and physical obstacles like walls, 
stairs, and furniture. Different obstacles are present in interior environments, increasing 
the difficulty of implementing navigation systems.

The fundamental components of a human indoor navigation system consist of three 
elements, namely the indoor positioning system (IPS) module, the navigation module, 
and the human-machine interaction (HMI) module. The system for indoor positioning 
is designed to approximate the user’s location. At the same time, the navigation element 
determines which routes are the most efficient to take from the user’s present location to 
the destination they have in mind. The Human Machine Interface (HMI) module makes 
engaging with the system easier and allows users to give commands. The efficiency of 
GPS-based indoor positioning is limited; hence, alternative methods such as those based on 
computer vision (Lee et al., 2022), pedestrian dead reckoning (PDR) (Jiang et al., 2022), and 
radio frequency (RF) (Syazwani et al., 2022) signals are employed for indoor positioning. 

Various technologies can be utilized for indoor positioning, including but not limited to 
Wi-Fi (Chan et al., 2023), Bluetooth (Babakhani et al., 2021), radio frequency identification 
(Chumkamon et al., 2008), ZigBee (Dong et al., 2018), ultra-wideband (Sarkar et al., 2021), 
and a geomagnetic field (Yeh et al., 2020). These technologies require specific equipment, 
resulting in a high implementation cost. Wi-Fi boasts a notable advantage despite potential 
drawbacks due to its widespread integration and prevalence across various devices. The 
popularity of ultra-wideband (UWB) technology in high-precision indoor positioning 
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systems can be attributed to its advantages over narrowband-based technologies such as 
Bluetooth and Wi-Fi. UWB offers a wide variety of benefits, including a high data transfer 
rate, low transmission energy, a short signal transmission length, and deep penetration 
(Che et al., 2023).

One of the most important aspects of indoor navigation is that it may be applied in a 
variety of different contexts involving people (Abdallah et al., 2022). However, there is a 
significant challenge when the concept is applied to multiple rooms and obstacles in the 
indoor environment. The layout of an indoor navigation system’s user interface is critical. 
Most electronic navigation systems still use a conventional interface; thus, users must 
actively compare on-screen arrows with their surroundings to identify the right position. 
For example, with indoor mapping tools, students may easily find their way to class or any 
other location on campus. However, if they are new to the campus, they may soon feel lost 
among the maze of buildings and departments in a typical university.

The use of augmented reality (AR), virtual reality (VR), and mixed reality (MR) 
technologies for indoor navigation presents a promising area of research that provides 
diverse opportunities for improving navigation in interior environments. Industry-wide 
adoption of AR indoor navigation is increasing (Verma et al., 2020). Technology firms have 
started investing in AR due to its appealing features and compatibility with other devices. 
Currently, AR can be used in many different environments, such as in the classroom, the 
workplace, a museum, a factory, a store, or a museum shop. Furthermore, AR has been 
rigorously tested and investigated, and indoor navigation is just one of its applications. 
By using image recognition technology to calculate the location and angle of the acquired 
image actuarially, AR enables the virtual world on the screen to blend with and interact 
with real-world situations. 

The application of VR for indoor navigation is currently a thriving field of research and 
development. Indoor navigation utilizing VR is an active research and development topic. 
It entails using VR technology to assist users in navigating and orienting themselves within 
indoor environments. Virtual reality is a scenario generated by a computer that simulates a 
realistic experience. Popular online maps provide primarily two-dimensional views of the 
tops of buildings—the interiors of a location become difficult to envision. Indoor navigation 
utilizing VR technology solves the issue of visualizing the interior infrastructure of vast, 
complex structures (Khan et al., 2020).

The term MR denotes a continuum that encompasses both VR and AR. This technology 
integrates elements of reality with virtual objects or surroundings to generate a blended 
experience for individuals. This technology is more user-friendly, adaptable, and productive 
compared to more conventional methods of navigating within a building. Even though this 
technology is still in its infancy, it is already abundantly evident that it will flourish in the 
years to come (El-Sheimy & Li, 2021).



958 Pertanika J. Sci. & Technol. 32 (2): 955 - 977 (2024)

Muhammad Shazmin Sariman, Maisara Othman, Rohaida Mat Akir, Abd Kadir Mahamad and Munirah Ab Rahman

The implementation of algorithms is vital for navigating inside buildings. Indoor 
navigation systems depend on algorithms as their primary component because they 
provide precise mapping and localization, efficient path planning, and real-time 
adaptation. Algorithms are a very important component in making interior navigation 
accurate, efficient, and user-friendly. Although various alternative algorithms have been 
used for indoor navigation, the ones discussed in this article are the shortest path and 
deep learning algorithms. The problem of discovering the shortest way or route between 
an origin point and an endpoint is frequently referred to as the issue of the shortest path. 
In most cases, the challenge of the shortest path is represented through graphs. A graph 
is an example of an abstract mathematical entity comprising many collections of vertices 
and edges. Edges connect two adjacent vertices. It is possible to walk along the edges of a 
graph by moving from one vertex to another. A graph’s edges provide a path for walking 
from one vertex to another. The presence or absence of the ability to walk along the edges 
in both directions distinguishes between a directed graph and an undirected graph. There 
are several different algorithms designed to solve the issue of the shortest path, including 
but not limited to Dijkstra’s algorithm (P. Liu et al., 2022), the Bellman-Ford algorithm 
(Parimala et al., 2021), the A* algorithm (Rachmawati & Gustin, 2020), the D* algorithm 
(Alves et al., 2019), and the Floyd-Warshall algorithm (Ramadiani et al., 2018).

Deep learning is a specialization within the larger area of machine learning. It uses an 
artificial neural network (ANN) architecture to spot patterns and calculate feature extraction. 
Many studies have proposed combining a variety of indoor navigation techniques and 
algorithms. Most analyses investigated the use of various shortest-path algorithms. Location 
awareness and remembering navigation (LARN) and flexible path planning (FPP) are 
among the algorithms used for indoor navigation systems. 

The evolution of technology for navigation inside buildings is faced with several 
significant challenges, including imprecise positioning (Nessa et al., 2020), intricate and 
ever-changing surroundings (Varma & Anand, 2021), restricted scalability and adaptability 
(Zlatanova et al., 2013), obstructions within indoor spaces and signal interference (El-
Sheimy & Li, 2021), and limited connectivity (Trybała & Gattner, 2021). In order to tackle 
these obstacles, a blend of technological advancements, algorithmic enhancements, data 
management tactics, and user-focused design methodologies is necessary. Ongoing research 
and progress in positioning technologies, machine learning, and data fusion techniques are 
directed toward surmounting these obstacles and enhancing indoor navigation systems’ 
precision, user-friendliness, and dependability.

Additionally, deep learning techniques allow for indoor navigation that is accurate and 
responsive to adjustments in the surrounding environment, such as the presence of obstacles 
or changes in lighting conditions (Shahbazian et al., 2023). These factors can affect the 
accuracy and reliability of the algorithm, especially if it has not been trained in a wide 
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range of environments and scenarios. Another challenge is the computational complexity 
of deep learning algorithms, which may require significant computing resources and time 
to train and optimize. It can be a significant barrier for researchers with limited access to 
computing resources, as well as for real-time applications where speed and efficiency are 
critical. Finally, there is also a need for standardized evaluation metrics and benchmarks 
to compare the performance of different deep-learning algorithms for indoor navigation 
systems. Currently, there is a lack of consensus on the most appropriate metrics and 
benchmarks, making it difficult to compare and replicate results across different studies.

One of the common problems in recent research on indoor navigation using deep 
learning algorithms is the absence of identified training information. In order to properly 
learn and generalize patterns and correlations between features, deep learning algorithms 
require enormous amounts of labeled data to work. However, obtaining labeled data for 
indoor navigation can be challenging and time-consuming, as it requires manually labeling 
the floor plans, indoor maps, and trajectories of users. Next, this article discusses the most 
recent developments in immersive technologies such as AR, VR, and MR. In addition 
to that, this research emphasized the algorithm that has been implemented in the indoor 
navigation system. Deep learning and shortest path algorithms are the two categories into 
which the algorithms have been divided due to the use of a number of different technological 
innovations and techniques. The goal of shortest-path algorithms is to identify the most 
direct route between two nodes in a network, while the objective of deep learning is to 
learn and anticipate complicated patterns. 

CURRENT TRENDS OF IMMERSIVE TECHNOLOGIES IN INDOOR 
NAVIGATION

Indoor navigation systems are rapidly incorporating immersive technologies such as VR, 
AR, and MR to improve the user experience and deliver navigation solutions that are both 
more user-friendly and immersive. Augmented reality superimposes digital information 
over a user’s view of the physical world, enabling users to get real-time visual signals and 
directional information (Rehman & Cao, 2017). Augmented reality wayfinding applications 
have the capability to superimpose navigational instructions, arrows, or markers over the 
user’s vision of the indoor space, directing the user to their desired location.

VR’s immersive and participatory nature makes it a viable option for interior 
navigation. When used indoors, traditional GPS navigation might be difficult because of 
the reduced availability and accuracy of satellite signals. Virtual reality can help with these 
issues by simulating indoor navigation and constructing virtual representations of indoor 
spaces (B. Liu et al., 2021).

Mixed reality allows users to engage with virtual and physical objects. With this 
technology, it is possible to create the illusion that the virtual and physical worlds coexist. 
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Virtual markers, routes, or annotations can be superimposed over the user’s environment 
to serve as interactive navigation instructions and directions when using an MR device 
like Microsoft HoloLens or Magic Leap One for interior navigation (B. Liu et al., 2022).

INDOOR NAVIGATION USING AUGMENTED REALITY 

Augmented reality indoor navigation systems provide users with a more natural and 
immersive experience by fusing digital information with the physical world (Verma et 
al., 2020). By superimposing digital data (e.g., visual cues, directions, or annotations) 
onto a user’s perspective of the real world, AR provides a more enriching experience. For 
example, Saeliw et al. (2022)  developed an AR-based mall navigation utilizing AR Core, 
which directs visitors to the exhibition’s location and provides them with the opportunity 
to experience and enjoy the virtual things in the mall. 

Furthermore, according to  Yang and Saniie (2017), the system that is being proposed 
will make use of devices with cameras, such as smartphones, to deliver position information 
by scanning AR markers that have been placed in the environment. It will ultimately assist 
users in being more aware of where they are. Chidsin et al. (2021) proposed a marker-
free system for AR-based indoor navigation. The suggested system utilized the red-green 
blue-depth (RGB-D) camera to monitor the surroundings, and the technology known as 
simultaneous localization and mapping (SLAM) was utilized to generate a point cloud 
map (Lee et al., 2017). An indoor navigation system was implemented with the help of the 
Internet of Things devices available in the building and AR technology to direct people 
out of the building in the event of a fire.

Rehman and Cao (2017) proposed an AR-based indoor localization application with the 
goal of assisting people in navigating around areas that are entirely indoors. The software 
may be installed on a wide variety of computers, mobile phones, as well as wearable 
computers. Yoon and Lee (2023) proposed an idea for AR logistics software that can be 
used on s(smartphones. The application would lead the user to the appropriate logistical 
area at a building site. The logistical program was coded in Unity 3D, based on the AR 
Foundation foundation for AR, as well as the ZXing library, which is used to recognize 
QR codes. Saeliw et al. (2022) address a reasonable alternative, architecture, and how 
technology has advanced to construct an indoor navigation system application using AR 
for shopping malls. 

INDOOR NAVIGATION USING VIRTUAL REALITY 

VR technology can be effectively utilized to innovate indoor positioning systems. Yuan et al. 
(2023) implemented an indoor fire evacuation simulated in virtual reality using a navigation 
grid’s corner points. The VR simulation of the evacuation of the interior fire crowd was 
implemented on the basis of the dynamic layout of the route taken by firefighters evacuating 
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from a building with many exits. Khan et al. (2020) proposed an indoor navigation system 
for stadiums using WebVR technology and offering users an experience that is wholly 
immersive and compelling. With the assistance of 360-degree photos, the “virtual shortest 
path” to the location of interest is presented.

In addition, VR equipment can furnish fully immersive learning environments and 
provide interactive learning opportunities for teams working together in a shared space. 
By using VR, the unattractiveness and lack of interest in conventional teaching approaches 
can be overcome. Guo et al. (2020) recommended using a method to evacuate a large group 
of people using virtual reality simulations in the event of an indoor fire with several exits. 
For many years, the field of health sciences has focused on improving interior navigation 
methods for people who are blind or have other visual impairments. Real and Araujo (2021) 
developed a tool for validating navigation instructions and another tool for user training 
for the PERCEPT system. 

In conclusion, VR can make indoor navigation easier, which is especially beneficial 
in complicated places like airports, malls, and stadiums. The widespread adoption of VR 
technology has the potential to completely alter the environment of indoor navigation.

INDOOR NAVIGATION USING MIXED REALITY 

The application of MR technology, which enhances the existing physical environment by 
displaying digital holograms and supplying supplementary details, shows promise for use in 
indoor navigation. An appropriate strategy has the potential to enhance the development of 
MR-based indoor navigation applications as well as related research. For example, B. Liu 
et al. (2021) provided user studies with an overview of magnetic resonance MR technology, 
equipment, and the design of MR-based indoor navigation systems.

In addition, MR will also provide a better experience for the user based on real-time 
navigation. Chung et al. (2021) used a gadget called Microsoft HoloLens to construct a 
head-mounted museum navigation system by merging several technologies, such as MR, 
gesture recognition, and location awareness.

Next, MR can be employed for indoor rescue operations by providing rescuers real-
time data about the inside environment and the position of people needing rescue. This 
system employs augmented indoor maps and MR to improve the speed and effectiveness 
of rescue teams reacting to and dealing with unexpected hazards (Chae et al., 2023).

It is one of the studies that used MR for indoor navigation (B. Liu et al., 2021). The 
system was created, developed, and put into operation with virtual semantic landmarks 
in interior spaces based on MR. Additionally, users were evaluated to investigate whether 
such markers can aid in the acquisition of spatial information when navigating.

Microsoft HoloLens was used to analyze the inside environment and give data to be 
used as an indoor navigation aid (B. Liu et al., 2021). HoloLens is an AR helmet that uses 
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MR technology to provide users with holographic images that blend with the context of 
their surroundings. 

MR-based indoor navigation systems can give users accurate and reliable help when 
navigating indoor environments. However, additional research is required to make position 
monitoring more accurate and to design user interfaces that are easy to use and intuitive. 
Table 1 shows the summary work of immersive technologies for indoor navigation. 

Table 1
Summary work of immersive technologies of indoor navigation

Type of 
Immersive 
Technology

Year Title/Project Name Strengths Weaknesses

AR 2022 FIND: Mall navigation 
using augmented reality 
(Rochadiani et al., 2022)

i. Attract more visitors
ii. Easy to use

i. High cost
ii. No direction arrow

AR 2017 Indoor navigation for the 
visually impaired using 
AR markers (Yang & 
Saniie, 2017)

i. Highly accurate
ii. The system  provides 

voice instruction

i. Users must be trained 
to use the AR marker 
system effectively

AR 2021 AR-based navigation 
using RGB-D camera and 
hybrid map (Chidsin et al., 
2021)

i. Real-time navigation
ii. Easy to use

i. High-cost
ii. No audio instruction

AR 2017 Indoor navigation system 
for evacuation route in 
case of fire by using 
environment and location 
data (Lee et al., 2017)

i. Increased safety
ii. Quick evacuation

i. High-cost
ii. The system may 

estimate a person's 
location incorrectly

AR 2017 Augmented reality-based 
indoor navigation: A 
comparative analysis 
of handheld devices vs. 
Google Glass (Rehman & 
Cao, 2017)

i. Low cost
ii. User-friendly

i. Limited battery life
ii. Wearable devices and 

smartphones failed the 
memory tests

AR 2023 Development of a 
Construction-Site Work 
Support System Using 
BIM-Marker-Based 
Augmented Reality (Yoon 
& Lee, 2023)

i. Low cost
ii. Low implementation 

effort

i. Obstacles in 
constructing paths 
have not yet been 
considered

AR 2021 Research direction for 
Android-based indoor 
navigation solution for 
shopping malls through 
augmented reality-
EasyMap (Rubio-Sandoval 
et al., 2021)

i. User-friendly
ii. Real-time navigation

i. High-cost
ii. Limited coverage
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Type of 
Immersive 
Technology

Year Title/Project Name Strengths Weaknesses

VR 2023 Application of navigation 
grid corner point 
algorithm in virtual reality 
simulation images of 
indoor fire evacuation 
(Yuan et al., 2023)

i. Virtual reality can 
solve the situation 
of multiple indoor 
exits and dynamic 
environmental factors

ii. Quick evacuation

i. Cannot predict 
others' evacuation 
routes or completely 
comprehend the 
current situation's 
threats

VR 2020 Indoor navigation in 
stadium using virtual 
reality (Khan et al., 2020)

i. WebVR offers an 
immersive experience 
with a 360-degree 
image view

i.  Security issue

VR 2020 A virtual reality simulation 
method for crowd 
evacuation in a multi-exit 
indoor fire environment 
(Guo et al., 2020)

i. Real-time i. The user's VR 
experience is seamless 
only when the frame 
rate is stable over 60 
fps

VR 2017 Ves: A Mixed-Reality 
Development Platform Of 
Navigation Systems For 
the Blind And Visually 
Impaired (Real & Araujo, 
2021)

i. Improve the user's 
experience in the 
actual world by letting 
them explore and learn 
before they arrive

i. The system lacks 
an interface for 
orientation and 
mobility instructors to 
alter the environment 
by specifying points 
of interest and 
exploratory activities

MR 2022 Designing mixed reality-
based indoor navigation 
for user studies (B. Liu et 
al., 2021)

i. Helps researchers 
construct a research-
oriented MR-based 
indoor navigation 
system in more generic 
situations

i. MR technology 
struggles to map 
transparent objects 
and display holograms 
in bright lighting 
conditions

MR 2021 Development of a head-
mounted mixed-reality 
museum navigation system 
(Chung et al., 2021)

i. Real-time
ii. Increase the efficiency  

of navigation

i. The system is limited 
to being used at 
Tamsui Oxford 
College of Aletheia 
University only

MR 2023 Design of a mixed reality 
system for simulating 
indoor disaster rescue 
(Chae et al., 2023)

i. Efficient at making 
rescues work more 
rapidly

i. The system 
compatibility is only 
for one device

MR 2021 Spatial knowledge 
acquisition with virtual 
semantic landmarks in 
mixed reality-based indoor 
navigation (B. Liu et al., 
2021)

i. Enhance incidental 
spatial information 
development, although 
consumers believe 
better holograms 
would benefit them 
more

i. The device is heavy

Table 1 (continue)
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INDOOR NAVIGATION ALGORITHM

A literature review on indoor navigation systems has been conducted in this part of the 
article. It summarizes the research done in this area in the past. According to the published 
research, a considerable number of researchers have utilized different algorithms, such as 
Dijkstra (Z. Liu et al., 2021), A*(Wang et al., 2022),  Bellman-Ford (Tamimi, 2015), Floyd 
Warshall (Ramadiani et al., 2018), Node2vec (Grover & Leskovec, 2016), recurrent neural 
networks (RNN) (Hoang et al., 2019), convolutional neural networks (CNN) (Gong et 
al., 2021), deep neural networks (DNN) (Oh & Kim, 2021) and artificial neural networks 
(ANN) (Jamil & Kim, 2019) to navigate inside buildings.

The classification of indoor navigation algorithms is depicted in Figure 1. By using 
a variety of technologies, the algorithms have been segmented into two categories: deep 
learning and shortest-path algorithms. Most prior research has concentrated on the shortest 
path and deep learning algorithms separately, whereas no studies have investigated both 
algorithms together. 

The shortest path algorithm is a fundamental technique for identifying the most 
efficient route between two points in a graph. This route is determined by finding the 

Type of 
Immersive 
Technology

Year Title/Project Name Strengths Weaknesses

MR 2022 Designing Mixed Reality-
Based Indoor Navigation 
for User Studies (B. Liu et 
al., 2021)

i. High accuracy
ii. Have a navigator to 

help users

i. These approaches 
might not always 
be effective in real 
life due to logistical 
or technological 
limitations

Table 1 (continue)

Figure 1. Indoor navigation algorithm taxonomy

Indoor Navigation Algorithm

Shortest path Deep learning

A* D*Dijkstra 

Floyd-Warshall

DNNANN

Bellman-Ford

Node2vec RNN

CNN
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smallest distance between the two locations. The graph represents the layout of the indoor 
environment in the context of indoor navigation. The graph nodes present specific places 
(e.g., rooms, corridors, or intersections), while the edges present the connections that link 
these locations (Rizi et al., 2018).

Using multiple deep learning techniques allows for performance to be improved based 
on prior experience. It will assist in improving accuracy and finding more ideal paths, 
depending on the experience gained. For example, Al-habashna et al. (2022) proposed a 
technique that can extract the received signal strength indicator (RSSI) from user equipment 
(UEs) and then utilize it to develop a fingerprint database using the information. The RSSI 
data of the UEs is then sent into a deep learning algorithm, which generates an estimate 
of the locations of the UEs within the building. Ge et al. (2022) developed a platform for 
collecting environmental sensing data and used environmental data for machine learning 
on location awareness in a building to improve location awareness. 

Woensel et al. (2020) applied deep learning techniques with knowledge-based 
algorithms and instruments to accurately determine the precise position of an individual 
and its semantic relation to the determined location. Wu et al. (2020) applied image 
classification in deep learning to achieve the positioning function, and an algorithm was 
used to determine the most effective route to your destinations. The calculation results 
were then presented in the form of an interior navigation system.

Bakale et al. (2020) suggested deep learning to identify objects in the provided indoor 
scene and then used reinforcement learning to find a path. The suggested solution has 
provided the navigation path for approximately 2 minutes and 10 seconds.

THE TYPES OF ALGORITHMS FOR INDOOR NAVIGATION

The articles surveyed and presented in the Indoor Navigation Algorithm section demonstrate 
that the current research has concentrated on both algorithms, which determine where a 
person is located using deep learning and the shortest distance between two points. Table 
2 shows the types of shortest-path algorithms for indoor navigation, and Table 3 presents 
the types of deep-learning algorithms.

Table 2
The shortest path algorithm for indoor navigation 

Title/Project Name Year Algorithms Results
Design and Implementation of the 
Optimization Algorithm in the Layout 
of Parking Lot Guidance (Z. Liu et 
al., 2021)

2021 Dijkstra Determined the source node's lowest 
total weight (distance)

An improved Dijkstra-based 
algorithm for resource-constrained 
shortest path (P. Liu et al., 2022)

2022 Dijkstra Determined the shortest path
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Title/Project Name Year Algorithms Results
Reliability study on the adaptation 
of Dijkstra’s algorithm for gateway 
KLIA2 indoor navigation (Samah et 
al., 2020)

2020 Dijkstra Determined the shortest route from 
the current location to the point of 
origin

Analysis of Dijkstra’s algorithm and 
A∗ algorithm in shortest path problem 
(Rachmawati & Gustin, 2020)

2020 Dijkstra and A* Dijkstra and A* have different loop 
counts depending on the number of 
points (nodes) in the graph

Indoor navigation using A* algorithm 
(Kasim et al., 2016)

2016 A* A* uses a statistical function to find 
a better path, while Dijkstra's method 
just looks at all possible routes

The EBS-A* algorithm: An improved 
A* algorithm for path planning (Wang 
et al., 2022)

2022 A* EBS-A* algorithm reduced the 
critical nodes by 91.89%, right-angle 
turns by 100%, and path planning 
efficiency by 278%

Analysis of path planning algorithms 
for service robots applied in indoor 
environments (Jia, 2023)

2019 A* The A* search is a more 
straightforward option and can 
improve traditional path planning 
algorithm

Indoor Navigation with Human 
Assistance for Service Robots Using 
D∗Lite (Alves et al., 2019)

2018 D* D*Lite can quickly and effectively 
replan a new path.

Bellman-Ford algorithm for solving 
the shortest path problem of a network 
under a picture fuzzy environment 
(Parimala et al., 2021)

2021 Bellman-Ford The Bellman-Ford algorithm 
solves the shortest path issue 
under uncertainty in fuzzy image 
environments

A study on the Bellman-Ford shortest 
path algorithm using a global 
positioning system (Rai, 2022)

2022 Bellman-Ford Dijkstra's algorithm and Bellman-
Ford algorithm determine the graph's 
shortest path and optimize GPS

Floyd-Warshall algorithm to 
determine the shortest path based on 
Android (Ramadiani et al., 2018)

2018 Floyd-Warshall Floyd-Warshall algorithm finds the 
fastest and shortest path between two 
nodes, whereas the program finds the 
path of more than two nodes

Comparison Studies for Different 
Shortest Path Algorithms (Tamimi, 
2015)

2015 Dijkstra’s, A*, 
Bellman-Ford 

and Floyd-
Warshall 

All of these algorithms are useful in 
different situations (e.g., the Floyd-
Warshall algorithm functions as an 
adaptive and a multi-source shortest-
path algorithm)

Table 2 (continue)

Table 3
The deep learning algorithm for indoor navigation

Title/Project Name Year Algorithms Results
Node2vec: Scalable feature learning for 
networks (Grover & Leskovec, 2016)

2016 Node2vec Node2vec is flexible and can 
handle changes
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Title/Project Name Year Algorithms Results
An improved collaborative filtering algorithm 
based on node2vec (Liang & Tang, 2018) 

2018 Node2vec Node2vec, graph attention 
networks, and multi-layer 
perceptrons find pivots with 
path lengths close to the shortest 
alternative route

A convolutional neural network feature 
detection approach to autonomous quadrotor 
indoor navigation (Garcia et al., 2019)

2019 CNN CNN-based recognition 
of objects makes it easy to 
distinguish between a building 
structure and a person

Indoor positioning algorithm based on 
improved convolutional neural network (Zhou 
et al., 2022)

2022 CNN The CNN algorithm is 
extremely reliable

Indoor localization with Wi-Fi fingerprinting 
using convolutional neural network (Jang & 
Hong, 2018)

2018 CNN The CNN-based model is 
quicker and less time-complex 
than the current technique

Design and development of an indoor 
navigation system using a denoising 
autoencoder-based convolutional neural 
network for visually impaired people (Jothi & 
Sabeenian, 2022)

2022 CNN DAECNN outperforms other 
previous classification methods.

DeepNav : A scalable and plug-and-play indoor 
navigation system based on visual CNN (Gong 
et al., 2021)

2021 CNN DeepNav can be set up fast 
and has an average mistake in 
location of 2.3 m

DeepLoc : A deep neural network-based indoor 
positioning framework (S. Liu et al., 2021)

2021 DNN DeepLoc can help enhance the 
accuracy of localization and 
achieve better efficiency

Deep neural network-based Wi-Fi/pedestrian 
dead reckoning indoor positioning system using 
adaptive robust factor graph model (Wang et 
al., 2020.)

2019 DNN The DNN-based system is more 
reliable and accurate under 
different motion movements

The indoor positioning system using fingerprint 
method-based deep neural network the indoor 
positioning system using fingerprint method 
based deep neural network (Malik et al., 2019)

2019 DNN The effectiveness of a DNN is 
proportional to the sum of its 
hidden layer sizes

Applying deep neural network 
(DNN) for robust indoor localization in multi-
building environments (Adege et al., 2018.)

2018 DNN DNN is capable of accurately 
localizing Wi-Fi users in 
wireless environments that are 
both hierarchical and complex

Wi-Fi-based indoor positioning system using 
deep neural network (Giney et al., 2020)

2020 DNN DNN works better than 
other machine-learning 
algorithms

Deep neural network for indoor positioning 
based on channel impulse response (Dao & 
Salman, 2022)

2020 DNN DCNN reduces the optimal 
ADE by half compared to the 
situation without optimal AP 
locations

Table 3 (continue)
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Title/Project Name Year Algorithms Results
DNN-based Wi-Fi positioning in 3GPP indoor 
office environment (Oh & Kim, 2021)

2021 DNN DNN has a high accuracy for 
indoor localization

A deep autoencoder and RNN model for indoor 
localization with variable propagation loss 
(Espindola et al., 2021)

2023 RNN RNN model improves the 
positioning accuracy

Bluetooth direction finding using recurrent 
neural network (Babakhani et al., 2021)

2021 RNN RNN method produces fewer 
errors with higher accuracy

Centimeter-level indoor Localization using 
channel State Information with Recurrent 
Neural Networks (Yu et al., 2020)

2020 RNN RNN estimate values more 
accurately than tree-based 
approaches

Recurrent neural networks for accurate RSSI 
indoor localization (Hoang et al., 2019)

2019 RNN LSTM framework performs 
better than feedforward neural 
network with 0.75 m average 
localization error and 80% of 
mistakes under 1 m

Towards the implementation of recurrent neural 
network schemes for Wi-Fi fingerprint-based 
indoor positioning (Hsieh et al., 2018)

2018 RNN RNN and LSTM algorithms 
predict sensor floor with 
excellent accuracy

Wireless fingerprinting uncertainty prediction 
based on machine learning (Li et al., 2019)

2019 ANN ANN can predict wireless 
fingerprinting uncertainty and 
adaptive measurement noises 
in integrated localization EKF 
work

Artificial neural networks for navigation 
systems: a review of recent research (Jwo et al., 
2023)

2023 ANN The full ANN research was 
examined for integrating the 
INS with GNSS and using 
ANNs in navigation systems

Improving the accuracy of the alpha-beta 
filter algorithm using an ANN-based learning 
mechanism in indoor navigation system (Jamil 
& Kim, 2019)

2019 ANN An ANN-based learning module 
was developed to improve the 
prediction accuracy of the alpha-
beta filter algorithm as a case 
study.

Table 3 (continue)

DISCUSSION AND ANALYSIS OF SHORTEST-PATH ALGORITHMS

Indoor navigation is a challenging task that requires efficient algorithms to find the shortest 
path between two points. Based on Table 2, several studies have proposed different 
algorithms to address this issue. Dijkstra’s algorithm is one of the most commonly used 
algorithms for indoor navigation (Z. Liu et al., 2021; P. Liu et al., 2022; Rachmawati & 
Gustin, 2020; Samah et al., 2020). It determines the shortest path between graph nodes. 
Other algorithms have addressed Dijkstra’s shortcomings. The researchers decided on 
Dijkstra’s and A* algorithms because they provide the quickest route to their objective. It 
has been demonstrated that modifying Dijkstra’s algorithm can provide the shortest route 
for indoor navigation, starting from the current place and ending at the desired site. 
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A* algorithm uses a statistical function to determine a better path, while Dijkstra’s 
algorithm considers all feasible routes (Kasim et al., 2016). EBS-A* algorithm reduced 
the number of important nodes by 91.89 %, the number of right-angle turns by 100 %, and 
the efficiency of path planning by 278 %. In addition, the shortest path problem that arises 
in environments with fuzzy images can be resolved with the help of the Bellman-Ford 
method (Parimala et al., 2021). Dijkstra’s algorithm and the Bellman-Ford algorithm, which 
optimizes GPS and finds the shortest path through the graph, are utilized in the process 
(Rai, 2022). The Floyd-Warshall method determines the quickest and shortest path between 
any two nodes, while the algorithm determines the path between any number of nodes 
(Ramadiani et al., 2018). Dijkstra’s, A*, Bellman-Ford and Floyd-Warshall algorithms 
are useful in different situations. For instance, the Floyd-Warshall algorithm can perform 
the duties of both adaptive and multi-source shortest-path algorithms  (Tamimi, 2015).

In conclusion, indoor navigation algorithms have been proposed to identify the shortest 
way to the selected destination. Dijkstra’s algorithm is the most widely used, whereas 
the A*, Bellman-Ford, and Floyd-Warshall algorithms have been presented to solve their 
weaknesses. Hybrid algorithms that mix techniques can also increase the shortest path 
accuracy (Alani et al., 2020).

DISCUSSION AND ANALYSIS OF DEEP LEARNING ALGORITHM 

The ability of CNN to learn and identify visual features included within maps or floor 
layouts shows that it offers great promise. Garcia et al. (2019) performed CNN-based 
detection and localization of the structural characteristics of a corridor on an off-board 
platform, where the method independently guided a quadrotor through hallways with 
intersections and dead ends. Zhou et al. (2022) introduced the CNN-LOC system, which 
provides precise and reliable indoor localization via Wi-Fi fingerprint and CNN. Otherwise, 
CNN-based Wi-Fi fingerprint systems demonstrated their capability to provide a higher 
level of accuracy compared to deep learning-based multi-floor-multi-building classifiers 
currently in use (Jang & Hong, 2018). Jothi and Sabeenian (2022) utilized a denoising auto-
encoder based on the convolutional neural network (DAECNN) to determine the current 
position of the users. Gong et al. (2021) presented DeepNav, a new indoor navigation system 
that relies solely on visual CNN to perform large-scale navigation. In order to facilitate 
rapid deployment, DeepNav uses a deployment strategy that only requires a single pilot. 

Node2vec is a method for algorithmic learning used for representational purposes on 
graphs. It learns a continuous classification model for the nodes of any graph, which may 
then be used for a variety of other machine-learning tasks further down the line (Grover 
& Leskovec, 2016). In optimizing a neighborhood-preserving objective, the Node2vec 
framework can discover low-dimensional representations for the nodes that make up a 
graph (Liang & Tang, 2018). 
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It is possible to use deep neural networks (DNN) for indoor navigation by first training 
them to understand and categorize various aspects of indoor surroundings, such as partitions, 
entrances, and furniture, and then employing these data to estimate the user’s current location 
and direct them to the destination of their choosing. S. Liu et al. (2021) presented a system 
based on DNNs (DeepLoc) to enable Wi-Fi fingerprint location. In addition, a DNN-based 
Wi-Fi/PDR indoor positioning system that uses a highly adaptive and robust factor-graph 
model was suggested for the indoor placement of smartphones to obtain a system that is more 
reliable and accurate under a variety of motion gestures (Wang et al., 2020). 

In Malik et al. (2019), the DNN algorithm was suggested to enhance the fingerprint 
technique implemented in the IPS. Next, to accomplish precise localization in Wi-Fi 
situations, researchers suggested using DNNs (Adege et al., 2018.). Giney et al. (2020) 
used DNN and more traditional machine learning algorithms for categorizing 22-square 
grids representing different places.

Additionally, researchers have developed a deep CNN to predict the position of 
a moving robot. One of the input parameters of this network is a measurement of the 
channel’s impulse response (Dao & Salman., 2022). Furthermore, DNN was suggested 
for application in the location positioning process within an indoor office environment by 
the 3rd generation partnership project (3GPP) (Oh & Kim, 2021). 

Recurrent neural networks are well-suited to handle time-series data, typically in 
indoor navigation, as the user’s location and motions change continuously throughout the 
navigation session. For example, Espindola et al. (2021) used a deep autoencoder and an 
RNN to develop a new method of indoor localization optimized for situations with varying 
propagation losses.

Babakhani et al. (2021) produced a design for the angle of arrival (AoA) estimation 
that uses a robust and fast signal processing method and a tiny RNN model to improve 
performance by approaching AoA estimation as a time-series problem. Yu et al. (2020) 
applied  RNN for indoor localization. The suggested approach uses channel state information 
(CSI) data as features and considers the user’s trajectory and the signal-to-noise ratio.

Furthermore, RNN has been proposed for Wi-Fi fingerprinting and indoor localization. 
The approach considers the relationship between a number of RSSI measurements and 
treats the user’s movement as a single problem (Hoang et al., 2019). Hsieh et al. (2018) 
analyzed the effectiveness of RNN as a method of deep learning that could be applied in 
an indoor location system, particularly for the Wi-Fi fingerprinting dataset.

In conclusion, indoor navigation algorithms have become an essential tool for the 
user inside the building to find the right path to the desired destination accurately. Deep 
learning and shortest path algorithms are two of the most popular algorithms used for 
indoor navigation. Deep learning algorithms use various data sources to create detailed 
maps of buildings and locate a person, while shortest path algorithms find the quickest 
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route between two points within a building. By using these algorithms, indoor navigation 
systems can provide accurate and efficient navigation within large buildings.

CONCLUSION

In the past six years, research into indoor navigation has been consistently active. This 
paper conducts an in-depth analysis of related articles, focusing on their strengths and 
weaknesses, as well as analyzing the algorithm types that have been implemented. The 
use of algorithms for indoor navigation has become an indispensable component in daily 
life. Shortest path and deep learning algorithms have become two of the most prominent 
types of algorithms used for indoor navigation. Deep learning algorithms use a variety of 
data sources to produce precise maps of buildings and locate a person. In contrast, shortest 
path algorithms determine the most direct path between two spots within a building in the 
smallest amount of time. With the assistance of these algorithms, indoor navigation systems 
can deliver precise and time-saving navigation around enormous structures.

The article is divided into the appropriate classifications and outlines several appealing 
alternatives for the continuation of future research. Indoor navigation is a difficult task 
involving complicated maps, advertising, and directional cues. Extended reality (XR) 
technologies, which include VR, AR, and MR, have the potential to revolutionize the 
process of navigating indoor spaces by giving consumers an experience that is both 
comprehensive and accessible. 

In future work, by looking at this research gap, it is anticipated that this research will 
enable a new exploration of combining deep learning into the shortest path method by utilizing 
XR technology. This investigation will also help the XR developers choose the suitable 
algorithm they want to implement in the product for development and commercialization.
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