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About the Journal

Overview

Pertanika Journal of Science & Technology is an official journal of Universiti Putra Malaysia. It is an open-
access online scientific journal. It publishes original scientific outputs. It neither accepts nor commissions
third party content.

Recognised internationally as the leading peer-reviewed interdisciplinary journal devoted to the publication
of original papers, it serves as a forum for practical approaches to improve quality on issues pertaining to
science and engineering and its related fields.

Pertanika Journal of Science & Technology currently publishes 6 issues a year (January, March, April,
July, August, and October). It is considered for publication of original articles as per its scope. The journal
publishes in English and it is open for submission by authors from all over the world.

The journal is available world-wide.

Aims and scope

Pertanika Journal of Science & Technology aims to provide a forum for high quality research related to
science and engineering research. Areas relevant to the scope of the journal include: bioinformatics,
bioscience, biotechnology and bio-molecular sciences, chemistry, computer science, ecology, engineering,
engineering design, environmental control and management, mathematics and statistics, medicine and
health sciences, nanotechnology, physics, safety and emergency management, and related fields of study.

History
Pertanika Journal of Science & Technology was founded in 1993 and focuses on research in science and
engineering and its related fields.

Vision
To publish a journal of international repute.

Mission
Our goal is to bring the highest quality research to the widest possible audience.

Quality

We aim for excellence, sustained by a responsible and professional approach to journal publishing.
Submissions can expect to receive a decision within 90 days. The elapsed time from submission to
publication for the articles averages 180 days. We are working towards decreasing the processing time
with the help of our editors and the reviewers.

Abstracting and indexing of Pertanika

Pertanika Journal of Science & Technology is now over 27 years old; this accumulated knowledge and
experience has resulted the journal being abstracted and indexed in SCOPUS (Elsevier), Clarivate Web
of Science (ESCI), EBSCO, ASEAN CITATION INDEX, Microsoft Academic, Google Scholar, and MyCite.

Citing journal articles
The abbreviation for Pertanika Journal of Science & Technology is Pertanika J. Sci. & Technol.

Publication policy

Pertanika policy prohibits an author from submitting the same manuscript for concurrent consideration by
two or more publications. It prohibits as well publication of any manuscript that has already been published
either in whole or substantial part elsewhere. It also does not permit publication of manuscript that has
been published in full in proceedings.

Code of Ethics

The Pertanika journals and Universiti Putra Malaysia take seriously the responsibility of all of its journal
publications to reflect the highest in publication ethics. Thus, all journals and journal editors are expected
to abide by the journal’s codes of ethics. Refer to Pertanika’'s Code of Ethics for full details, or visit the
journal’s web link at http://www.pertanika.upm.edu.my/code_of_ethics.php



Originality

The author must ensure that when a manuscript is submitted to Pertanika, the manuscript must be an original
work. The author should check the manuscript for any possible plagiarism using any program such as Turn-It-
In or any other software before submitting the manuscripts to the Pertanika Editorial Office, Journal Division.

All submitted manuscripts must be in the journal’s acceptable similarity index range:
<20% — PASS; > 20% — REJECT.

International Standard Serial Number (ISSN)
An ISSN is an 8-digit code used to identify periodicals such as journals of all kinds and on all media—print
and electronic.

Pertanika Journal of Science & Technology: e-ISSN 2231-8526 (Online).

Lag time
Adecision on acceptance or rejection of a manuscript is reached in 90 days (average). The elapsed time from
submission to publication for the articles averages 180 days.

Authorship
Authors are not permitted to add or remove any names from the authorship provided at the time of initial
submission without the consent of the journal’s Chief Executive Editor.

Manuscript preparation
For manuscript preparation, authors may refer to Pertanika’s INSTRUCTION TO AUTHORS, available on
the official website of Pertanika.

Editorial process
Authors who complete any submission are notified with an acknowledgement containing a manuscript ID on
receipt of a manuscript, and upon the editorial decision regarding publication.

Pertanika follows a double-blind peer-review process. Manuscripts deemed suitable for publication are
sent to reviewers. Authors are encouraged to suggest names of at least 3 potential reviewers at the time
of submission of their manuscripts to Pertanika, but the editors will make the final selection and are not,
however, bound by these suggestions.

Notification of the editorial decision is usually provided within 90 days from the receipt of manuscript.
Publication of solicited manuscripts is not guaranteed. In most cases, manuscripts are accepted conditionally,
pending an author’s revision of the material.

The journal’s peer review
In the peer-review process, 2 to 3 referees independently evaluate the scientific quality of the submitted
manuscripts. At least 2 referee reports are required to help make a decision.

Peer reviewers are experts chosen by journal editors to provide written assessment of the strengths and
weaknesses of written research, with the aim of improving the reporting of research and identifying the most
appropriate and highest quality material for the journal.

Operating and review process
What happens to a manuscript once it is submitted to Pertanika? Typically, there are 7 steps to the editorial
review process:

1. The journal’s Chief Executive Editor and the Editor-in-Chief examine the paper to determine
whether it is relevance to journal needs in terms of novelty, impact, design, procedure, language
as well as presentation and allow it to proceed to the reviewing process. If not appropriate, the
manuscript is rejected outright and the author is informed.

2. The Chief Executive Editor sends the article-identifying information having been removed, to 2 to
3 reviewers. They are specialists in the subject matter of the article. The Chief Executive Editor
requests that they complete the review within 3 weeks.

Comments to authors are about the appropriateness and adequacy of the theoretical or conceptual
framework, literature review, method, results and discussion, and conclusions. Reviewers often
include suggestions for strengthening of the manuscript. Comments to the editor are in the nature
of the significance of the work and its potential contribution to the research field.
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The Editor-in-Chief examines the review reports and decides whether to accept or reject the
manuscript, invite the authors to revise and resubmit the manuscript, or seek additional review
reports. In rare instances, the manuscript is accepted with almost no revision. Almost without
exception, reviewers’ comments (to the authors) are forwarded to the authors. If a revision is
indicated, the editor provides guidelines for attending to the reviewers’ suggestions and perhaps
additional advice about revising the manuscript.

The authors decide whether and how to address the reviewers’ comments and criticisms and
the editor’s concerns. The authors return a revised version of the paper to the Chief Executive
Editor along with specific information describing how they have addressed’ the concerns of
the reviewers and the editor, usually in a tabular form. The authors may also submit a rebuttal
if there is a need especially when the authors disagree with certain comments provided by
reviewers.

The Chief Executive Editor sends the revised manuscript out for re-review. Typically, at least 1
of the original reviewers will be asked to examine the article.

When the reviewers have completed their work, the Editor-in-Chief examines their comments
and decides whether the manuscript is ready to be published, needs another round of revisions,
or should be rejected. If the decision is to accept, the Chief Executive Editor is notified.

The Chief Executive Editor reserves the final right to accept or reject any material for publication,
if the processing of a particular manuscript is deemed not to be in compliance with the S.O.P. of
Pertanika. An acceptance letter is sent to all the authors.

The editorial office ensures that the manuscript adheres to the correct style (in-text citations,
the reference list, and tables are typical areas of concern, clarity, and grammar). The authors
are asked to respond to any minor queries by the editorial office. Following these corrections,
page proofs are mailed to the corresponding authors for their final approval. At this point, only
essential changes are accepted. Finally, the manuscript appears in the pages of the journal
and is posted on-line.
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Foreword

Welcome to the first issue of 2024 for the Pertanika Journal of Science and Technology (PJST)!

PJST is an open-access journal for studies in Science and Technology published by Universiti Putra
Malaysia Press. It is independently owned and managed by the university for the benefit of the
world-wide science community.

This issue contains 25 articles; two review articles and the rest are regular articles. The authors of
these articles come from different countries namely Bangladesh, India, Indonesia, Irag, Malaysia,
Saudi Arabia, Spain and United Kingdom.

Izzati Saleh, Azwati Azmin and Azan Yunus from Malaysia and Wan Rahiman from Bangladesh
presented an analysis of pure-pursuit algorithm parameters for nonholonomic mobile robot
navigation in unstructured and confined space. This study’s simulation-based experiment is
limited to the mobile robot arrangement. The Look Ahead Distance parameter is adjusted so
the mobile robot can navigate the predefined map closely following the waypoints. The optimal
Look Ahead Distance value is combined with the VFH+ algorithm for obstacle avoidance. The
method is enhanced by adding the A weight so the robot returns to its waypoints after avoiding
an obstacle. The investigation reveals that A influences the mobile robot’s capacity to return to
its predetermined waypoints after avoiding an obstacle. The detailed information of this study is
available on page 99.

An investigation on a high-performance THz metallic axial mode helix antenna with an optimised
truncated hollow cone ground plane for a 6G wireless communication system was conducted by
Zahraa Raad Mayoof Hajiyat et al. from Universiti Putra Malaysia. The simulation results show
that the optimised copper (annealed) axial mode helix antenna performed well in the 0.52—0.98
THz frequency band with an impedance BW of 0.46 THz and FBW of 61.33%. Additionally, the
highest directivity and realised gain recorded were 21.8 dBi and 21.5 dBi at 0.85 THz, respectively.
The comparative analysis between the CST MWS and Ansys HFSS showed good agreement,
further validating the proposed antenna design. Moreover, the performance comparison of this
study shows that the proposed optimised THz antenna design offered an outstanding directivity
performance compared to other available THz axial mode helix antennas. Further details of the
investigation can be found on page 249.

The next article reviewed the agricultural area’s carbofuran usage, toxicity, and degradation
pathways. Carbofuran is a highly toxic insecticide commonly used to protect crops in agricultural
areas. Exposure to carbofuran can cause harmful effects on the ecological environment and
human health, particularly on non-target species such as birds and aquatic organisms. Carbofuran
continues to be used, although it has been banned in some countries. Several metabolites



are formed during the breakdown of carbofuran. These include 3-hydroxy-carbofuran,
3-ketocarbofuran, carbofuran-phenol, and 3-hydroxy-5-nitrophenol. These metabolites vary
in toxicity and persistence in the environment, with some being more lethal than the parent
compound. Details of this study are available on page 285.

We anticipate that you will find the evidence presented in this issue to be intriguing, thought-
provoking and useful in reaching new milestones in your own research. Please recommend the
journal to your colleagues and students to make this endeavour meaningful.

All the papers published in this edition underwent Pertanika’s stringent peer-review process
involving a minimum of two reviewers comprising internal as well as external referees. This was to
ensure that the quality of the papers justified the high ranking of the journal, which is renowned
as a heavily-cited journal not only by authors and researchers in Malaysia but by those in other
countries around the world as well.

We would also like to express our gratitude to all the contributors, namely the authors, reviewers,
Editor-in-Chief and Editorial Board Members of PJST, who have made this issue possible.

PIST is currently accepting manuscripts for upcoming issues based on original qualitative or
quantitative research that opens new areas of inquiry and investigation.

Chief Executive Editor
Mohd Sapuan Salit
executive_editor.pertanika@upm.edu.my
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ABSTRACT

This study determines the associations between the bacterial communities and water
physicochemical parameters in Putrajaya Lake and Putrajaya Wetlands Park, Malaysia.
Bacterial communities were assessed by metagenomics of the 16S rRNA gene from
lake water input, central wetlands, and primary lake area. Water samples (n=18) were
collected during two different periods: post-high rainfall events (samples collected in
May) and dry periods (July). The data revealed that bacterial communities of the three
sites were taxonomically distinct and associated with different environmental parameters.
However, no significant differences were found between the wet and dry periods. Alpha
diversity analyses revealed the highest index in May 2018 in the constructed wetlands
(H’=5.397) than those from water input or primary lake (p<0.05). Overall, 49 phyla, 147
classes, 284 orders, 471 families, 778 genera and 62 species of bacteria were identified.

Verrumicrobia and Firmicutes showed a

strong positive correlation with ammonia-
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nitrogen (r = 0.709). Actinobacteria and
Cyanobacteria had a moderate positive
correlation with nitrate with r value (r =
0.673) and (r = 0.647), respectively. In
this study, the metagenomics of the 16S
rRNA gene amplicon by Illumina MiSeq
has successfully identified the bacterial
community assemblage in Putrajaya Lake
and wetlands. Bacterial composition was

© Universiti Putra Malaysia Press
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associated with the availability of physicochemical properties of specific sites. The
effectiveness of the engineered wetlands of Putrajaya in bioremediation was demonstrated
by the marked decrease in certain nutrient concentrations from lake water input to the
primary lake area.

Keywords: 16S rRNA, bacterial community, engineered wetlands, physicochemical, water quality

INTRODUCTION

Environmental concerns, which include climate change, habitat degradation, and water
pollution, have directly or indirectly affected aquatic ecosystems’ diversity and water
quality. Putrajaya Lake is one of the prides of Putrajaya and is located in Malaysia’s federal
government administrative centre and has a total surface area of 400 ha. It has been designed
to meet Class IIB of the Malaysian National Water Quality Standard (NWQS) and is suitable
for body-contact recreational activities (Suratman et al., 2016). Putrajaya Holdings is
entrusted to manage and maintain Putrajaya Lake by evaluating and monitoring the water
quality according to the National Water Quality Standards, which have implemented various
smart initiatives, such as low-carbon initiatives, with seven focal areas, in line with the
Sustainable Development Goals of the United Nations (Majizat et al., 2016).

The Putrajaya Wetlands Park is an essential part of Putrajaya Lake, filtering the water
from the primary lake from two main rivers: Chuau River and Bisa River. This engineered
wetland covers 200 ha and was constructed as a natural filtration and bioremediation system
of water input to the lake.

In Putrajaya Wetlands Park, several different plant communities have been planted to
serve as a nutrient filtration system (Newton et al., 2011). Phytoremediation is a biological
process in which selected plants remove water contaminants or pollutants. The filtration
system involves the accumulation of contaminants by plant roots and provides a root zone
and sediment habitat for bacteria and microbes that filter and decompose contaminants
(Mohamad, 2012; Sabkie et al., 2020).

Rapid population growth and urbanisation lead to inevitable repercussions on the
environment, such as releasing nutrient-rich runoffs into the lake, which have been cited as
the main factors affecting reduced lake quality. These continuous changes in the seasonal
and physicochemical parameters have undoubtedly influenced the state of water quality in
Putrajaya Lake. Many indications of pollution were found within Putrajaya Lake due to the
anthropogenic activities from the inlets or surface run-off points surrounding the lake (Asmat
etal., 2018). Monitoring the nutrient removal for water quality improvement has been done at
a pilot scale to simulate the essential roles of inhabiting macrophytes within the constructed
wetlands (Vymazal, 2007). As far as the water quality monitoring assessment of freshwater
lake is concerned, the Putrajaya Corporations (PjC) has developed the Putrajaya Lake Water
Quality Standards (PLWQS) (Sharip et al., 2016). A previous study which aimed to design an
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algorithm prediction for water quality changes has found that ammonia concentration plays
a crucial role in determining the water quality level (Najah et al., 2021).

In addition to the current monitoring of the water quality parameters, there is a need
to understand Putrajaya Lake in a more holistic approach, such as in biodiversity studies.
Biodiversity is one of the critical components that determine the well-being of the lake,
as it can be used as an indicator to assess the lake’s health.

Previous studies in Putrajaya Lake only focused on assessing water quality and diversity
of phytoplankton. Research on phytoplankton community structure as an ecosystem health
indicator in the management of Putrajaya Lake and Putrajaya Wetlands Park indicated that
there were 148 species from 77 genera identified during a sampling period from October 2009
until September 2010 (Jamal et al., 2014). Another study from November 2017 until January
2018 on phytoplankton diversity from three sites in Putrajaya Lake and Putrajaya Wetlands
Park reported the discovery of 14 genera within eight classes (Sabkie et al., 2020). There
was a higher density of phytoplankton recorded in Putrajaya Lake compared to the wetland.

The bacteria population in the lake forms a vital niche in nutrient cycling, decomposition
and remediation. Bacteria are essential for all life in the ecosystem as they play a role in
maintaining the structure, function, and sustainability of the ecosystem (Briones & Raskin,
2003). Information on bacterial diversity has the potential to aid water quality assessments.
This information is currently limited to Putrajaya Lake.

Bacteria have a significant role in regenerating and mobilising the nutrients in freshwater
food webs and are important in recycling the most naturally dynamic components in the
ecosystem (Newton et al., 2011). Bacteria collectively are responsible for the movement
of substances and conditions of water bodies (Pernthaler & Amann, 2005) as a result of
their biomass creation and trophic coupling to eukaryotic predators as well as the foremost
essential degraders and converters of an organic compound into inorganic material (Cotner
& Biddanda, 2002).

The identification and classification of ubiquitous prokaryotes are widely investigated
(Gupta et al., 2013). Bacteria can be identified based on morphology, biochemical tests, and
culturing with selective media. However, not all environmental bacteria can be cultured
under artificial laboratory conditions. The most current and practical approach to bacterial
identification is through molecular methods using the Next Generation Sequencing (NGS)
technique.

The next-generation sequencing (NGS) is one of the new technologies in the field of
genomic analysis for DNA sequencing. It is a persuasive tool for demonstrating the diversity
of various samples and studying metabolic pathways (Al-Sulaiman, 2012). The application
of NGS leads to a high throughput accurate sequence read length and has enabled the
investigation of a vast number of samples at a greater depth (Fadrosh et al., 2014).

Metagenomics studies used the direct genetic material of samples from the environment,
bypassing the culturing process. The [llumina MiSeq platform can examine the community
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composition of the clinical and environmental samples (Fadrosh et al., 2014). The 16S
ribosomal RNA (rRNA) gene has been previously used for the assessment of bacteria variety
and structure, including soil (Liles et al., 2003), marine (Sogin et al., 2006), and freshwater
environments (Mueller-Spitz et al., 2009). The 16S rRNA gene is present in all bacteria,
consisting of conserved regions to allow the design of a universal primer to amplify the 16S
rRNA gene via polymerase chain reaction (PCR); incorporating the hypervariable regions
(V1-V9) will be used for bacteria identification (Jo et al., 2016). The characterisation of
bacteria community by using 16S rDNA as a molecular marker that targets hypervariable
regions (V3, V5 or V6) for amplification allows profound sequencing (Staley et al., 2013),
and V3-V4 regions have been used for the identification of bacterial genera from oligotrophic
freshwater reservoirs using Illumina MiSeq platform (Iliev et al., 2017).

Putrajaya experiences an equatorial climate characterised by hot and humid weather
all year round. Microclimate rainfall events and anthropogenic activities surrounding
Putrajaya Lake are significant contributors to the lake’s water quality, which include the
release of effluents from the point and non-point sources, sewage from residential houses
and commercial areas, the use of fertilisers for farming and rubbish littering. Identifying
the bacteria community is important as bacteria can be an environmental bioindicator to
detect changes in the lake’s water quality. Many factors, which include global climate
change, can threaten and shift the diversity of aquatic organisms in the water body. Water
temperature has the potential to influence the changes in the hydrology of a water body
and the habitat suitability of species.

In this study, Illumina MiSeq Sequencing was used to identify the bacterial diversity
of Putrajaya Lake and Putrajaya Wetlands Park, targeting 16S rRNA V3-V4 hypervariable
regions. Identifying the bacterial community will be a useful environmental indicator to
detect changes in the lake’s nutrient composition and water quality.

The objectives of this research were (1) to utilise the 16S ribosomal RNA (rRNA) gene
for identifying bacteria species collected from water input, water after going through natural
remediation of wetlands and primary lakes using next-generation sequencing technique,
and (2) to determine the correlation between water body physicochemical properties and
bacterial diversity. Here, we present the implementation of amplicon sequencing, which
targeted the V3—V4 region of the 16S rRNA gene and the association of the physicochemical
properties for studying bacterial community composition in Putrajaya Lake and Putrajaya
Wetlands Park, Malaysia.

MATERIALS AND METHODS
Study Area and Sample Collection

Putrajaya Lake, located in the Federal Territory of Putrajaya, Malaysia, is an artificial
freshwater lake sourced from the Chuau and Bisa River systems. Water sampling was
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conducted in 2018 at three sites (Figure 1). The descriptions of the chosen sites are shown
in Table 1.

Five hundred (500) mL water samples were collected in triplicate at each of the three
sites using a Van Dorn sampler and collected in 500 mL PET sterilised water bottles. Surface
water sampling (~1m) was done in selected months beginning November 2017 to August
2018. However, for this paper, only two months of data were selected, corresponding to

Table 1
Sampling sites
Sites Location GPS Coordinate Site Description
Site 1 The point of lake water 2°59°10 “N, 101°412°26 “E  The main water inlet from Chuau River, the
input, Upper North 8 longest arm within the constructed wetland
inlet (UNS; lake inlet) with diverse macrophyte species
Site 2 The Central Wetland 2°57°1 “N, 101°41°37 “E  Final catchment area for bioremediated
(CW; engineered water before discharged into the primary
wetland) lake area
Site 3 The open water at the 2°54°19.63 “N, Centre for water sports, recreational
Primary Lake f (PLf) 101°40°21.59 “E activities, and tourism
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Figure 1. Three sampling sites in Putrajaya Lake and Putrajaya Wetlands Park, Site 1 (UNS: Upper North 8;
lake inlet), Site 2 (CW: Central Wetland; engineered wetland), and Site 3 (PLf: Primary Lake f; open lake water)
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the availability of metagenomics data and physicochemical correlations. The selection data
was based primarily and limited on the samples’ genomic quality and availability. In total,
eighteen water samples were collected in May and July 2018 from three sources: Site 1:
Upper North 8 (S1R1, SIR2, S1R3), Site 2: Central Wetland (S2R1, S2R2, S2R3), and
Site 3: Primary Lake f (S3R1, S3R2, S3R3) were used in this study. Data in May 2018
was chosen to represent the wet period during the post-rainfall event, whereas data in July
2018 was chosen to represent the dry periods with less rainfall. The rainfall pattern data
was provided by the Putrajaya Corporation (PjC) (Figure 2).

A total of eighteen samples collected represented three sources: Site 1 (SIR1, S1R2,
S1R3), Site 2 (S2R1, S2R2, S2R3), and Site 3 (S3R1, S3R2, S3R3). All samples were
immediately stored on ice in a cooler, transferred into the laboratory within 4 hours of
collection, and stored at 4°C before further processing.
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Figure 2. Rainfall pattern at three Putrajaya Lake and Putrajaya Wetlands Park sampling sites within the
sampling months

Physico-chemical Analysis

In situ measurements were done for all physical parameters in accordance with the Standard
Methods for the Examination of Water and Wastewater (APHA, 2005). Water salinity,
conductivity, and temperature were assessed by a YSI multi-parameter probe (Model: 30
SCT Handheld meter). Dissolved oxygen was measured by Y SI Dissolved Oxygen (Model
58), while pH was measured by Trans Instrument WalkLAB Microprocessor pH meter
(HP9000). Irradiance was determined using a Digital Light Meter (Model: LD8903) and
a Secchi disk measured water transparency. Nutrients (ammonia (NHj;), nitrate (NO;”,
phosphate (PO,*) and silica (Si)) were measured in the laboratory within the same sampling
day by using Hach Multiparameter Portable Colorimeter (DR900, HACH). The chemical
profiles of the water sample collected were assessed based on the instructions: nitrate
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(Cadmium Reduction method: 8039), phosphate (Ascorbic acid method: 8048), ammonia
(Salicylate method: 8155) and silica (Heteropoly Blue method: 8186) as described in the
HACH handbook of Water Analysis (Hach, 2002). Readings for each parameter were
recorded in triplicates. All equipment for in sifu analysis was calibrated according to the
manufacturer’s instructions prior to sampling.

DNA Extraction

Triplicate samples of 500 mL water were filtered with Whatman polyethersulfone (PES)
membrane filter paper with a pore size of 0.22 um, 47 mm diameter, using a filtration pump.
The filter papers containing the microbes were cut into small pieces using a sterile blade and
stored in a -80°C freezer prior to DNA extraction. According to the manufacturer’s suggested
protocol, DNA was extracted using an EZNA Soil DNA Kit (Omega Bio-Tek, Inc.). The DNA
purity analysis was carried out using a Nanodrop BioSpectrometer, and all samples showed
aratio value of A260/280 nm between the range of 1.8-2.0 (Kinetic, Eppendorf, Germany).

PCR Amplification and Illumina MiSeq Sequencing

The oligonucleotide primers used for PCR amplification targeting 16S V3-V4 regions in
this study were (5’- CCT ACG GGN GGC WGC AG -3’) and (5’-GAC TAC HVG GGT
ATC TAATCC -3’) (Chen et al., 2019). The PCR was performed according to Illumina’s
16S Metagenomic Sequencing Library protocol (Part # 15044223 Rev. B) (Illumina Inc.,
2013). Each PCR reaction contained 25 pl of Master Mix (5 pl of Amplicon PCR Forward
Primer (1 pM), 5 pl of Amplicon PCR Reverse Primer (1uM), 12.5 pl of 2x KAPA HiFi
HotStart ReadyMix, and 2.5 pl of microbial genomic DNA (5 ng/ul in 10mM Tris pH
8.5). The PCR cycle conditions used in this study were as follows: 95°C for 3 minutes; 25
cycles of 95°C for 30 seconds, 55°C for 30 seconds, followed by 72°C for 30 seconds, with
a final extension of 72°C for 5 minutes, and hold at 4°C. One pul of PCR products was run
on 1.7% TAE agarose gel at 100V with 1500 bp DNA ladder for 65 mins. The gel was then
viewed under a UV light gel documentation system (Enduro™ GDS). The PCR product
size was approximately 430 bp. Amplicons were sent for [llumina Library Preparation and
MiSeq sequencing at Apical Scientific Sdn. Bhd., Seri Kembangan.

Data Analysis

Apical Scientific Sdn. Bhd. provided all bioinformatics data analysis. The raw Illumina
MiSeq sequence data were processed to remove sequence adaptors and low-quality reads
using Bestus Bioinformatics Decontamination using Kmers (BBDuk) of the BBTools
package (https://sourceforge.net/projects/bbmap/). Then, the paired-end reads (forward
and reverse) were merged using USEARCH software (v11.0.667) (https://www.driveS5.
com/usearch/). Sequences shorter than 150 bp or longer than 600 bp were removed from
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downstream processing to reduce the presence of unwanted adaptor and primer dimers
(Gane, 2018) and increase the quality of reads, respectively (Tan et al., 2019). The remaining
sequences were aligned against the 16S rRNA SILVA database (Release 132) and checked
for chimeric errors using VSEARCH v2.6.2. In de novo OTU picking, all reads were
clustered at 97% using UPARSE v11.0.667. Spurious OTUs with only one read (singleton)
or two reads (doubleton) were removed from downstream processing to reduce the rate
of sequencing errors and increase the accuracy of diversity metrics (Edgar, 2013; Flynn
et al., 2015). For each OTU, a single representative sequence was chosen randomly, and
Pynast software (https://www.ncbi.nlm.nih.gov/pubmed/19914921) was used to align and
construct a phylogenetic tree against the SILVA 132 16S rRNA database. Benchmarking
taxonomic assignment of OTUs was achieved using QIIME V1.9.1 against the Silva 16S
rRNA database (release 132) (Kuczynski et al., 2012).

All statistical analyses were performed in R package V3.6. Alpha-diversity indices were
calculated to assess species diversity in a sample using the UPARSE pipeline (Kuczynski et
al., 2012), including the observed OTU, Chaol and Shannon indices. The Vegan package
performed the beta-diversity assessment to evaluate differences in taxonomic complexity
among the samples using the phylogenetic weighted Unifrac distance (Lozupone et al.,
2011) and ordination techniques using Principal coordinate analysis (PCoA) (Oksanen,
2008). Linear discriminant analysis effect size (LEfSe) was performed online (https://
huttenhower.sph.harvard.edu/galaxy/) to determine the features of the bacterial group most
likely to show differences between the two conditions or among the three sites based on
the OTU lists of samples (Segata et al., 2011). For LEfSe analysis, an LDA score of >4
was used as a threshold. One-way Analysis of Similarity test (ANOSIM) was performed
using the statistical software package PRIMER-E to test for significant differences between
bacterial communities at three sites (Clarke & Gorley, 2006).

One-way analysis of variance (ANOVA) was performed in Statistical Package for
Social Science (SPSS) version 25.0 to evaluate differences in physicochemical properties
among the three sampling sites at a 0.05% significance level. A post hoc test (Tukey
HSD) was used to compare means significantly different from each other at a probability
of 5%. Principal component analysis (PCA) was used to examine the correlation among
physicochemical parameters. Canonical correspondence analysis (CCA) was also performed
to explore possible correlations between bacterial community and environmental variables
using Microsoft Excel XLStat (Wan et al., 2017).

Data Availability

The raw 168 reads were deposited to NCBI Sequence Read Archive (SRA) under accession
number PRINA687158. All other data are provided in the main text or supplementary
materials.
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RESULTS
Physico-chemical Properties of the Samples

A comparison was made between the lake water input (UN) and the Central wetland (CW)
due to the direct water flow from the inlet to CW for remediation. Water flowing from the
wetland to the primary lake (PLf) was not significantly highlighted due to the distance (km)
and various water inlets surrounding the lake, which might have an additional influence
on the physicochemical parameters’ readings.

Significant reduction of nutrients upon bioremediation at the wetland (CW) showed that
the concentration of nitrate and silica was lower as the water passed through the Upper North
(UNB8) arm of the wetland (Figure 3). However, it was noted that there was no significant
difference in physicochemical parameters between the dry and the wet (post-rainfall) event.
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Figure 3. Mean physicochemical parameter measurements combined for May and July (A-G) in Upper
North 8 (UN), Central Wetland (CW), Primary lakefront (PLf): (a) Nitrate; (b) Phosphate; (c) Ammonia; (d)
Silica; (e) Dissolved Oxygen; (f) pH; (g) Conductivity; and (h) Temperature. Each bar represents the mean
of triplicate data + SE. Bars with different letters are significantly different (p<0.05)
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Bacterial Community Sequencing, Data Rarefaction and Diversity Indices

For biological data, a comparison was made between May and July. In total, 3,474,032
raw reads were generated by Illumina MiSeq sequencing. After quality filtering, a total of
1,910,113 16S readings were obtained. Rarefaction analysis indicated that the number of
OTUs reached the plateau phase (Supplementary Figure 1), suggesting sufficient sequence
numbers to represent the actual bacterial community of specific sites and conditions. The
value of diversity indices (Chaol, Shannon and observed OTU) of the bacterial community
at the three sites was observed (Figure 4). The OTU number at the wetland in the wet
condition (May) was 1248 on average, higher than the dry weather (July). The indices value
of Chaol and Shannon at the wetland in the dry event recorded the highest value, 1439
and 5.22 on average, respectively, while the inlet in the wet season recorded the highest
index, 1233 and 4.88 on average.
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Figure 4. Comparison of diversity indices (OTU, Chaol and Shannon). S1_5 (Inlet, wet), S1_7 (Inlet, dry),
S2 5 (CW, wet), S2_7 (CW, dry), S3_5 (Lake, wet), S3_7 (Lake, dry)

Beta Diversity Differences Between Sites and Months

Beta diversity analysis was performed to analyse and compare the overall bacterial diversity
within the community throughout the sampling period. Principal Coordinates Analysis
(PCoA) plots following the Unique Fraction (UniFrac) method (Figure 5) showed the
different compositions of the bacterial diversity within the samples. PC1 and PC2 explained
45.22% of the total microbial community structure.
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Figure 5. Principal coordinates analysis (PCoA) of bacterial communities. May: wet period, July: dry period.
UN= Upper North 8, CW= Central Wetland, PL = Primary Lake {

PCoA identifies factors that differentiate the microbial communities. Clustering can be
seen for PCoA ordination of samples of the primary lake (PL) communities as well as the
upper North (UN) site. PCoA revealed seasonal community trends that were particularly
apparent in PL and UN.

Weighted UniFrac distances were used to measure the dissimilarity coefficient between
samples at different sampling sites based on the top ten taxa abundances. Unifrac distances
showed that the diversity of bacterial OTUs was separated into two groups with different
sampling times (Figure 6).

Bacterial Community Composition

The phylum and genus-level bacterial diversity distributions are shown in Figures 7 and
8, respectively. Forty-six major bacteria phyla were identified, including Proteobacteria
(6.49%), Actinobacteria (2.95%), Bacteroidetes (2.86%), Verrucomicrobia (1.74%),
Cyanobacteria (1.48%), Planctomycetes (1.34%), Firmicutes (0.52%), Chloroflexi
(0.34%), Chlamydiae (0.14%) and Acidobacteria (0.09%). LEfSe analysis was performed
to identify the most differentially abundant taxa between the two conditions by having a
linear discriminant analysis (LDA) score of more than 4 (Supplementary Figures 2, 3 and
4). Proteobacteria were more abundant during the dry condition, including Pseudomonas
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Figure 6. Weighted Unifrac dissimilarities of bacterial communities between samples at different sampling
sites (S1: Inlet, S2: CW, S3: Lake, 5: Wet, 7: Dry)

sp., which were discovered in the dry condition at the wetland (0.92%) (Figures 7, 8 and
Supplementary Table 2). In wet conditions, Bacteroidetes was the most common phylum
(2.86%) at all three sites, with Flavobacterium columnare representing 2.54% of the total
Bacteroidetes population. Planctomycetes were commonly found in dry conditions in
the wetland, whereas the primary lake was represented by Pirellulales (Supplementary
Figures 3 and 4). Phylum Firmicutes was discovered to be more common during the dry
condition at both inlet and primary lake based on LEfSe analysis (Supplementary Figures
2 and 4). Upon the bioinformatics analysis against the database reference, we managed to
identify 62 bacteria at the species level (Supplementary Table 1). The top 10 species and
their presence in respective samples are represented in Table 2.

Table 2
Top 10 bacteria species discovered at Putrajaya Lake and Putrajaya Wetlands Park and presence in respective
samples

Sample

Bacteria May 2018 July 2018

UN CwW PL UN CW PL
Flavobacterium columnare / / / / / X
Sphingomonas changbaiensis X / / / / /
Acidovorax delafieldii / / / / / /
Flavobacterium succinicans / / / / / X
Prosthecobacter debontii / / / / / /
Candidatus Aquiluna rubra / / / / / /
Sphingomonas wittichii / / / / / X
Roseateles depolymerans / / / / / /
Sphingomonas yabuuchiae / / / / / /
Pseudomonas nitroreducens / / / / / /
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Figure 7. Phylum level distribution (%) of the bacterial community in Putrajaya Lake (S1: UN, S2: CW, S3:
PLf, 5: Wet, 7: Dry)
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Figure 8. Genus level distribution (%) of the bacterial community in Putrajaya Lake (S1: UN, S2: CW, S3:
PLf, 5: Wet, 7: Dry)
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Relationships Between Bacterial Community Composition and Physico-chemical
Properties

A PCA analysis examined correlations among the physicochemical parameters and sampling
sites (Figure 9). The cumulative total variability of the data was 64.36%, explained by
the first and second eigenvalues. PCA analysis was performed prior to the analysis of
Canonical correspondence analysis (CCA) to extract precise parameters that affect bacterial
distribution in Putrajaya Lake. PCA biplot shows both active variables (physicochemical
parameters) as well as active observations (months and sampling sites).
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Figure 9. Principal component analysis (PCA) illustrates the correlation between variables and sites

Note. May: wet period. July: dry period

There was a positive correlation between nitrate and conductivity (0.52). A negative
correlation was found between ammonia and nitrate (-0.72) and pH with nitrate (-0.64).
pH was also negatively correlated with silica (-0.57). The post-rain fall condition (May
samples) was more associated with pH, which can be observed in the central wetland and

the primary lake.

ANOSIM analysis revealed significant
differences in the bacterial communities
among the three sites (R = 0.793, P =
0.001) (Figure 10). A one-way ANOSIM
accepted the null hypothesis that there was
a significant difference in total community
structure at the level of individual sequences
between sites. This finding may demonstrate
a correlation between physicochemical
parameters and bacterial composition.

The data in the box are the distances
between and within groups R-value range
(-1, 1). An R-value close to 0 represents no
significant differences between and within
groups, and an R-value close to 1 shows that
within-group differences are greater than
between-group differences. Boxes represent

R=0.793,P=0.001

Distance

T
Between S1.5 S1.7 S25 S2.7 S35 S3.7
Sample

Figure 10. ANOSIM analysis results. Between
represents the difference between groups (S1: UN,
S2: CW, S3: PLf). Others are within groups 5: wet
and 7: dry
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the interquartile range between the first and third quartiles, while the line inside the box
defines the median.

Pearson correlation revealed that Verrumicrobia and Firmicutes had a strong positive
correlation with ammonia-nitrogen (r = 0.709). Actinobacteria and Cyanobacteria had a
moderate positive correlation with nitrate with r value (r=0.673) and (r = 0.647), respectively,
while Bacteroidetes showed a positive association with temperature (r = 0.64) (Table 3).

CCA ordination plot (Figure 11) indicates the distribution of bacteria with the
availability of physicochemical features at a site. This study’s physicochemical parameters
Table 3

Pearson's correlation coefficient analysis of selected physicochemical variables and bacteria diversity from
metagenomics data

Variables pH Nitrate Phosphate Ammonia  Temperature
Proteobacteria 0.44 -0.426 -0.199 -0.311 -0.15
Actinobacteria -0.561 0.673 0.443 -0.205 -0.07
Bacteroidetes 0.144 0.266 0.424 -0.254 0.64
Verrumicrobia 0.597 -0.781 -0.327 0.709 -0.32
Cyanobacteria -0.612 0.647 0.006 -0.788 -0.12
Planctomycetes -0.368 0.446 -0.346 -0.194 -0.83
Firmicutes -0.324 0.028 -0.152 0.709 -0.41
Chlorofelexi -0.031 0.027 0.145 -0.162 -0.01
Acidobacteria -0.113 0.325 0.547 -0.202 0.26
Chlamydiae -0.174 -0.155 -0.615 -0.214 -0.65

Note. Values in bold significance level alpha=0.05
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Fusibacteria
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9 itrate 3 Gemmatimonadetes @S Primary Lake f (PLf)
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Figure 11. CCA ordination plot illustrating the correlation between variables and bacterial composition. May:
wet period, July: dry period
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and rainfall impacted the bacterial community composition. Overall, the first two axes
explained 72.14% of the total variation. The diversity of bacteria among the samples was
more clustered within the different sampling months than the sites. Samples from May
were more driven by the nitrate and phosphate concentration, particularly associated with
the community of Chloroflexi, Bacteroidetes and Cyanobacteria. Meanwhile, those from
August were more influenced by the availability of silica and ammonia.

DISCUSSION

The advancement in sequencing methods through Next-Generation Sequencing (NGS) has
been adopted as the main standard for bacterial identification, replacing the conventional
culturing method and first-generation sequencing (Sanger sequencing). Implementing NGS
for bacteria community profiling of freshwater lakes and water bodies in Malaysia has
become increasingly popular as it provides much information for various research fields. A
previous study on a tropical man-made lake in Malaysia, Lake Temenggor, discovered the
influence of aquaculture activities on water quality by discovering the functional capacity of
the bacteria profile through shotgun metagenomics (Lau et al., 2019). The same method was
also carried out in a study for endophytic bacteria identification in Kenyir Lake, which may
provide insightful information for antimicrobial properties among medicinal plants (Abidin
et al., 2020). Bacterial communities are responsible for the biogeochemical cycling of
nutrients in the ecosystem, particularly in the freshwater environment. This study was the
first attempt to characterise the bacterial community based on molecular data in Putrajaya
Lake within the dry season of May after rainfall events (wet) and in July (dry). The wet
condition showed higher proportions of bacterial diversity than the dry condition, though
they were not significantly different.

In eutrophic lakes, high phytoplankton concentration produces large amounts of organic
compounds through photosynthesis and releases oxygen into the water (Viet et al., 2016).
The dissolved oxygen is inversely proportional to the water temperature in the lake, which
might explain the lower DO readings in the water inlet. However, bacteria that decompose
phytoplankton organic compounds also use oxygen, causing net respiration (Kragh et al.,
2020). Thus, the respiration of phytoplankton and bacteria which consume the oxygen can
cause a decrease in the dissolved oxygen concentration in eutrophic lakes. Conductivity was
also commonly used as a lake water quality indicator, which is proportional to the water
temperature - a higher conductivity value indicates higher ionic concentrations. The pH of
Putrajaya Lake is neutral to slightly alkaline. The alluvium soil, which can be found at the
lake bed, consists of silty to sandy clay, which is low in bicarbonate, which may explain the
overall neutral pH (Jaapar et al., 2002). The pH can fluctuate rapidly in aquatic ecosystems.
High photosynthesis removes carbon dioxide and bicarbonate from the water, increasing
carbonate concentrations and pH. The bacterial community may not adapt optimally to altered
pH conditions during rapid pH changes, leading to impaired functions (Viet et al., 2016).
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Nitrate and phosphate are among the chemical parameters used to assess water quality.
The value of nitrate and silica decreased significantly from the water inlet near the Upper
North 8 site (UN) to the central wetlands (CW), which may reflect the bioremediation
impact of wetlands. In the central wetlands, plants associated with microbes (holobionts)
could successfully reduce nitrate and silica concentrations. Holobionts can absorb nutrients
such as nitrate, which cycles through several transformation processes, including fixation,
ammonification, nitrification, and denitrification conducted by bacteria (Vymazal, 2007).
Holobionts are chosen based on soil type and water level in the Putrajaya wetland area.
Hanguana malayana (Bakong) and Phragmites karka (Rumput gedabong) are the most
suitable plants found to be grown in wetland areas from 1998 until now (Mohamad,
2012). Silica is an essential element for the growth of diatoms. Aquatic macrophytes
like Phragmites australis (reed) can uptake, translocate and accumulate silica in wetland
areas (Struyf et al., 2004). This species can temporarily store silica, making it unavailable
for diatoms. Ammonia-nitrogen can be used by phytoplankton or oxidised by bacteria
into nitrate or nitrite for their growth and metabolism (Glibert et al., 2016). The higher
concentrations of ammonia-nitrogen were influenced by the possible discharge of domestic
sewage, agricultural activities and animal waste (Huang et al., 2015).

Importance and Application of Bacterial Species Found in Putrajaya Lake and
Putrajaya Wetlands Park

Proteobacteria were more common in the dry condition than the wet condition based on
LEfSe analysis. Soil bacteria such as Proteobacteria are important drivers of energy flow
and nutrient cycling from the physical environment into living organisms in lake ecosystems
(Wan et al., 2017). High abundances of Proteobacterial groups have previously been related
to the higher availability of carbon (Fierer et al., 2007). Photosynthesis by aquatic plants
and phytoplankton is a major carbon source in lakes. Aquatic ecosystems also get carbon
sources through the runoff from the land nearby. In this study, the availability of carbon in
the neutral pH range to slightly more alkaline might have contributed to the change in the
relative abundance of Proteobacteria, which include Pseudomonas sp., which might have
originated from non-point sources such as agricultural and domestic. Pseudomonas sp. is able
to degrade organic compounds into simpler molecules in a variety of ecological conditions
(Batrich et al., 2019). The availability of these microbes in the constructed wetland may be
involved in nutrient cycling, filtering and removing pollutants coming into the lake.

The eutrophication of the lake enriched with sediments is preferred by nutrient-cycling
bacteria such as Bacteroidetes, Firmicutes, Alphaproteobacteria and Gammaproteobacteria
(Huang et al., 2017). Sphingomonas sp., an example of the Alphaproteobacteria, were
abundant and capable of surviving in various environments. Sphingomonas are known
for degrading hydrocarbons, which can aid in bioremediation. The Sphingomonas species
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discovered within Putrajaya Lake and Putrajaya Wetlands Park have been previously
reported to be capable of degrading hydrocarbons to some degree. It allows for the
degradation of pollutants such as petrol spills and other oil-based spills that are potentially
harmful to the ecosystem. Sphingomonas changbaiensis, as an example, is often added as
parts of bacterial consortia used together with biosurfactants such as alkyl polyglycoside,
which enhances the rate of degradation of total petroleum hydrocarbons (Li et al., 2020).
Sphingomonas wittichii, specifically strain RW1, is a highly-interest bacterium due to its
ability to degrade dioxin-based pollutants such as polychlorinated (Colquhoun et al., 2012).

The highest operational taxonomic unit (OTU) number assigned at the species level in
this study was a Gram-negative Bacteroidetes under the class Flavobacteria. Flavobacterium
sp. is a ubiquitous fish pathogen genus, notably within freshwater habitats. It can cause
infections in different parts of fish (Loch & Faisal, 2015). The Flavobacterium columnare
is responsible for a prevalent fish disease known as columnaris or cotton mouth disease,
which has been reported to infect fishes in wild habitats and cultures. Previous studies
reported infection by this bacterial pathogen at a global scale among various fish species
(Davis, 2011), such as trout (Singh et al., 2021), red tilapia (Ponpukdee et al., 2021), Asian
seabass (Chokmangmeepisarn et al., 2021) and catfish (Lange et al., 2021). This species
has also been reported to interact with the parasitic protozoan Chilodonella hexasticha
to cause fish death. This ciliate is correlated with the abundant presence of F. columnare
(Gomes et al., 2019).

Another species, F. succinicans, is associated with gill disease among rainbow trout
(Good et al., 2015). In Malaysia, the presence of Flavobacterium sp. is widely spread
in freshwater habitats to the extent that some may have developed antibiotic resistance
(Hassan et al., 2020). A study among the ornamental fish industry in Malaysia has also
found the presence of this genus infecting fishes sold in local retail pet shops (Anjur et al.,
2021). The treatment for Flavobacterium infection is currently by administering vaccines
or antibiotics to the culture (Lange et al., 2019). Though these species are not a concern
for human health, more strains have become resistant to the treatments (Elgendy et al.,
2022), causing a massive economic loss in the aquaculture sector (LaFrentz et al., 2018).

The distribution of the Flavobacterium population within the aquatic habitat is
reportedly associated with heterotrophic activity within the environment, favouring
the abundance of available resources (Newton et al., 2011). The ability to survive and
quickly adapt to high nutrient concentrations might explain the high OTUs assigned to
Flavobacterium reported in this study across all sampling sites.

Ecohydrology management services by the Putrajaya Corporation (PjC) encompass
maintenance activities, monitoring exercises and biodiversity assessment. This research
will contribute towards the monitoring exercises of the physical and chemical properties
of water. The report on the diversity of bacterial communities from the water input site
(Upper North: UN8), remediation site (Central Wetland: CW), as well as the main water
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sports activities centre (Primary Lake f: PLf), provide specific snapshots of spatiotemporal
bacterial community data which will contribute towards Putrajaya’s biodiversity and
ecological assessment. Water flowing from the Upper North to the primary lake area
showed a marked decrease in certain nutrient concentrations, providing evidence of the
effectiveness of the engineered wetlands of Putrajaya.

Implications for Remediation Strategies

As a constructed lake that is continuously exposed to various anthropogenic pollutants
coming from untreated water of the two main rivers, there is a need to develop efficient
strategies to ensure that the Putrajaya Lake and its surrounding water inputs are of good
quality, on par with the level set by the National Water Quality Standard for Malaysia
(NWQSM) and maintained at pristine condition. One of the major issues in Putrajaya Lake
is the accidental release of nutrients in runoffs, such as landscape fertilisers and pesticides,
which cause the water clarity to decrease and result in consistent slight eutrophic conditions
(Hakim et al., 2016). The lake also serves as a major tourism site for water-based activities.
Hence, a strict monitoring program is essential to sustain and maintain the water quality.
Pollutants come from point and non-point sources, inside and outside the boundaries of
Putrajaya Lake; thus, the multiple stakeholders’ management is essential, in addition to
the local government. Therefore, a holistic management approach needs to be emphasised
by all stakeholders.

CONCLUSION

The use of the 16S rRNA gene as the genetic marker was successful in identifying bacteria
species. Overall, 49 phyla, 147 classes, 284 orders, 471 families, 778 genera and 62 species
of bacteria were identified. Proteobacteria was the most dominant bacteria class found in
all samples, while Flavobacterium columnare of Bacteroidetes was the most common
bacteria to be identified at the species level. Verrumicrobia and Firmicutes showed a strong
positive correlation with ammonia-nitrogen (r = 0.709). Actinobacteria and Cyanobacteria
had a moderate positive correlation with nitrate with r value (r = 0.673) and (r = 0.647),
respectively. This report has been the first to employ the 16S rRNA gene amplicons to
evaluate the bacterial community assemblages of Putrajaya Lake, Malaysia. We have found
that the presence of the engineered wetland plantings was influential in nutrient removal,
as shown by the significant reduction in nitrate and silica concentration, which might have
impacted the diversity of bacteria found within the different sampling sites. For future
research, other wetland arms, such as the Upper Bisa (UB), Upper West (UW) and Upper
East (UE), will be considered for sampling sites. Engineered wetlands have benefited the
natural bioremediation system of lake water inlets and could be emulated in other cities
for environmentally friendly water management.
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Supplementary Table 1

Physicochemical Impacts on Bacterial Communities in Putrajaya Lake

List of bacteria identified at the species level

Phylum Class Species
Acidobacteria Acidobacteriia Edaphobacter modestum
Actinobacteria Actinobacteria Candidatus Aquiluna rubra
Virgisporangium ochraceum
Mycobacterium arupense
Mycobacterium celatum
Propionibacterium acnes
Pseudonocardia halophobica
Bifidobacterium adolescentis
Bifidobacterium longum
Coriobacteriia Collinsella aerofaciens
Bacteroidetes Saprospirae Aquirestis calciphila
Bacteroidia Bacteroides caccae
Bacteroides uniformis
Prevotella copri
Cytophagia Flexibacter ruber
Flavobacteriia Elizabethkingia meningoseptica
Flavobacterium columnare
Flavobacterium succinicans
Sphingobacteriia Solitalea canadensis
Sphingobacterium multivorum
Cyanobacteria Chloroplast Acutodesmus obliquus
Nostocophycideae Cylindrospermopsis raciborskii
Firmicutes Bacilli Anoxybacillus kestanbolensis
Lactococcus garvieae
Clostridia Faecalibacterium prausnitzii
Fusobacteria Fusobacteriia Cetobacterium somerae

Proteobacteria

Alphaproteobacteria

Betaproteobacteria

Asticcacaulis biprosthecium
Brevundimonas diminuta
Ochrobactrum intermedium
Hyphomicrobium sulfonivorans
Methylobacterium organophilum
Paracoccus marcusii
Rhodovarius lipocyclicus
Phaeospirillum fulvum
Orientia tsutsugamushi
Blastomonas natatoria
Sphingomonas changbaiensis
Sphingomonas echinoides
Sphingomonas wittichii
Sphingomonas yabuuchiae
Salinispora tropica
Acidovorax delafieldii
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Supplementary Table 1 (continue)

Phylum Class

Species

Deltaproteobacteria

Epsilonproteobacteria

Gammaproteobacteria
Spirochaetes Leptospirae

Spirochaetes
Verrucomicrobia Verrucomicrobiae

Roseateles depolymerans
Variovorax paradoxus
Janthinobacterium lividum
Polynucleobacter cosmopolitanus
Methylotenera mobilis
Bdellovibrio bacteriovorus
Desulfovibrio putealis
Sulfuricurvum kujiense
Plesiomonas shigelloides
Acinetobacter rhizosphaerae
Acinetobacter schindleri
Pseudomonas nitroreducens
Nevskia ramosa

Luteibacter rhizovicinus
Lysobacter brunescens
Pseudoxanthomonas mexicana
Leptospira biflexa

Spirochaeta aurantia
Akkermansia muciniphila
Prosthecobacter debontii
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ABSTRACT

Some applications, such as Message Authentication Code (MAC), rely on different hashing
operations. There are various hash functions, including Message-Digest 5 (MD5), RACE
Integrity Primitives Evaluation Message Digest 160 (RIPEMD-160), Secure Hash Algorithm
1 (SHA-1), and Secure Hash Algorithm 256 (SHA-256), among others. The network layer is
the third of seven layers of the Open Systems Interconnection (OSI) concept, also known as
the Internet. It handles network addressing and physical data routing. Nowadays, enhanced
internet security is necessary to safeguard networks from illegal surveillance. As a result,
Internet Protocol Security (IPsec) introduces secure communication across the Internet by
encrypting and/or authenticating network traffic at the IP level. [Psec is an internet-based
security protocol. Encapsulating Security Payload (ESP) and Authentication Header (AH)
protocols are separated into two protocols. The MAC value is stored in the authentication
data files of the Authentication Header and Encapsulating Security Payload. This article
analyses a fast implementation of the Hash-based Message Authentication Code (HMAC),
which uses its algorithm to ensure the validity and integrity of data to optimise hardware
efficiency and design efficacy using the SHA-256 algorithm. During data transfer, HMAC

is critical for message authentication. It

was successfully developed using Verilog
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using ModelSim. The results indicate that the maximum frequency of the HMAC-SHA-256
design is approximately 195.16 MHz.

Keywords: Field Programmable Gate Array, hash function, Hash-based Message Authentication Code, Secure
Hash Algorithm 256, Verilog Hardware Description Language

INTRODUCTION

There are seven layers, and the internet layer is the network layer in which data transfer from
one terminal to another depends on the address and routing network. Traffic networks are
prone to eavesdropping and illegal access without a network-integrated security element.
However, selecting a suitable encryption and authentication product for the network can
solve this problem. The internet community created the Security Protocol (Randall, 1999).
The third network layer of the seven-layer OSI architecture employs the IPsec protocol.
The seven layers are divided into application, presentation, session, transport, network, data
link, and physical layers. One of the network encryption protocols is IPsec (IP Security),
the most recent IP-based technology.

The IP provides network authentication and encryption to protect the network from
illegal surveillance. Because of its improved capabilities, IP Security has become a fact
of life in terms of network security for Internet Protocol version 4 (IPv4) and Internet
Protocol version 6 (IPv6). The IPsec is divided into two protocols: Authentication Header
(AH), which examines IP packet authentication and data integrity, and Encapsulating
Security Payload (ESP), which encrypts and authenticates the message. Both AH and
ESP are equipped with two different modes: tunnel mode and transit mode; as a whole,
the IP packet is encrypted in tunnel mode, while only the transport layer is encrypted in
the latter. On the other hand, HMAC-MD5, HMAC-SHA, and HMAC-RIPEMD160 are
authentication and data integrity methods. These methods may be used to safeguard all
distributed applications, e-mail, file transfers, and web access.

This article focuses on computing the Hash-based Message Authentication
Code (HMAC) using the MAC (Message Authentication Code) algorithm. Message
Authentication Code (MAC) is used to verify the validity of a message, while HMAC
is a subset of MAC that uses a cryptographic hash function and a private key for
verification. It accepts arbitrary input with a specified key and produces MAC output.
The authentication data element in the AH header contains this MAC value. Network
transmission operations are followed using the same key to obtain the same MAC at the
destination. The message is valid if the MAC value received at the destination corresponds
to the one broadcasted. Similar to AH, ESP enables the use of MAC with HMAC. The
encryption procedure takes place before the IP layer, which is at the [Psec layer when the
application sends the message across the network. A message is routed via the network
to its destination using an IP address, part of an IP layer. The router will then determine
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the destination address based on the sender’s IP address. The decryption of the packet
is required to access the sent data.

Security has recently emerged as a hot topic among researchers. Various cryptography
algorithms have been developed to enhance the effectiveness of these information-
protecting processes. Message digests are generated using hash function techniques during
data transmission. As a result, it becomes a crucial tool for embedding security in e-mail,
Internet banking, and other applications. A hash function generates a fixed-length output
from an arbitrary-length message input. The one-way nature of hash functions makes
converting a hash value to a message input challenging. A hash function is a cryptography
technique that does not require a key, such as MD5, RIPEMD160, or SHA-1. In this study,
an SHA family was constructed and tailored to meet the performance requirements for
cryptographic algorithms. There are four types of hash functions in SHA-2, which are
SHA-224, SHA-256, SHA-384, and SHA-512. The length of SHA determines the output
length of these hash algorithms, ranging from 256 to 512 bits. This article presents the
design of the SHA-256 hash function.

This study optimises hardware resources and performance by utilising the hash function
of SHA-256 with a Message Authentication Code. Meanwhile, [IPsec and HMAC-SHA-256
are focused on several related projects to optimise hardware size, performance, and
consumption. McLoone and McCanny (2002) presented IPsec hardware on a single chip
that included Rijndael and HMAC-SHA-256. The wireless design raises the maximum
frequency, as shown in a previous study (Selimis et al., 2003). On the other hand, the
HMAC with SHA-1/MDS5 was initially presented in earlier research (Wang et al., 2004),
where hardware complexity was minimised, and an efficient hash function structure was
devised to share hardware. Additionally, Michail et al. (2004) demonstrated the HMAC-
SHA-1 implementation on an FPGA device, whereas Yiakoumis et al. (2005) showed the
execution of a small-sized, high-speed HMAC-SHA-1.

Improvement methods adopted by Khan et al. (2007) used pipelining and parallelism
to create the HMAC-hash unit and combine them into a single reconfigurable unit. Even
though these ideas worked well, the greatest frequencies they could reach were only a
few tens of MHz, or up to 111 MHz, as presented in research by Yiakoumis et al. (2005).
Meanwhile, an FPGA implementation of HMAC based on SHA-256 was designed in
previous studies by Juliato and Gebotys (2011) and Rubayya and Resmi (2015). The results
were obtained using a Xilinx device in both designs. Furthermore, the HMAC design in
Rubayya and Resmi (2015) demonstrated significant improvement. It suggests that greater
performance is needed to meet the demands of current systems.

Table 1 shows the previous design of HMAC with various types of hash functions, such
as SHA-1, MD5, and RIPEMD-160. Numerous studies have been conducted on HMAC, but
not all of them have focused on the frequency maximum of FPGA design implementation
(Choi & Seo, 2020; Oku et al., 2018; Lin et al., 2017; Ravilla & Putta, 2015a; Ravilla &
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Table 1
Previous HMAC design
Frequency
No. Author FPGA Device HMAC Design Maximum
(MHz)
1 McLoone and McCanny (2002) Xilinx XCV1000E HMAC (SHA-1) 50
2 Selimis et al. (2003) V150bg352 HMAC (SHA-1) 82
3 Wang et al. (2004) EP20KIOOOEBC652-IX HMAC (SHA-1/MDS5)  22.67
4 Michail et al. (2004) Xilinx V3200efgl 156 HMAC (SHA-1) 62.0
5 Yiakoumis et al. (2005) Xilinx VirtexE-8 HMAC (MD5) 55
HMAC (SHA-1) 111
6 Khan et al. (2007) Xilinx XC2V4000 HMAC (MDS, SHA-1, 43.47
RIPEMD-160)
8 Juliato and Gebotys (2011) Altera Apex 20K, HMAC (SHA-256) 35.55
EP20K1000EBC652
Juliato and Gebotys (2011) Xilinx Virtex-E, HMAC (SHA-256) 48.12
XCV1600EBG1156
Juliato and Gebotys (2011) Xilinx Virtex-II, HMAC (SHA-256) 59.66
XCV2V4000BF957
9 Rubayya and Resmi (2015) Xilinx Device (no mention HMAC (SHA-256) 110.009
device name)
10  Ravilla and Putta (2015a, No FPGA implementation HMAC (SHA-256) -
2015b)
11 Choi and Seo (2020) No FPGA implementation HMAC (SHA-256) -
12 Chen and Yuan (2012) No FPGA implementation HMAC (SHA-256) -
13 Linetal. (2017) No FPGA implementation HMAC (SHA-256) -
14 Okuetal. (2018) No FPGA implementation HMAC (SHA-256) -
15  Jung and Jung (2013) No FPGA implementation HMAC-based RFID -
mutual authentication
16 Kieu-Do-Nguyen et al. (2022)  Virtex 4/virtex 5 HMAC-SHA-256 188
17  Pham et al. (2022) Virtex2 XC2VP20 SHA-256 165

Putta, 2015b; Jung & Jung, 2013). The reference study by Kieu-Do-Nguyen et al. (2022)
combined all SHA-2 families into one core, such as HMAC-SHA2-224/256/384/512,
whereas Pham et al. (2022) designed only the combination of SHA-256/512/256d hash
function. This article focuses on SHA-256 because of its wide implementation in security
design implementations, such as Bitcoin, also known as cryptocurrency.

MATERIALS AND METHODS

Message authentication is the process of verifying the authenticity of messages, where
two important factors must be considered in verifying the authenticity of a message, such
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as a source and that the message has not been altered. The traditional encryption method
authentication takes place when the sender and the receiver possess the same key throughout
the transmission process (Stallings, 1996). In other words, only the genuine user has the
key to decrypt the message. Figure 1 shows the block design for the complete message
authentication process, which contains a secret key to generate data into the algorithm.
The sender receives this message and its MAC; once the MAC has been compared to the
MAC at the receiver, the receiver must determine whether it has received the same MAC
using the same secret key. The message has not been changed and is deemed authentic if
the output MAC matches the one transmitted.

Message HMAC Message

Key ——» algorithm

Figure 1. Message authentication using HMAC

One application that uses the hash function to verify message authentication is HMAC.
An HMAC based on SHA-256 was implemented in this study. The input key is first hashed
before any input text using HMAC. The input key is generated by XORing the inner pad
(Ipad) with the input text. An inner pad value is 36 hexadecimal values with a 64-byte
timeout, depending on the length of the key. The output of this SHA-256 hash function
will be fed into the next SHA-256 to produce the HMAC design output. Before hashing
the first SHA-256 output, the key inputs must be XORed with the outer pad (Opad), which
has 5C values in hexadecimal (FIPS PUB 198-1, 2008; FIPS PUB 180-4, 2015). The
concatenation of the 64-byte key, K,, and Opad outputs, as well as the output of the first
SHA-256, will then be hashed together to produce the HMAC output. Equation 1 shows
an MAC calculated with the HMAC function over a textual representation of the data,
while Figure 2 depicts the HMAC structure using SHA-256. The symbols & and || stand
for XOR and concatenation, respectively.

MAC(Message input), = HMAC(K, Message input),
H((K, @ Opad) || H(K, @ Ipad) || Message input)), (1]

Message Authentication Code is one of the applications of the hash function. Figure 2
depicts the high-level implementation of the HMAC design, comprising an input pad (Ipad)
with a fixed 36 hexadecimal value and an output pad (Opad) with a fixed 5C hexadecimal
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< |
Ky XOR Ipad
Ky XOR Ipad Message input
v v
Ky XOR Opad Hash Function ((K, XOR Ipad) || Message input text)
, v
Ky XOR Ipad Hash Function ((K, XOR Ipad) || Message input text)
A 4
Hash Function ((K, XOR Opad) || Hash Function ((K, XOR Ipad) || Message input))

Figure 2. lllustration of HMAC construction

value. The values from the Ipad are sent into the initial SHA-256 design. The counter then
causes the HMAC count to generate the output of the first SHA-256 to the second SHA-256
to obtain the overall HMAC output. HMAC is an abbreviation for Hash-based Message
Authentication Code, a cryptographic authentication technique that uses a hash function
and a secret key. Two identical hash function architectures are used in the HMAC design
to obtain the HMAC results. Meanwhile, two hash functions must be used in the HMAC
architecture to complete the HMAC structure. In this study, SHA-256 algorithms were
employed in the HMAC design. Figure 3 depicts the architecture of an HMAC design with
two SHA-256 hash algorithms.

Moreover, Figure 3 illustrates how the key Ipad input message was integrated with
the text input. These values will be used as the SHA-256 hash function’s input message.
There will be two instances of 512-bit blocks if the initialisation value and message input
are used. The state machine controls the first and second SHA-256 input in the proposed
design. As a result, the first SHA-256 must be executed first, and the second SHA-256
must wait for the message input from the output of the first SHA-256 design, as shown
in Figure 3. HMAC uses two hash functions to operate. Two SHA-256 hash functions are
employed in HMAC design. The initial SHA-256 algorithm must be executed until results
are achieved. These findings serve as the input for the second SHA-256 algorithm with
message input. Figure 3 depicts the concatenation of a key with input from an Ipad and
SHA-256 with input from a message. Therefore, the validity of the results of initial SHA-
256 remains crucial in acquiring the final HMAC based on SHA-256.

The 64 states in this design have generated the sequence input for the first and second
SHA-256 algorithms. Thirty-two states were executed: 16 for the first 512 bits and another
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-]

A
| Ipad | | Opad |
Message Text | | Keylpad | | KeyOpad |
Initialisation value Keylpad || Message Text (1024 bits)
A 4 ¢
1"( rIt SHA-256 Design
counter hash » HMAC_count

v

Output 15t SHA-256 | KeyOpad || Output 1st SHA-256 (1024 bits)

v

Initialisation value  [—¥ SHA-256 Design

v

HMAC output

Figure 3. Implementation of proposed HMAC-SHA-256

16 for the second 512 bits SHA-256 to process the message for the first SHA-256. The
message will use the output of the first 512-bit hash function to obtain the output of the
second 512-bit loop of the input message. An HMAC count is used to generate the correct
output SHA-256 hash function with the help of a counter. Input Ipad is the same concept
as message input to the second SHA-256. The key Opad output will be combined with
the first SHA-256 output. There will be two 512-bit blocks. The state begins at 33 and
progresses to 48 for the first 512 bits. The remaining 512 bits will then be executed until
64 states are reached. Similar to the previous SHA-256 process, the output of the second
512-bit block of the second SHA-256 will use the output of the first 512 bits of the second
hash function. Finally, this will produce the resulting output obtained in this study.
Secure Hash Functions authenticate messages; therefore, it is necessary to comply
with the hash function requirement. A hash function must possess certain properties.
Some of these properties include generating outputs of fixed length and the computational
infeasibility of determining an x such that Hash(x) equals hash value. It is true for any given
code h. It is easy to calculate the hash code, but it is impossible to recover the original
message by reversing it. In addition, it is computationally impossible to determine y#x for
any given block x for which Hash(x) = Hash(y). In other words, identical hash codes are
impossible to find, and all these characteristics constitute weak hash functions. Additionally,
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no pair (x, y) can be found for which Hash(x) = hash value, computationally, (y). If the
last property of the hash function criteria is met, the function is considered “strong.” Any
message less than 264 bits in length can be entered into the SHA-256 algorithm. SHA-256
processes 512-bit message inputs and 160-bit initial values to produce a 160-bit hash code
output. Figure 4 depicts the 512-bit message input of the SHA-256 hash function.

<4— 64 bits ———»
1024 bits >

A

Message input 1000...0 Length of the message input

Figure 4. 512-bit message input of SHA-256

Several considerations must be made to  Table 2

generate output. The message must first be Buffer initialisation of SHA-256

padded to almost exactly match 960 modulo Register Buffer Initialisation (Hex)
1024. Figure 4 shows a 1-bit input following 4 3206209667
the input message. It is then padded with B 32'hbb67ac8s
0 bits to produce the total length of the ¢ 32h3c6el372

. D 32'ha54ff53a
message. After the message is padded, P 395 106527¢
64-bit inputs are added to the message. F 32'h9b05688c
Message padding consists of 512 bits and G 32'h183d9ab
the message’s total length. HMAC-based H 32'h5be0cd19

SHA-256 uses the SHA-256 approach to
determine authentication in this design. In other words, the SHA-256 hash algorithm was
utilised to construct HMAC. Based on the SHA-256 algorithm, the SHA-256 architecture
has eight fixed inputs. Hence, the SHA-256 algorithm requires eight variables as initial
input during hash computation. Table 2 displays the hexadecimal buffer initialisation of the
SHA-256 hash function. Eight distinct input buffer initialisations exist; they are used during
the first phase of execution, and their values are fixed for all SHA-256 hash functions. After
the startup operation, the input message is processed in 1024-bit blocks of 32 bits each.
Figure 5 displays the 64 highest-level steps of the SHA-256 message compression process.
The input message is padded during an early step of the SHA-256 hash process. Padding
the message begins once the input for the message is received, and the message is completed
by appending a single one-bit. Next, n zero bits will be added, and this pattern will continue
until the total number of bits in the message equals 448 modulo 512. The final 64 bits are
set aside specifically for use in relation to the calculation of how long the message should
be. The message input capacity is 512 bits. The message scheduler computes the message,
W, of SHA-256. For 0 <t < 15, a message is extracted directly from the input message,
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Figure 5. Top level of SHA-256 design

whereas for 16 <t <63, a message W, is calculated using Equation 2. The value t denotes

the number of transformation rounds. ROTR™ (x) is a right rotation of x by n bits, whereas

SHR*" (x) is a right shift of x by n bits, as shown in Equations 3 and 4.

Message schedule SHA-256, W,

W, = message input

256 256
W, =o, (I/Vt72) +W,_, +0o,

where,

Was)+ W,

0% (x) = ROTR (x) + ROTR" (x) + SHR’ (x)

o (x)= ROTR" (x) + ROTR" (x) + SHR" (x)

(2]

(3]
[4]

The SHA-256 compression function is made up of four functions that round from t
=0 to t = 63. The four functions are Ch(x,,z), Maj(x,y.z), 20(x) and Xi(x), as shown in
Equations 5, 6, 7 and 8. The symbols A,— and @ represent the logical AND gate, NOT
gate, and XOR gate, respectively.

Chie, f.g)=(en [)®(-eng)
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Maj(a,b,c)z(a/\b)@(a/\c)@(b/\c) [6]
Y, (@ =ROTR’ (a) + ROTR" (a) + ROTR™ (a) [7]
D"(e)=ROTR®(e) + ROTR" (¢) + ROTR™ (e) [8]

The hash computation was used to construct eight variables with initial values to
evaluate the four functions of Equations 5, 6, 7 and 8. The message input, ¥,, and constant
K, form the 64 iterative operations. The output of the following Equations 9, 10 and 11 is
the output of hash values.

Temp, =h+zl(e)+Ch(e,f,g)+Kt+W, [9]
Temp, =" (a)+ Maj(a,b,c) [10]
h=g

g=f

f=e

e=d + Temp,

d=c [11]
c=b

b=a

a=Temp, + Temp,

After 64 iterations, the modulo-32-bit adders calculate the hash values, H, to H;. The
SHA-256 hash value in its final form is generated using the Big-endian format.

Hy=a+H,,H =b+H,,H,=c+H,,H,=d+H,
H,=e+H, H=f+H,,H=g+H,,H,=h+H,
Message Digest= H, || H, | H, | H, || H, | H, || H, || H,

RESULTS AND DISCUSSION

Figure 6 shows the timing simulation waveform result of the HMAC-SHA-256 design
with the message input text “Sample #1”. HashCalc validated the HMAC values to ensure
output accuracy. Based on the simulation waveform results, the output of the HMAC
value provides the correct result of the HMAC value without error, which is similar to
the calculation from HashCalc software, as shown in Figure 7. FMax is the maximum
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Figure 6. Simulation waveform of SHA-256 demgn

clock frequency of HMAC-SHA-256 that a
digital design can operate at, and it improves
greatly when a clock constraint is applied to
the design. Figure 8 depicts the maximum
clock frequency of HMAC-SHA-256 with
SDC 5.3 clock limitations.

Table 3 displays the proposed HMAC-
SHA-256 design and other publications
utilising HMAC on various FPGA family
devices. HMAC-SHA-256 was successfully
designed using Altera Quartus II 15.0.
ModelSim-Altera 10.3d was used for
functional and timing simulation to validate
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Table 3
FPGA-based implementation comparison of the previous HMAC design

Maximum LUT/

Authors/year FPGA Device Design Frequency CLB  Reg
(MHz) /LE
Proposed Design Altera Arria II GX Proposed HMAC 195.16 3953 2714
(SHA-256)
Kieu-Do-Nguyen et Virtex 4/Virtex 5 HMAC (SHA-256) 188 1615 -
al. (2022)
Pham et al. (2022)  Virtex2 XC2VP20 SHA-256 165 3695 -
Rubayya and Resmi  Xilinx Device (no mention HMAC 110.009 6861 -
(2015) device name) (SHA-256)
Juliato and Gebotys  Altera Apex 20K, HMAC (SHA-256) 35.55 9231 -
(2011) EP20K1000EBC652
Juliato and Gebotys ~Xilinx Virtex-E, HMAC (SHA-256) 48.12 3463 -
(2011) XCV1600EBG1156
Juliato and Gebotys  Xilinx Virtex-II, HMAC (SHA-256) 59.66 3608 -
(2011) XCV2V4000BF957
Khan et al. (2007)  Xilinx XC2V4000 HMAC (MDS5, SHA-1, 43.47 7484 -
RIPEMD-160)
Yiakoumis et al. Xilinx VirtexE-8 HMAC (MDS5) 55 686 -
(2005) HMAC (SHA-1) 111
Michail et al. (2004) Xilinx V3200efg1156 HMAC (SHA-1) 62.0 6011 -
Wang et al. (2004) EP20OKIOOOEBC652-IX HMAC (SHA-1/MD5) 22.67 - -
Selimis et al. (2003) V150bg352 HMAC (SHA-1) 82 1018 -
McLoone and Xilinx XCV1000E HMAC (SHA-1) 50 7247 -
McCanny (2002)

the output results. The maximum frequency of the HMAC-SHA-256 design increases
dramatically on the Arria Il GX with 3953 LUT and 2714 total registers, as shown in Table
3. Based on these findings, synthesis and implementation on Arria II GX give fast speed
with a maximum frequency of 195.16 MHz compared to other HMAC publications utilising
various hash functions on FPGA family device types. Furthermore, with the assistance
of Altera Quartus II and TimeQuest Timing Analyser advisors, HMAC-SHA-256 design
results are improved (https://www.altera.com/en_US/pdfs/literature/ug/ug tq_tutorial.pdf).
By applying SDC clock constraint 5.3 to the HMAC-SHA-256 design on Arria II GX,
the maximum frequency of the design can be met under stable setup and hold conditions.
Thus, this study proposed a high-performance and error-free HMAC-SHA-256 design
with appropriate FPGA devices and clock constraints that meet the design requirement.

CONCLUSION

The design of HMAC-SHA-256 was successful through the use and development of
high-speed computing, which possessed a maximum frequency of 195.16 MHz. FPGA
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implementation on the Arria II GX can offer great speed. Moreover, the design can be
significantly enhanced with the assistance of advisor Altera Quartus II. Furthermore,
providing the design with the proper SDC clock constraints will allow the TimeQuest
timing analyser to meet the time requirements.
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ABSTRACT

This work presents a simulation study on the impact of natural ventilation on the thermal
performance and thermal comfort of residential buildings of different forms in the hot-dry
climate of Amman, the capital of Jordan. Three existing triple-storey residential buildings
with different forms, i.e., rectangular, L-shape, and U-shape, are taken as case studies. Models
with similar construction and dimensions of the buildings under investigation are designed
using the OpenStudio plugin SketchUp software. Two rooms within these buildings have been
considered for simulation with the aid of the EnergyPlus simulator for two cases: the basic
case with no ventilation and the case with ventilation. The thermal parameters, including the
air temperature, relative humidity, air speed, and mean radiant temperature of both rooms,
have been extracted from the simulation. The thermal performance of these buildings is
analyzed based on the indoor air temperature and mean radiant temperature, while the thermal
performance is investigated via the ASHRAE-55 adaptive model. The results show that the
rectangular-shaped building has the best thermal performance in unventilated conditions for
the middle room on the middle floor (Room 1). In contrast, the U-shape shows better results
for the west-northern room on the same floor (Room 2). On the other hand, introducing natural
ventilation to the buildings reduces the indoor temperature and, subsequently, enhances the
thermal performance where the buildings transform to be within the comfort zone most

of the time, according to the ASHRAE-55
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INTRODUCTION

The global increase in the energy required for human life activities, especially for the
building sector, consumes around 40% of the total energy worldwide. The high cost of
energy production causes a big issue for communities’ development (Yu et al., 2020). The
residential building sector in Jordan consumes about 24% of total energy (Almuhtady et
al., 2019). The large energy consumption of the residential sector in Jordan refers to the
high usage of cooling systems for hot climates in summer and heating strategies for cold
weather in winter. Applying passive design approaches reduces the demands of cooling
and heating loads in buildings and improves their thermal performance (Ozarisoy, 2022;
Elnagar & Kohler, 2020). Many effective passive approaches, such as building form, natural
ventilation, and orientation, are usually considered for buildings.

Building form and its geometrical configuration directly affect energy consumption
and thermal performance by enhancing the indoor climate (Lapisa, 2019; Raof, 2017).
The building shape determines the percentage of exposed surface area for the building’s
envelope to the outdoor ambient, indicating the amount of solar radiation the building is
exposed to. Minimizing the contact area for the building with the outdoor environment can
be achieved by selecting a suitable shape at the early design stage, subsequently improving
the thermal comfort level (Mushtaha & Helmy, 2017). A study of different shapes of
traditional residential buildings in a hot-dry climate in Diyarbakir, Turkey, showed that
the building form significantly impacts indoor thermal comfort and energy consumption.
A courtyard in a U-shaped building can decrease 79% of cooling loads and 63% of heating
loads (Kocagil & Oral, 2015). A numerical study found that the compact form greatly
decreases the energy demands for cooling in a desert area (Bekkouche et al., 2013; Deng et
al., 2020). Lapisa (2019) studied the influence of two building forms in different climates,
i.e., tropical, Mediterranean, and Oceanic. The results show that the square building form
decreases energy consumption compared to the rectangular building form for all climates
in his study due to compactness. Moreover, Ali et al. (2010) presented a general study of
some buildings which are built between (1900-2000) in Karak (desert climate) and Irbid
(mountainous climate), where both cities are in Jordan. It shows that the rectangular form
suits desert district buildings in winter, while the compact shape is more suitable in summer.

Natural ventilation enhances the thermal performance of buildings by improving the
air quality for the indoor climate in the summer season, especially at nighttime since it is
pulling fresh air into the indoor zones, which leads to driving hot air to move out through
openings (Raji et al., 2020; Almeida et al., 2017). This process occurs because of two
mechanisms: the natural movement of outdoor air around the building and the buoyancy
generated due to the difference in air temperature indoors and outdoors of the building.
Therefore, the designer should consider these mechanisms during the earlier building
design stage to obtain maximum natural ventilation (Krarti, 2018). It is also found that
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the location of openings has a higher effect on natural ventilation efficiency scales than
building orientation (Rodrigues et al., 2019; Yang et al., 2019). Besides, natural ventilation
presents a healthy environment for residents and gives a satisfactory feeling, which raises
their productivity and grants attractive results compared to mechanical methods (Nagy et
al., 2019). For instance, Sick Building Syndrome (SBS) symptoms of infected occupants
due to exposure to indoor air pollutants are higher for HVAC used by 30%—200% compared
to natural ventilation (Chen et al., 2021).

Despite the importance of natural ventilation in improving indoor thermal performance,
few studies explored its impact on thermal performance in different countries with a climate
the same as Jordan’s in summer. Al-Hemiddi and Al-Saud (2001) studied the impact of
the natural ventilation in a courtyard house on internal thermal performance in a hot-
aired climate in Riyadh, Saudi Arabia; they found that the cross ventilation through the
courtyard contains a water pool can reduce the indoor air temperature by 5°C. Mastouri
et al. (2019) examined the influence of night ventilation in a double-story house in a hot
semi-arid climate in Marrakech, Morocco. They concluded that night ventilation gives
high-efficiency results by reducing the ground floor temperature by 2°C and the first
floor by 3°C. In addition, it can reduce the annual cooling loads by 27%. Only one study
considers the impact of natural ventilation on thermal performance in Jordan, as Ma’bdeh
et al. (2020) reported. They investigated the effect of introducing a wind tower, once at
the north facade and another at the south facade, on interior thermal performance for a
classroom in a building located at Jordan University for Science and Technology (JUST)
in Irbid in the summer and winter. The results show that the wind tower improves indoor
air efficiency in both cases, whereas the highest number of comfort hours is obtained when
the tower is built on the southern side of the building. Therefore, the influence of natural
ventilation and the impact of building form in Jordan on thermal performance needs to be
investigated further. In this work, a simulation study using EnergyPlus software with the
aid of the ASHRAE-55 adaptive model presents the impact of different building forms,
i.e., rectangular, L-shaped, and U-shaped, in collaboration with the natural ventilation
on the thermal performance and thermal comfort for existing residential buildings in the
hot-dry climate in Jordan.

Climate Conditions and Case Studies

Jordan lies between latitude 29°-32° north and longitude 35°-38.5° east. The climate in
Jordan is mostly Mediterranean type, with cold-wet winter and hot-dry summer (Nazer,
2019). Amman, the capital of Jordan, is considered a mountain area, and it has hot-dry
weather in summer with an average air temperature of 8°C—25.1°C. The highest temperature
reaches in summer is 39°C in July. It has cold-rainy weather in winter, with air temperature
reaching 0°C or less in January. This research will focus on the summer season (hot-dry).
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Table 1 shows the monthly average temperature during the summer season. The summer
wind characteristics in Amman from June to August are shown in Figure 1. It can be noticed
that the wind has different speed values and directions, but mostly during the day, it has
a speed of 3.3-5.5 m/s toward the west with a frequency of 11.96%, 5.5-7.9 m/s to the
west with a frequency of 9.28% and 5.5-7.9 m/s with north-west direction at a frequency
of 7.79%.

This work has taken three different residential building forms, i.e., rectangular, L-shape,
and U-shape, located in Amman, as case studies. The selection of these buildings is based
on a field survey study for the building forms at the southern side of Alqwesmeh district,
where the buildings are located, in Amman, to estimate the percentage of building forms
within this area. Figure 2(a) shows a satellite

view of the survey area that contains 123 e
buildings. Figure 2(b) illustrates a solid and 150 50
void analysis of the survey area. Figure 2(b)
shows that the dominant building forms in
this area are rectangular buildings, with \
a percentage of 69.1%, followed by the |270° .-
L-shape, 11.38%, and the U-shape, 7.31%.

Additionally, it is found that other forms of
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August 13.8 37.0 hours (Betti et al., 2021)
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Figure 2. (a) Satellite view and (b) solid and void analysis for field survey study area at southern of Alqwesmeh
district in Amman
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buildings represent only 12.19%. The selected buildings have the same construction system
and consist of three floors to ensure the study’s accuracy. Only two rooms on the middle
floor of each building are selected to investigate the effect of building shape on thermal
performance by analyzing the thermal parameters (airspeed, air temperature, mean radiant
temperature, and relative humidity) with and without natural ventilation. Figure 3 shows
the plan of the middle floor of the buildings, where the studied rooms are named Room 1,
which has only a west window, and Room 2, which has west and north windows. Figure
4 shows the main facade of the buildings directed toward the west.

= = i
NORTH SH NORTH H 1/1 LTI
A ﬂ 1
B S
= 1N ] g’h_/‘ v
-Room 1 Room 2 Room 1 Room 1 [ 'Room 2
() (b) (c)

Figure 3. Plans for residential buildings with different forms studied: (a) Rectangular; (b) L-shape; and (c)
U-shape

(a) (b) ()
Figure 4. The main facades of the studied buildings: (a) Rectangular; (b) L-shape; and (c) U-shape

METHODS

Simulation Validation

EnergyPlus is one of the most extensive simulation software validated and used for building
energy and thermal performance by the research community (Muslim, 2021; Gonzalez et
al., 2020). It is essentially the accumulation of 65 years of experience by the US Department
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of Energy (DOE). It has been tested and validated under the comparative Standard Method
of Test for the Evaluation of Building Energy Analysis Computer Programs BESTEST/
ASHRAE Standard 140.

A model for the rectangular building is designed to ensure the validity of EnergyPlus
software in this work. The details of the design and simulation are furnished in the coming
subsection. Then, a site measurement for the indoor air temperature, globe temperature,
and relative humidity, under the basic conditions without ventilation (where all windows
are closed, and no mechanical ventilation is used) for Room 1 in the rectangular building
on 21 July. This date is selected as the design day in the current study since it represents
an extreme summer day in Jordan, according to the climatic data from ASHRAE (2009).
The indoor air temperature, globe temperature, and relative humidity are measured using
the WBGT HI meter, which has a temperature accuracy of 0.1°C and a humidity resolution
of 0.1 RH. The air velocity is measured via
a high-accuracy digitally certified ST6816
anemometer with a resolution of 0.01 m/s.
Figure 5 illustrates the experimental set-up
of devices during the measurement. The
results for site measurement are compared
with the simulated results on the design day
and tabulated in Table 2. The table shows
that the simulated results are very close to
the measured values, which confirms that

the EnergyPlus simulator is valid in this /
work. Figure 5. Experimental set-up during data collection

Table 2
Comparison between measured and simulated results for simulator validation
. Simulated .
Time Measured ~ Simulated Measur;d mean radiant Measgred Slmul?lted
(H) temperature temperature mean radiant temperature re.la.tlve re.la.twe
(°O) (°O) temperature (°C) ©C) humidity (%)  humidity (%)

1:00 32.30 32.88 33.06 33.91 35.15 35.53
2:00 32.00 32.19 33.40 33.32 36.14 36.18
3:00 31.89 31.61 33.30 32.75 36.12 36.80
4:00 31.15 31.08 32.60 32.24 37.25 37.88
5:00 30.94 30.82 32.10 31.76 37.84 38.64
6:00 30.91 30.85 31.80 31.45 39.66 39.79
7:00 31.21 30.98 31.90 31.33 41.07 41.80
8:00 31.25 31.28 31.60 31.39 42.63 42.51
9:00 31.33 31.36 31.80 31.55 43.52 42.48
10:00 31.40 31.55 31.90 31.69 43.50 42.10
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Table 2 (continue)

Simulated

Time Measured ~ Simulated Measur@d mean radiant Measgred Simulgted
(H) temperature temperature mean radiant temperature rélgtlve re.la.tlve
(°O) (°O) temperature (°C) C) humidity (%) humidity (%)
11:00 31.59 31.97 31.80 31.87 42.12 40.63
12:00 31.68 32.32 31.70 32.06 41.32 38.63
13:00 32.05 32.78 32.10 32.57 38.54 35.75
14:00 33.00 33.65 33.20 33.59 36.72 33.11
15:00 34.23 34.81 34.60 34.87 33.38 31.57
16:00 35.27 36.12 35.40 35.98 31.22 30.43
17:00 36.20 37.23 35.80 36.53 30.80 29.30
18:00 36.60 37.55 35.70 36.33 32.67 29.50
19:00 36.30 37.18 35.20 35.78 33.57 31.85
20:00 35.47 36.87 34.30 35.38 35.45 33.36
21:00 35.00 36.48 33.90 35.09 38.03 34.02
22:00 33.84 35.35 33.50 34.68 38.38 37.08
23:00 32.38 33.93 32.90 34.17 41.45 40.18
24:00 31.71 32.82 32.80 33.60 42.19 41.67

Simulation Procedures

Using AutoCAD, the simulation for the buildings under investigation starts with drawing
two-dimensional plans for three residential buildings, i.e., rectangular, L-shaped, and
U-shaped. Three-dimensional models of the buildings have been built using the OpenStudio
plugin SketchUp software, as shown in Figure 6. The existing buildings’ models are
constructed with three layers: a 3cm-thick stone block, 10cm-thick concrete, and a 10cm-
thick hollow block. After that, the loads for the electrical equipment, people, and lights
are calculated and included in the simulation. The load definitions used in the simulation
are summarized in Table 3. Here, every building room is set as a thermal zone to evaluate
each room’s internal thermal performance individually. The weather file for Amman in

() ©

Figure 6. 3D building drawings using SketchUp Plugin OpenStudio: (a) Rectangular; (b) L-shape; and (c)
U-shape
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Table 3
Loads definition for the current work
Definition People Lighting Electrical equipment
Loads 6 persons 12 w/m? Living room: 190 w

Bedroom: 80 w
Kitchen: 6010 w

EPW format is uploaded to the simulator to

o . SketchU
set the climatic parameters. In addition, the Input 2D M siictp

summer design day is set as 21 July 2022 Awroco ]| Create 3D model
and is imported in DDY format. Then, the

output variables, particularly the air speed, W orersuao
air temperature, mean radiant temperature, c

Assign thermal zone
Assign building type

and relative humidity, are measured every

Enengy s
15 minutes. The four readings taken per Input:
. epw file —*
hour are averaged for high-accuracy | and ddy file Output
measurement. The overall protocol for the Construction Thermal
: LR : : : S o H Loads definition erma
simulation in this work is depicted in Figure Specified ouput variables | | Parameters

7. The thermal parameters for each building

are analyzed for the unventilated case, as  Figure 7. Summary of the simulation protocol

all openings of the middle floor are closed,

and compared with output parameters for the naturally ventilated situation, as all openings
of the same floor are opened. Finally, the thermal parameters for the buildings are used
to analyze the results through the ASHRAE-55 adaptive model to find the comfort hours
during the day.

RESULTS AND ANALYSIS
Thermal Performance

Figure 8 shows the indoor air temperature comparison for the unventilated situation for the
three buildings, while all openings are closed for Room 1 and Room 2. From Figure 8(a),
the rectangular building has a better result in the daytime from 7:00 a.m. until 5:00 p.m.,
which is correlated to the compact rectangular shape; thus, it has less exposed surfaces’
area to direct solar radiation. The U-shape building shows a minimum air temperature after
5:00 p.m. since it creates self-shading that blocks the direct solar radiation at the peak time
for the west facade at 5:00 p.m., which reduces the heat stored inside the building during
nighttime. However, the U-shape building shows the worst result between 7:00 a.m. and
5:00 p.m. since Room 1 has an additional east window that allows the solar heat to enter
from early morning into the building and be stored inside. The L-shape building shows the
highest indoor air temperature most of the time among the other buildings, except for the
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U-shape between 7:00 a.m. to 5:00 p.m., since it has a larger surface/volume ratio compared
to the rectangular, as can be seen in Table 4, and less self-shading effective compared to
U-shape case. It is reported that increasing the surface/volume ratio increases solar radiation
exposure while self-shading for buildings enhances thermal parameters value (Muhaisen
& Abed, 2015; Mohsenzadeh et al., 2021). An almost similar trend for the mean radiant
temperature for Room 1 is observed, as shown in Figure 9(a).

Figure 8(b) shows that for Room 2, the L-shape shows the highest indoor air
temperature, followed by the U-shape and then the rectangular one. It can be explained
using the same theory discussed in Figure 8(a), where the L-shape building has a high
surface-to-volume ratio while the U-shape has self-shading, which reduces direct solar
radiation. Figure 8 shows that Room 1 is hotter than Room 2 for the unventilated situation
because Room 2 has two windows at the north and west facade, as shown in Figure 2. The
northern window is not exposed to direct sun during daytime; thus, the outdoor temperature
from the north facade is expected to be lower than the indoor temperature for Room 2. This
temperature gradient may cause some loss through window glass from the room toward
the outside. A similar trend for the mean radiant temperature for Room 2 is also observed,
as shown in Figure 9(b).

40 40
—=— Rctangular unventilated 1 | —— Rctangular unventilated
384 | — L-Shaped unventilated 38- | —=— L-Shaped unventilated
—— U-Shaped unventilated —— U-Shaped unventilated
36
=~ 364 —~
o o 34
=] 3
*5 344 -§ g
“éi 8 32-
o 32 g A
= £ 3041
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30 284
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3:00 6:00 9:00 12:00 15:00 18:00 21:00 24:00 3:.00 6:00 9:00 12:00 15:00 18:00 21:00 24:00
Time (h) Time (h)
(a) (b)

Figure 8. Air temperature comparison for the unventilated situation of different building shapes: (a) Room
1; and (b) Room 2

Table 4
Shape parameters for the buildings in the study
Rectangle L-shape U-shape
Surface area 576.00 m? 668.23 m* 582.38 m?
Volume 604.80 m? 666.51 m? 552.99 m’
S/V ratio 0.9524 1.0025 1.0531
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Figure 9. Mean radiant temperature comparison for the unventilated situation of different building shapes:
(a) Room 1; and (b) Room 2

Figure 10 shows the indoor air temperature for the ventilated case while all windows
are opened. Comparable to the unventilated case, the results show a considerable drop in
indoor air temperature by almost 10°C at nighttime due to the cold outdoor climate. In
comparison, it reduces by 4-8°C during the daytime. Table 5 summarizes the results of the
optimum reduction in the indoor air temperature for both rooms in all building forms for
the ventilation case compared to the unventilated case. This drop is attributed to the natural
ventilation through the buildings that leads to renewed air and discharges the heat, which
enhances indoor air quality (Hughes et al., 2012). Similar results for indoor temperature
drop are reported by Yu et al. (2018), Al-Hemiddi and Al-Saud (2001), and Ma’bdeh et al.
(2020). From Figure 10(a), one can notice that Room 1 in the U-shaped building shows
the lowest temperature at night compared to other forms.
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(a) (b)

Figure 10. Air temperature comparison for different ventilated building shapes for: (a) Room 1; and (b) Room 2
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Table 5
Average air temperature reduction after natural ventilation compared to the basic situation
Rectangular Shape L-Shape U-Shape
Room 1 Room 2 Room 1 Room 2 Room 1 Room 2

4.99-12.24°C  4.14-10.71°C ~ 5.70-12.60°C ~ 4.79-10.97°C  6.43-12.31°C ~ 3.76-10.42°C

Furthermore, from Figure 10 (b), one can notice that Room 2 in the L-shaped building
shows a slightly higher temperature at nighttime than other buildings. Since the air
temperature does not differ much between the buildings throughout the day, the mean
radiant temperature has been plotted for Room 1 and Room 2, as shown in Figure 11. The
results show good agreement with the discussion for air temperature variation with more
details for the temperature throughout the day. For Room 1 in Figure 11(a), the U-shaped
building shows a higher temperature from 7:00 a.m. to 5:00 p.m., possibly due to the east
window’s exposure to solar radiation; obviously, a higher difference is observed during early
morning hours. From Figure 11(b), the L-shape building shows the highest temperature all
day long for room Room 2, while the U-shaped building still has the lowest temperature
most of the time among all buildings because of the self-shading effect.
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Figure 11. Mean radiant temperature comparison for the ventilated situation of different building shapes: (a)
Room 1; and (b) Room 2

Thermal Comfort

ASHRAE-55 adaptive model is a widely certified standard to evaluate thermal comfort,
where there are continual revisions and updates for standard documents that mirror the
latest results regarding thermal comfort zones from field experiments. ASHRAE-55 (2020)
is the newest version after a long line of editions and publications from 1966 until the
previous version, ASHRAE (2017). The newest version of the adaptive model shows a
graphical method for Occupant-Controlled Naturally ventilated spaces, representing the
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operative temperature versus the adopted prevailing mean outdoor air temperature, as shown
in Figure 12(a). The prevailing mean outdoor air temperature is the arithmetic average of
daily outdoor temperatures. It is usually evaluated not less than seven days and not more
than 30 days before the day under investigation, and it is given by Equation 1 (Kim et al.,
2019; Saif et al., 2021):

tyma (out) = 1-a) [te(d—l) + ateg-2) + azte(d—B) + agte(d—él) +--]  [1]

where o is an exponential constant, its value ranging from 0 to 1, and the recommended
value for a.is 0.8, t. (4—1) is the mean external air temperature for the previous day, t,q—2)
is the mean external air temperature for the previous 2 days.

The upper and lower limits for 80% acceptability limit and 90% acceptability limit for
comfort area usually follow Equations 2 to 5 (Saif et al., 2021).

The upper limit of 90% acceptability:

= 0.31 X tyma (our) T 20.3 [°C] (10 < Tpmg (our) < 33.5) [2]
The lower limit of 90% acceptability:
= 0.31 X tymq (oue) T 15.3 [°C] (10 < Epmg (our) < 33.5) [3]
The upper limit of 80% acceptability:
= 0.31 X tymq (our) T 21.3 [°C] (10 < Epmg (our) < 33.5) [4]
The lower limit of 80% acceptability:
= 0.31 X tymq (our) T 143 [°C] (10 < Epmg (our) < 33.5) [5]

where tmq (out) 18 the prevailing mean outdoor air temperature.

The increment in the average air speed increases the operative temperature, which
widens the upper limit of the thermal comfort zone, as shown in Figure 12(b) (ASHRAE,
2017; ASHRAE, 2020; Bienvenido-Huertas et al., 2022). For example, as the average air
speed increases from 0.3 m/s to 0.6 m/s, the operative temperature increases by 1.2°C, as
the average air speed becomes 0.9 m/s, the operative temperature increases by 1.8°C, and
when the average air speed reaches 1.2 m/s, the operative temperature increases by 2.2°C
(ASHRAE, 2017; ASHRAE, 2020).

In order to find out the comfort zone for the rooms in all building forms, the adaptive
comfort graphs have been plotted using the CBE thermal comfort tool, in which the air
temperature, relative humidity, mean radiant temperature, average air speed, prevailing
mean outdoor air temperature, metabolic rate, and clothing parameters are inserted to the
tool for each hour individually. The metabolic rate is set as 1.2 met, and clothing is set as
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Figure 12. Modulation of the upper limit for thermal comfort zone according to the criteria established by
ASHRAE-55: (a) Average air speed 0.3 m/s; and (b) average air speed 0.6 m/s

0.5 clo. Figures 13, 14, and 15 show the ASHRAE-55 adaptive models for Room 1 in all
building forms with and without natural ventilation. The results show that Room 1, under
basic conditions in all building forms, is out of thermal comfort zones, i.e., 80% and 90%
acceptability. However, in the ventilation case, it can be noticed that a notable shift of
most of the day hours to be within the comfort zone; the same observation is reported by
Heracleous and Michael (2018) and Kumar et al. (2018). Room 1 in the rectangular shape
building recorded 66.67% of the total hours during the day within 90% acceptability,
while 16.67% of the total time within 80% acceptability and 16.67% of the day hours still
within the uncomfortable status, specifically, the non-acceptable time is recorded between
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Figure 13. ASHRAE-55 adaptive model: (a) Unventilated; and (b) ventilated situation for Room 1 in the
rectangular building
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Figure 14. ASHRAE-55 adaptive model: (a) unventilated; and (b) ventilated situation for Room 1 in the
L-shape building
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Figure 15. ASHRAE-55 adaptive model: (a) unventilated; and (b) ventilated situation for Room 1 in the
U-shape building

4:00—6:00 p.m. Room 1 in the L-shape building shows that the comfort time within 90%
acceptability reduced to 62.5% of total day hours. At the same time, the comfortable time
for 80% acceptability increases to 20.83% of total day hours.

However, the uncomfortable status within the peak hours (4:00-6:00 p.m.) remains
at 16.67% of day hours. For Room 1 in the U-shape building, the 90% acceptability,
80% acceptability, and uncomfortable status records 58.33%, 20.83%, and 20.83%
of hours during the day, respectively. 83.33% of the uncomfortable time is between
2:00—-6:00 p.m. and 3:00—6:00 p.m. for other buildings. Thus, it can be concluded that
the rectangular-shaped building records the best performance compared to the other
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building shapes since it usually presents high acceptability. At the same time, the
U-shape shows a higher percentage of uncomfortable situations and less acceptability
time. The uncomfortable high percentage of the U-shaped building is attributed to the
eastern and western windows; thus, Room 1 will face direct sun radiation for longer,
especially in the morning. Subsequently, the mean radiant temperature (MRT) for Room
1 in the U-shaped building records 1.5°C higher during morning hours than the other
buildings, as illustrated in Figure 9(a). Furthermore, it is noticed that some of the 80%
acceptability hours of the rectangular shape building are recorded in the early morning
between 6:00—7:00 a.m. and show a slightly cool sensation, which might be shifted
toward 90% acceptability by minimizing the number of opening windows at this time,
thus reduces the ventilation effect.

Figures 16, 17, and 18 show the adaptive model for Room 2 performance in both
cases with and without ventilation for all building forms. The results show that Room 2
in all buildings under ventilation conditions is out of the thermal comfort zone. On the
other hand, for the ventilation case, Room 2 in all building forms records 58.33%, 25%,
and 16.67% of day hours for the 90% acceptability, 80% acceptability, and uncomfortable
status, respectively. The unacceptability time in Room 2 for all shapes has a warm
sensation recorded between 3:00—6:00 p.m. Interestingly, it is noticed that the number
of uncomfortable hours close to the 80% acceptability zone in the rectangular and the
U-shape building relatively are more than for L-shape; this attributed to the compactness
in rectangular shape and self-shading in U-shape, which indicates that their performance is
relatively better than L-shaped building. Table 6 summarizes the comfort hours percentage
for Room 1 and Room 2 in different building forms under ventilation conditions according
to ASHRAE-55.
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Figure 16. ASHRAE-55 adaptive model: (a) unventilated; and (b) ventilated situation for Room 2 in the
rectangular building
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Figure 17. ASHRAE-55 adaptive model: (a) unventilated; and (b) ventilated situation for Room 2 in the
L-shape building
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Figure 18. ASHRAE-55 adaptive model: (a) unventilated; and (b) ventilated situation for Room 2 in the
U-shape building

Table 6
Comfort hours percentage for Room 1 and Room 2 under ventilation conditions
Rectangular Shape L-Shape U-Shape
Comfort percentage
Room 1 Room2 Room 1 Room2  Room 1 Room 2
90% acceptability 66.67% 58.33% 62.50% 58.33% 58.33% 58.33%
80% acceptability 16.67% 25.00% 20.83% 25.00% 20.83% 25.00%

Out of ASHRAE comfort zone 16.67% 16.67% 16.67% 16.67% 20.83% 16.67%

60 Pertanika J. Sci. & Technol. 32 (1): 45 - 66 (2024)



Ventilation Effect on Residential Buildings’ Thermal Performance

DISCUSSION

The impact of natural ventilation on different building forms is investigated in two
situations: with and without ventilation. The thermal behavior has been examined for
basic (all windows are closed) and natural ventilation cases (all windows are opened). The
building form is more effective on the thermal performance when the windows are closed,
with no ventilation case, since it depends on many factors such as surface-to-volume ratio,
building compactness, and self-shading.

Rectangular shape building recorded the best results in the daytime for Room 1 since
the compact shape minimizes exposed solar radiation. However, the L-shape shows second-
ranked results because of the large surface/volume ratio; conversely, the U-shape has the
worst results due to the opposite side opening. Thus, it is facing the sunrise and sunset times.

Unventilated Room 2 in the U-shape building shows better performance as compared
with other forms since the maximum temperature recorded is 35°C, and the worst thermal
performance for the same room is obtained for the L-shape building regarding larger
surface-to-wall ratio for the building as compared to rectangular case and no self-shading
as compared to U-shape case.

Natural ventilation enhances the thermal behavior of all buildings in the hot-dry climate,
where it remarkably reduces the indoor air temperature and mean radiant temperature;
as a result, it improves the indoor thermal performance as the buildings transform from
non-comfort zone to acceptable comfort situations in most of the time according to the
ASHRAE-55 adaptive model.

Room 1 in the rectangular building shows the best thermal performance according to
ASHRAE-55 adaptive model as compared to the other shapes since it is recorded 66.67% of
the time within 90% acceptability, 16.67% of the time within 80% acceptability, and 16.67% of
the time within the uncomfortable status. For Room 2 under ventilation conditions, all building
forms record the same hour percentage of comfortability according to the ASHRAE-55
adaptive model. L-shape building presents relatively less thermal performance since it records
fewer hours within the uncomfortable zone, close to 80% acceptability comfort zone.

Table 7 compares natural ventilation’s impact on improving indoor air temperature
and comfort hours between the current work and the previous research.

Table 7
Comparison of the impact of natural ventilation between current work and the previous research
Reference Climate Approach Findings
Al-Hemiddi and Hot—arid Experimental Cross-ventilation provides cool indoor air.

Al-Saud, 2001

Omrani et al.,, 2017 Warm-humid  Experimental - Cross ventilation maintains comfortable thermal

summers and conditions 70% of the time.
mild to cool - Indoor condition in single-sided ventilation has
winters an average of 3°C hotter than cross ventilation.
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Table 7 (continue)

Reference Climate Approach Findings

Kumar et al., 2018  Hot semi-arid  Experimental - Natural ventilation reduces 40% and 98%
of discomfort time in summer and winter,

respectively.

Heracleous & Mediterranean ~ Simulation. - Natural ventilation reduces operative

Michael, 2018 temperature.

Mastouri et al., Hot Semi-Arid Simulation. - Night ventilation reduces the operative

2019 temperature of the ground floor by 2°C and 3°C
on the first floor.

Ma'bdeh et al., Dry-hot Simulation. - Ventilation improves indoor air quality.

2020 - The comfort hours increased by 106 h during
February and 170 h during August.

Current work Hot-dry Simulation -Natural ventilation reduces indoor air temperature

summer by almost 10°C at nighttime and 4-8°C during the

daytime.

- Ventilation increases comfort hours percentage
(90% acceptability) from 58.33% to 66.67%.

CONCLUSION

A simulation experiment using the EnergyPlus simulator is conducted in this paper to
investigate the impact of ventilation on the thermal performance and thermal comfort of
three residential buildings of different forms, namely rectangular, L-shape, and U-shape,
which are in Amman, the capital of Jordan, that is characterized with a hot-dry climate in the
summer season. Models for the proposed buildings according to their actual constructions
are designed using the OpenStudio plugin SketchUp software. After defining the loads
and the design day, they are simulated with the aid of the EnergyPlus simulator. As a
preliminary step, the simulator is validated by comparing the simulated data with the site-
measured results for Room 1 within the rectangular building, which shows good matching.
The simulation results show that natural ventilation greatly reduces the indoor thermal
temperature of the rooms under investigation. It drops by almost 10°C at nighttime due to
the cold outdoor climate, while during the daytime, it reduces by 4-8°C. This reduction
in air temperature is correlated to the influence of natural ventilation to refresh the indoor
air and discharge the heat, subsequently improving indoor air quality. Comparably, Room
1 in the U-shaped building shows a lower temperature at night compared to other forms,
and Room 2 in the L-shaped building shows a relatively higher temperature than the other
buildings. The thermal comfort for the rooms has been evaluated using the ASHRAE-55
adaptive model to find out that the natural ventilation has a remarkable impact on shifting
the 100% out-of-comfort rooms to less than 20% of the total design day hours. Comparably,
Room 1 in the rectangular building records 66.67% of total hours during the day within
the 90% comfort acceptability according to ASHRAE-55, which is the highest among the
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other forms. Room 2 in all building forms records the exact acceptability percentages of
58.33%, 25%, and 16.67% of day hours for the 90% acceptability, 80% acceptability, and
uncomfortable status, respectively. Based on these results, it can be concluded that natural
ventilation through windows in the hot-dry climate significantly improves indoor thermal
performance, especially for the rectangular and U-shape forms. For further understanding
of the influence of natural ventilation, it is highly recommended to consider investigating
parameters such as type of ventilation and window-to-wall ratio and correlate them to the
building form.
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ABSTRACT

In Malaysia, there is a demand and a promising market for cassava (Manihot esculanta,
Crantz) leaves as a supplementary animal feed because of their nutritional value and
availability throughout the year. However, cyanide accumulation has been a problem due to
its toxicity in animal feed; therefore, finding the best variety with low cyanide, high protein,
and phytochemical content can address this issue. The hydrocyanic (HCN) contents were
analyzed for two local varieties, White and Pulut cassava, distinguished from leaf shapes
and the color of the leaf petioles. Young leaves were identified from the plant’s top leaves,
while matured leaves were defined from the plant’s bottom leaves. Two-way ANOVA was
conducted to determine the interaction between the maturity and variety of cassava leaves for
the cyanide and protein concentrations with Tukey’s multiple ranges to observe the significant
difference at p < 0.05. The findings indicated significant differences in the HCN content of
cassava leaves between different maturities, while other varieties significantly affected protein
concentration. The maturity and variety of cassava leaves showed significant interactions
with the HCN content. The young Pulut variety had the highest protein concentration and low

HCN content. Thus, it is the best option as
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INTRODUCTION

Manihot esculenta, Crantz (cassava), also known as yucca, manioc, tapioca and commonly
known as “ubi kayu” in Malaysia, belongs to a woody shrub in the Euphorbiaceae family
(Jamil & Bujang, 2016; Latif & Miiller, 2015). Cassava roots have a high carbohydrate.
Therefore, it is utilized to produce chips and starch. The aerial components (leaves and
stems) are usually thrown as waste or used as animal feed after the roots have been harvested
(Chaiareekitwat et al., 2022; Idris et al., 2021). Since cassava plants can withstand drought
and grow in acidic, low-fertility soil, their leaves are widely available throughout the
year (Ubwa et al., 2015). Cassava cultivation is widespread in many tropical countries,
with an estimated annual production of 291.9 million tonnes (Lansche et al., 2020). In
Asia, including Malaysia, Indonesia, and sub-Saharan Africa, tender leaves are edible as
a traditional vegetable commonly served with rice (Latif & Miiller, 2015).

It is crucial to evaluate the protein content of cassava leaves because it has been known
that green vegetables are the lowest-priced source of protein. Since cassava leaf has three
times more crude protein than various cassava plants’ components, it can be used as a
ruminant protein source (Idris et al., 2021). Another study reported that the crude protein
content of cassava leaf was 17.7%-38.1% D.M. (Awoyinka et al., 1995). Crude protein
levels in Malaysian cassava cultivars ranged from 21.51 to 30.31% D.M. (Jamil & Bujang,
2016). Since the root of the cassava contains low protein, the leaves should receive better
attention as human food and animal feed.

Cyanogen glucosides are present throughout cassava, and the leaf is six to 20 times
higher than in the root (Ekpo & Baridia, 2020; Jamil & Bujang, 2016; Eleazu & Eleazu,
2012). It determines the bitterness of the root and other parts of the plant, and it is vital
as a defense mechanism against insect herbivores (da Silva Santos et al., 2020; Roslim
et al., 2016). The variety, age, soil, geographic location, and environmental factors affect
how much cyanogen glucosides are synthesized (Nwokoro et al., 2010; Ubwa et al.,
2015). Cassava is divided into two types, sweet and bitter, based on the concentration
of cyanogen glucosides in the root (CIAT, 1983). The bitter type contains 50 mg HCN/
kg and above (wet basis), while the sweet type has less than this amount (Ojiambo et
al., 2017; Pendak, 2011). Sweet cassava matures 6—12 months after planting (MAP) and
loses quality if not harvested on time, while bitter cassava matures 10—14 MAP, becoming
fibrous if not harvested on time (Pendak, 2011). Previous research has shown that HCN is
synthesized at the cassava plant shoot apex and transported to the root (Chaiareekitwat et
al., 2022; Latif & Miiller, 2015). Therefore, the concentration of cyanogen glucosides in
cassava leaves is highest at the top and decreases as it descends. Cyanogen glucosides are
hydrolyzed by endogenous enzymes when the plant tissue is damaged during harvesting,
by herbivore chewing, food preparation, or within the digestive system to sugar and alpha-
hydroxynirile (Ubwa et al., 2015). Alpha-hydroxynirile has undergone an intramolecular
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reaction to release the toxic HCN gas (Miiller-Schwarze, 2009; Zitnak, 1973). HCN inhibits
cytochrome oxidase, eventually leading to death, as shown in Figure 1. The tissues readily

absorb the HCN through the bloodstream because of their tiny size and low charge density
(da Silva Santos et al., 2020).

glucoside inhibits
cyanogen glucosidle ———>  glucose + HCN >  cytochrom oxidase

v

Energy deprivation

Death

Figure 1. Mechanism of action of cyanogens according to Makkar et al. (2007)

WHO recommends that the maximum lethal dose of HCN in oral foods is 10 mg HCN/
kg of body weight (Ojiambo et al., 2017; Ubwa et al., 2015; Umuhozariho et al., 2014).
However, ruminants are more vulnerable to HCN poisoning than non-ruminants (Ajayi &
Joseph, 2019). It has been demonstrated that an animal’s lethal dose of HCN is between 2
and 2.5 mg/kg. Moreover, if the HCN concentration is over 1000 ppm, it may cause death
among ruminants (Gensa, 2019).

In the last few decades, there has been much research on polyphenols, phenolics,
and flavonoids as alternative bioactive compound-based functional food supplements.
Phytochemicals benefit health by acting as preventatives and lowering the chance of non-
communicable diseases (NCDs), but they are unnecessary for survival. In animal husbandry,
polyphenol supplements are needed in feeds to promote immunity against foreign pathogens
by activating signaling pathways (Dragos et al., 2022).

Furthermore, polyphenols hold benefits such that they can induce epigenetic changes
in cells, regulate intestinal musical immune responses, allergic diseases, and antitumor
immunity. In the previous literature, cassava has been reported to have secondary
metabolites that may add value to animal feed. Thus, this paper aims to determine the level
of HCN concentration, protein concentration, and phytochemicals in two cassava varieties
at different maturity stages.

MATERIALS AND METHODS
Cassava Leaf Samples

One kg of cassava leaves from two varieties, i.e., White and Pulut, as shown in Table 1, was
collected from a local planter in Banting, Malaysia. The samples were collected on the same
day to obtain samples with the same ages at six MAP. To describe young and mature leaves,
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respectively, leaves were randomly selected
from the defined heights from the plants’
top (tender shoot apex) and bottom (woody
stem). The leaves were harvested, bagged in
plastic, and preserved in a polystyrene box
with ice during transportation because the
protein and cyanide content is thermolabile.
Therefore, the samples must be kept between
0 and 4°C. The samples were cleaned, and
12 g of each was randomly taken over the
homogenization process. Then, the sample
was ground using a kitchen blender. It was
packaged in zip-lock bags and kept at -80°C
for further analysis (Chaiareekitwat et al.,
2022).

Table 1
Variety of cassava leaf samples

Description
* The color of the
leaf is green
* The color of the
petiole is green
( * The shape of the
‘\ lobes is lanceolate

Variety Shapes
White

* The color of the
leaf is green

* The color of the
petiole is reddish-
green

* The shape of
lobes is linear

Pulut

HCN Analysis Based on Reduction of Picrate

The HCN analysis based on the reduction of picrate is the ability to reduce sodium picrate to a
red compound, as described by Makkar et al. (2007) (Figure 2). A flat-bottomed screw-capped
glass bottle was filled with a 20 mg sample and 1 mL of the 0.2 M phosphate buffer (pH 8).

A picrate paper attached to a plastic strip was
glued on the screw cap of the bottle above the
solution and immediately closed. The bottle
was shaken slowly to mix the sample with
the buffer. The bottle was incubated at room
temperature (30 & 2°C) for 16 hr. Later, the
picrate paper was taken out and submerged
for 30 minutes in 5 mL of distilled water. The
colorless filter paper was removed, and the
picrate solution was boiled for 5 minutes in
a water bath. The solution was centrifuged
at 4000 rpm for 5 min. The absorbance of
the colored solution was measured against
the reagent blank (0 ml of sample, 1 ml of
buffer, and 5 ml of picrate solution) at 510
nm. HCN content was expressed in ppm
using the calibration curve according to the
potassium cyanide (KCN) standard.

| Preparation of HCN Analysis |
I
20 mg cassava leaves + 1 mL 0.2 M
phosphate buffer (pH 8)

Glue picrate paper on the screw cap of the
bottle above the solution immediately closed
v

| Shake, incubation for 16 hours, RT
v
Take the picrate paper, immerse in 5 mL
distilled water for 30 min
Remove the paper, boil the picrate solution
for 5 min in a water bath

v

| Centrifuge for 5 min, 4000 rpm |

v

| Absorbance read at 510 nm |

Figure 2. Flowchart representing steps of HCN
determination (Makkar et al., 2007)
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Protein Analysis Based on Bradford Method

The Bradford method, which analyses the protein-dye complex of a sample, is based on the
absorbance shift seen in an acidic solution of the dye Coomassie® Brilliant Blue G-250.
The complexes remain dispersed in the solution for about an hour after the dye has a steady
affinity for protein and starts to aggregate after one hour (Bonjoch & Tamayo, 2001). The
protein concentration was measured using a Multiskan GO microplate spectrophotometer
(Thermo Scientific 1510) at 595 nm. The protein concentration in each cassava leaf was
determined by using the BSA (bovine serum

albumin) calibration curve as a standard. ; . .
Preparation of protein analysis

The samples were powdered using |

liquid nitrogen. In 1 mL of extraction 0.1 g of samples + 0.05 g PVPP + 1 ml

buffer containing 0.05 M tris base, 0.1% 0.05 M cold buffer extraction

ascorbic acid, 0.1% cysteine hydrochloride, |

1% polyethylene glycol, 0.15% citric Centrifugation at 12000 rpm at 4°C for 20
minutes

acid (monohydrate), and 0.008%
2-mercaptoethanol in distilled water. 0.05 g

Mix gently to avoid any formation of foam,

of'the antioxidant polyvinyl polypyrollidone incubation for 5 minutes
(PVPP) is added to each sample during |
homogenization. Homogenates are Take 0.1 ml of supernatant + 3 ml

Bradford reagent

Absorbance read at 595 nm

transferred to 2 ml Eppendorf tubes and

centrifuged for 20 minutes at 12000 rpm

at 4°C. The supernatant was collected for

protein determination using the Bradford Figure 3. Flowchart representing steps in protein

assay described in Figure 3. concentration

Phytochemical Analysis

Total phenolic and flavonoid content extraction was analyzed using procedures described
by Hosni et al. (2023) with minor modifications. Then, 0.5 g each of cassava roots and
leaves was ground using mortar and pestle. Each sample of cassava leaves was extracted
in 10 ml of distilled water in sealed bottles using an ultrasonic bath at 60°C for 2 hours.
Then, all extracts were separated from the residues by filtering through Whatman No.1
filter paper and stored at -20°C for further quantification.

The phytochemical analysis of TPC and TFC in cassava leaves was conducted using
Folin-Ciocalteu reagent and aluminum chloride assay (Samat et al., 2020), respectively,
as shown in Figure 4. The TPC was analyzed with slight modifications. Firstly, 200 puL of
samples were added to 5 mL of Folin-Ciocalteu reagent, allowing the mixture to react for
10 min at 25°C. Later, 4 mL of sodium carbonate was added to the solutions kept in the
dark for 20 minutes at room temperature. The absorbance was quantified using a Multiskan
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GO microplate spectrophotometer (Thermo Scientific 1510) at 750 nm. The TPC value
was stated as mg gallic acid equivalents per 100 g of fresh weight.

To determine the TFC, 1 mL of each extract was mixed with 4 mL of distilled water. Next,
0.3 mL of a sodium nitrite (NaNO,) solution (1:5, w/v) was added to the flasks and left at room
temperature for 6 min. Afterward, 0.3 mL of a 1:10 solution of aluminum chloride (AICl;)
was added, and the mixture was left at room temperature for 6 min. To the resulting solution,
2 mL of a 1 M sodium hydroxide solution was added, and the mixture was incubated for 10
minutes at 25°C. The absorbance of the mixture was measured at 510 nm using a Multiskan
GO microplate spectrophotometer (Thermo Scientific 1510). The TFC was calculated using
the calibration curve with the quercetin standard and expressed as mg QE/100 g fresh weight.

| Preparation of phytochemical analysis |

| TPC | | TFC |
| [

| 1 ml extracts + 4 ml distilled water |

[
| 0.3miof 5% NaNO, was added |

1 ml extract + 1 ml Folin-Ciocalteu

I
After 5 min, 10 ml 7% Na,CO; + 4 ml

distilled water |
| | After 5 min, 0.3 ml of 10% AICI, |

Allowed to stand at for 90 min in dark |
room | After 6 min, 1 M NaOH was added |
I [

Absorbance read at 750 nm | | Absorbance read at 510 nm |

Figure 4. Flowchart representing steps in TPC and TPC determination

Statistical Analysis

Two independent variables influenced by dependent variables were analyzed using
Minitab software (Version 19, State College, Pennsylvania, USA). A two-way analysis of
variance (ANOVA) at 95% (p < 0.05) confidence interval was carried out to test differences
between the means of more than two groups. Tukey’s multiple comparison tests identified
the significant difference between the means and the final value as the average+standard
deviation. The interaction between the one independent variable and the effect on the other
independent variable was examined.

RESULTS AND DISCUSSION

Table 2 demonstrates the amount of HCN, protein concentration, and phytochemical
contents in cassava leaf samples according to the KCN, BSA, gallic acid, and catechin

72 Pertanika J. Sci. & Technol. 32 (1): 67 - 77 (2024)



Varieties and Maturity of Cassava in Hydrocyanic Acid and Protein

standard curves, respectively. The cassava leaves of different maturity and variety had
different HCN and protein values. The findings indicated that the HCN varied significantly
(p <0.05) among different maturities from the White variety. The HCN value ranged from
5.72t0 8.67 mg/100 g. This finding is consistent with that of Jamil and Bujang (2016), who
found that the cyanide content in cassava leaves in Malaysia was 8.867—14.72 mg/100 g.
Cassava leaves from the White variety demonstrated the highest HCN, followed by the
young Pulut, mature Pulut, and young White. The significant differences could be due to
the different leaf positions representing leaf maturity. The youngest leaves are collected
from the shoot apex (top position), and the matured leaves are located at the bottom,
resulting in different amounts of HCN content. According to Ravindran (1992), the cyanide
concentration in cassava leaves was highest at the top position and declined towards the
lower position. Generally, young cassava leaves contain the highest level of HCN and will
decrease to 50—70% in mature leaves (Nambisan & Sundaresan, 1994).

Furthermore, the results showed that HCN content in all cassava leaves exceeded the
lethal dose intake of 1 mg HCN equivalent/100 g of the sample (Jamil & Bujang, 2016;
Latif & Miiller, 2015). Also, ruminants (based only on a studies on goats) may tolerate an
intake of 0.25 ppm of HCN (Gensa, 2019). Therefore, the leaves should be detoxified before
consumption because they are highly poisonous. The presence of HCN in all study leaves
confirmed earlier reports that all cassava cultivars contain a cyanogenic glucoside in wide
disparities according to varieties (CIAT, 1983). Hydrolysis of cyanogen glycosides at a
temperature above 25.6°C will release cyanide gas, which may cause dizziness, headache,
fatigue, and sometimes death (Latif & Miiller, 2015).

The final value was expressed as mean + standard deviation; n=3. Means with the
same letters (a, b) in the same column are not significantly different at p < 0.05 according
to the Tukey multiple range test.

Furthermore, the results showed that HCN content in all cassava leaves exceeded the
lethal dose intake of 1 mg HCN equivalent/100 g of the sample (Jamil & Bujang, 2016; Latif
& Miiller, 2015). Additionally, ruminants (based only on studies on goats) may tolerate an
intake of 0.25 ppm of HCN daily (Gensa, 2019). Therefore, the leaves should be detoxified
before consumption because they are highly poisonous. The presence of HCN in all study

Table 2
Cyanide, protein, phytochemicals concentrations of different varieties, and maturity of cassava leaves
Samples Maturity HCN Protein Total Phenolic compound Total Flavonoid compound
(mg/100 g)  (mg/100 g) (mg GAE/100 g) (mg CE/100 g)
White young  8.67+0.25*  1.914+0.69° 242.9432.7* 64.12+0.65°
mature  5.7240.47°  129.46+0.2° 305.2463.2° 76.81+3.532
Pulut young  7.27+0.47* 233.17+0.46* 302.4£61.6° 59.73+£2.73°
mature  7.41+0.41°  232.7491.1* 291.7+£51.8* 88.01+7.73%
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leaves confirmed earlier reports that all cassava cultivars contain a cyanogenic glucoside
in wide disparities according to varieties (CIAT, 1983).

The safe level of HCN from cassava leaves varies for animals depending on the
species and the animal’s age. The Food and Agriculture Organization (FAO) recommends
a maximum safe level of 50 mg HCN per kilogram of dry matter in the diet of ruminants
and 10-20 mg HCN per kilogram of dry weight in the diet of monogastric animals (Gensa,
2019). High levels of HCN in the ruminant diet can adversely affect their health and
performance.

Regarding polyphenols, not many differences were recorded for both varieties and
maturities. Although no significant variances were found between flavonoid varieties,
flavonoids were higher in mature leaves than in young cassava leaves. The current results
agreed with the previous study conducted by Nur et al. (2013) in cultivating cassava leaves
in Malaysia, where the value of TPC is five times higher than TFC—according to Fritz et al.
(2001) and Ghasemzadeh et al. (2014) stated that TPC and TFC increase their production
following the maturity of plant’s capability to devotes the resources. It explained why
flavonoids as secondary metabolites and primary metabolites were accumulated in mature
leaves rather than young leaves.

The results also revealed that the protein concentration demonstrated a significant
difference between young White cassava leaves and others, with values ranging from 129.46
t0233.17 mg/100 g. The highest protein content was exhibited by the young Pulut (233.17
mg/100g), and the lowest was from the young White (1.91 mg/100g) cassava leaves. The
protein concentration was significantly lower (p < 0.05) for young White cassava leaves
compared to the other samples. On a fresh basis, protein content was reported to be 4.0-
9.6%, while dry basis content had higher crude protein at 20.6-36.4% (Latif & Miiller,
2015). Therefore, to use cassava leaves as a protein source, the Pulut variety is more suitable
than the White variety. Two-way ANOVA was conducted to investigate two main effects
(variety and maturity) on cassava leaves’ HCN and protein content (Tables 3 and 4). The
two-way interaction showed that the leaf maturity and interaction (variety X maturity)
statistically significantly affected the HCN content.

Table 3

Two-way ANOVA test of the effect of variety and maturity of cassava leaf on HCN concentration
Source of variation df Sum of squares  Mean square F-value p-value
Variety 1 0.04 0.04 0.10 0.77
Maturity 1 3.93 3.93 8.96 0.04
Variety x Maturity 1 4.75 4.74 10.81 0.03
Error 4 1.76 0.44

Note. R squared = 83.24% (adjusted R squared = 70.67%)
df — degree of freedom; dependent variable -HCN concentration
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Table 4
The two-way ANOVA test of the effect of variety and maturity of cassava leaf on protein concentration
Source df Sum of squares  Mean square F-value p-value
Variety 1 55941 55941 26.97 0.01
Maturity 1 8073 8073 3.89 0.12
Variety X Maturity 1 8197 8197 3.95 0.12
Error 4 8296 2074

Note. R squared = 89.70% (adjusted R squared = 81.97%)
df — degree of freedom; dependent variable —protein concentration

CONCLUSION

This study has shown that cassava leaves are rich in protein. However, it also contained
HCN, which is harmful to humans and animals and was above the safe level recommended
by WHO/FAO. There is a variation of protein and HCN content found in different varieties
and maturity of the cassava leaves. The highest protein content was found in young Pulut
leaves; therefore, it was selected as a potential ingredient in ruminant feed. The influence
of maturity significantly affects the HCN content of cassava leaves. These results could
be preliminary data on nutrient sources related to cassava leaves that can be used as a
reference for future research.
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ABSTRACT

Movie reviews provide a medium of communication for the movie fans community. Movie
reviews not only help viewers and potential viewers to obtain a general opinion about a movie
but also allow the fans to construct an opinion of the movie. In this work, an analysis of over
60,000 movie reviews has been implemented to find meaningful text representation via text
embedding. We improved the text embedding by proposing an attention-based Bidirectional
Long-Short Term Memory (Bi-LSTM) network by using over 60,000 movie review text data
as the training set and over 20,000 movie review text data as the testing set. Based on the
data features, we performed a probabilistic analysis of the information related to words and
phrases, combined the analysis results with text embedding, spatialized the text embedding,
and compared the performance of the proposed attention-based spatialized word embedding
Bi-LSTM model with several traditional machine learning models. The attention-based
spatialized word embedding Bi-LSTM model proposed in this paper achieves an F1 score of
0.91 on the movie review sentiment classification dataset, with a prediction accuracy of 91%,
outperforming the results of the current state-of-the-art research. The model can effectively
identify the sentimental tendencies of movie reviews and use the analyzed sentimental
tendencies to guide consumers in their consumption and obtain feedback on movie content.

Keywords: Attention-based deep neural network, data mining, deep learning, natural language processing,
sentiment analysis
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piece of data on the social services platform, directly reflecting the audience’s evaluation
of the movie’s plot, scenes, director, actors, shooting techniques, script, setting, colors,
and sound effects (Zhen et al., 2018). Sentiment analysis of movie reviews in different
periods has different reference and application values. Through analyzing the movie
reviews, audiences who want to watch the movie can quickly obtain public opinion about
amovie. From the review, film investors may also adjust their marketing strategies in time
to maximize their investment return. Therefore, film review analysis has become one of a
popular tool of sentiment analysis research in recent years (Wang et al., 2020).

Sentiment analysis is an important research direction in natural language processing
(NLP)(Abdullah & Rusli, 2021; Fernandes & Mannepalli, 2021a). Manual analysis is
unrealistic because of the massive amount of movie review data. It is necessary to use
technical tools such as machine learning to perform sentiment analysis of movie reviews
(Nayak et al., 2018). As one of the current popular recurrent neural networks (RNN),
LSTM can mitigate the gradient disappearance and gradient explosion problems of RNN
through the gating mechanism (Cheng et al., 2020; Munshi et al., 2022), so it is often used
for the task of text analysis. Sentiment analysis models of LSTM tend to better capture
long-term memory dependencies in textual data sequences. Meanwhile, adding an attention
mechanism to LSTM networks can reduce the dimensionality of the data, reducing the
computational effort of the data and giving the model the ability to capture more important
inter-word information (Fernandes & Mannepalli, 2021b; Lai et al., 2015).

This paper proposes an attention-based approach to spatialize word embedding in a
bidirectional LSTM model based on the above overview. Spatialization sees words as points
in space and word-to-word connections as a vector. Commonly used word combinations
are close, and less common word combinations are farther apart. The same vector distance
is the same part of the sentence with the same combination of words. It is used to increase
the efficiency and accuracy of the model. The bidirectional attentional structure can
effectively capture the connections between sentences in context. The attention mechanism
is used to capture the relationships between sentences. It allows sentiment analysis tasks
to be performed without losing information. Based on Gu et al. (2021), the relevant data
are calculated to build a matrix and combined with word embeddings to form spatially
structured word embeddings. It allows for a richer input characterization and, to a certain
extent, improves information extraction and avoids information loss. Then, add spatialized
word embeddings in both directions of the Bi-LSTM and use the Bi-LSTM to encode and
decode the text information so that sentence features and information at different locations
can be concatenated. In the final part of the model, important movie review text features
are re-extracted and weighted using the attention mechanism, thus reducing the difficulty
of processing the data and improving the accuracy of the output results. The final result is
to improve the performance of the text sentiment classification tasks.
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This paper presents an experimental study of attention-based spatialized word
embedding using a bidirectional LSTM model for sentiment analysis to understand the
applicability and advantages of the method over baseline machine learning methods by
evaluating accuracy, precision, recall, and F1 score.

RELATED WORK

Opinions mined from user-generated content are invaluable assets (Liu, 2012). Since
Nasukawa and Yi (2003) introduced the concept of sentiment analysis at the beginning
of the 21* century, it has become of increasing interest (Liu, 2012). In this context, social
text analytics are considered the original application of big data analytics today, as they
can derive underlying opinions and sentiments from the vast amount of user-generated
data shared online. Traditional sentiment analysis methods are divided into lexicon-
based and machine-learning-based approaches. Machine learning methods for sentiment
analysis are considered superior to lexicon-based methods because they are unsupervised
techniques that rely on external resources to associate polarity scores with each feature
used for opinion mining (Behera et al., 2021). Several studies on text classification as
well as clustering proposed various methods that aim to enhance the performance of text
classification and clustering using ensemble learning methods, clustering, and optimization
algorithms (Onan, 2018a; Onan, 2018b; Onan, 2019a; Onan, Korukoglu et al., 2017). Onan,
Bulut et al. (2017), and Onan and Korukoglu (2017) also evaluated the proposed methods
on benchmark datasets and compared their performance with traditional methods. The
experimental results showed that the proposed methods outperformed traditional methods
in most cases. However, some proposed methods may require more computing resources
or manual tuning. Overall, the studies suggest that using machine learning methods such as
integrated learning, clustering, and optimization algorithms can improve the performance
of text classification and clustering.

Deep learning-based approaches to emotional text analysis are considered superior
to traditional sentiment analysis methods, as deep learning can extract features with
very high accuracy (Li et al., 2019; Lim et al., 2021). In previous research on sentiment
analysis, the most commonly used deep learning models are RNN and LSTM (Hochreiter &
Schmidhuber, 1997). Word embeddings have been widely used for text-based representation
and understanding since the late 1990s, while LSTM only started to flourish in 2013 when
data science was developing (Jain et al., 2021). Onan (2019b) discusses the challenge of
detecting irony in sentiment analysis and proposes a deep learning approach that combines
word embedding techniques and feature sets. The LDA2vec algorithm outperforms
other word embedding techniques, and combining word embedding-based features with
traditional feature sets yields good results. In another paper, Onan (2019c) presents a method
for topic extraction in scientific literature using word embedding models. The method
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improves the performance of clustering algorithms, but the study may be limited to certain
subject areas. In 2020, Onan proposed a text mining approach for sentiment analysis on
instructor evaluation reviews, which achieved a high classification accuracy using deep
learning methods with the GloVe word embedding scheme. However, the limitations of
this approach are not discussed (Onan, 2020).

Despite their inconsistent emergence, LSTM and word embeddings are now well used
in text-based analysis, such as sentiment analysis and opinion mining (AlKhwiter & Al-
Twairesh, 2021). In 2012, Socher et al. began an approach to using semantic data to improve
the performance of sentiment analysis. However, traditional approaches do not take into
account the semantic associations between sentences or document content. In 2015, Chen
proposed the Text-CNN model, which achieved good results in sentiment analysis, and was
one of the first researchers to apply CNN to sentiment analysis. Later, researchers found that
deep learning-related models worked well for emotional text sequence problems (Jianqiang
et al., 2018) and began to apply deep learning on a gradually larger scale in NLP (Kumar
etal.,2021). In 2019, Rani and Kumar proposed a deep learning approach based on CNN.

This CNN-based deep learning model can effectively perform sentiment analysis on
Hindi movie reviews. The CNN-based deep learning approach uses a hand-labeled dataset
by three native Hindi experts, and the model achieves classification accuracy of up to
95%. In the same year, Shrivastava et al. (2019) proposed a method combining CNN and
Attention to perform sentiment analysis on textual datasets, yielding good results. The
research shows that CNN-based deep learning sentiment analysis models have the potential
to perform better than machine learning solutions. On novel symbolic and picture emojis,
Solanki et al. (2019) propose an opinion-mining method based on sentiment markers to
identify positive, negative, and neutral opinions on sentiment topics.

Although this is a traditional method, it can be useful for the sentiment analysis of new
emoticons. In 2021, Sarzynska et al. proposed a new ELMo model based on the LSTM
structure, and the results were better than the original LSTM model. Onan (2021a) proposed
methods for sentiment analysis on MOOC comments using machine learning, ensemble
learning, and deep learning techniques. Their research showed that ensemble learning
methods outperformed supervised learning methods and that deep learning architectures,
particularly the LSTM network, achieved the highest predictive performance. Onan (2021b)
also proposed a deep learning architecture for sentiment analysis that combined TF-IDF
weighted glove word embedding with a CNN-LSTM architecture. Onan and Tocoglu
(2021) developed a deep learning framework for identifying sarcasm in social media
using term weighting and LSTM network structure, which outperformed traditional deep
neural networks. These studies demonstrate the effectiveness of deep learning techniques
and the importance of selecting appropriate text representation schemes and classification
algorithms for sentiment analysis in different contexts.
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However, further research is needed to explore the potential of other methods and address
the limitations of current approaches, such as model ambiguity and fuzzy interference. Tan
et al. (2022) built on this method by applying sliding windows to low-resource languages
with very good results. Onan (2022) proposed a deep-learning framework for detecting
sarcasm in text. The framework includes a three-layer bidirectional LSTM network with a
weighted trigram model and a weighted word embedding model. The proposed approach
outperformed traditional deep neural network architectures in prediction performance and
word embedding. However, efficiency issues when processing large-scale data may be a
limitation. Some of the work related to sentiment text analysis is summarized in Table 1.

Our work compares and improves the above research results and proposes an attention-
based approach to spatializing word embedding in a Bi-LSTM model. The spatialized input
provides more effective information to the model, such as the distance of the same word
vectors in a sentence, but increases the model’s running time and computational space.
Based on the model’s accuracy, we use the attention mechanism to assign weights to the
individual features within the model, thus reducing the computational burden of processing
high-dimensional input data, reducing the dimensionality of the data, and producing high-
quality results. The addition of the attention mechanism increases the complexity of the
model but reduces the computational effort and increases the accuracy of the model, so
we believe that the complexity of the model is worth the sacrifice. This paper focuses on
improving the accuracy of deep learning for sentiment analysis of movie reviews using
Bi-LSTM models with spatialized inputs and attention mechanisms.

METHODOLOGY
Data Description and Pre-processing

The primary valid data used in this model was obtained from IMDB. The IMDB dataset
was originally used by Pang et al. (2002), and then IMDB was widely used and extended
as a benchmark sentiment dataset. This dataset was extracted from a large dataset of
movie reviews used by the Computer Science Department of Stanford University. The
IMDB dataset is a collection of 50,000 sentiment texts labeled with positive and negative
polarity reviews. All these English movie review texts are balanced and contain only two
sentiment categories (i.e., positive and negative sentiment). The dataset consists of a training
set, a test set, and a set of unlabeled data. The total training set has 41758 data, of which
20,652 are positive and 21,106 are negative. The test set is 25,000, with 12,500 positive
and 12,500 negative data. Based on the IMDB data, Easy Data Augmentation (EDA) was
performed on the data related to the IMDB training set using a cloud server in this paper
(Wei & Zou, 2019). We back-translated the sentiment text data from the training set while
the test set was left unchanged, thus ensuring the fairness of the evaluation. The use of
EDA techniques can effectively increase the amount of data for training and improve the
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generalization ability of the model, increase the noise data to improve the robustness of the
model, and, to some extent, address the problem of insufficient data. The following multiple
operations on the review texts are required to facilitate the construction of a lexicon based
on a corpus of movie reviews:

(1) Noise data removal: Remove useless symbols such as “,” “@””,” “#” //”” “</br>"
from the text, which are useless for building sentiment dictionaries.

(2) Unification of text: Unified uppercase and lowercase, unified text length. Uniform
capitalization will help feature extraction during word embedding. The unified case
is because the length of text characters needs to be the same during the LSTM
model training process. In this case, for texts less than the maximum characters,
this paper uses ‘PAD’ characters for padding to ensure that the maximum length
of the text is consistent.

(3) Tokenization: The text is broken down into tokens, symbols, words, or unique
elements with clear meaning to reduce the burden on the model.

Word Embedding and Spatialization

This step first performs tokenization on the paragraphs that need to be analyzed. Usually,
there are two ways of word segmentation: First, sentences can be dissected into individual
words and expressions, allowing for a more granular analysis of language. Second, an
alternative approach involves treating the entire sentence as a single entity, which can be
particularly useful in certain contexts. In this step, we combine the above two methods,
use regular expressions to segment words and retain certain special emotional symbols.
Moreover, we use the N-gram algorithm to optimize word segmentation. The N-Gram
formula is as stated in Equation 1:

p(Q)=p(w1ww3zwy---wy,)=p(w1) (1)

p(Q) is the probability of sentence Q appearing in the corpus, n is the length of sentence
Q, and Wi(1 < i <n) is a word transformed by word segmentation in sentence Q.
According to the chain rule and conditional probability formula, the probability of p(Q) is
equal to the probability multiplication of each word w;(1 < i < n) in Q, and the formula
is as stated in Equation 2:

p(Q) =pwi)
= p(w)pwz|w)pwWs|wowy) - p(wy, [wy g - wowy) 2)

When training an N-gram model, we also need to know the parameter estimation
conditional probability of the model. Suppose f(wi_1) is the number of times the word
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w;_1 appears in the corpus. In that case, f (w;_1, w;) is the number of times the two-tuple
(Wj_1,w;) appears in the training corpus, and p(w;|w;_1) does the model require the
estimated conditional probability, then the formula is as stated in Equation 3:

p(Wi_1,w;) _ fwi_1,wy)
p(w;) - fwy)

This research uses word embedding because if one-hot encoding is adopted, the
dimensionality will be too high, and the amount of calculation will increase. Unlike one-hot
encoding, word embedding uses a floating-point dense matrix to represent word segmentation.
Based on the size of the dictionary, vectors are used to represent the words’ dimensions. A
vector represents words and sentences. Before that, we will use numbers to represent word
segmentation and vectors to represent numbers: word segmentation — number — vector. The
vectors consisting of words, sentences, and the information between them (e.g., word-to-word,
sentence-to-sentence, word-to-sentence similarity, and distance) then spatialize the word
embeddings to improve the model’s accuracy. This paper uses a dictionary to save each word
and the corresponding number in the text and implements a method to map the sentence into
a list containing numbers through the dictionary. After completing this serialization, we also
need to record the number of times and filter the words. For the problem of different sentence
lengths, each batch of sentences cannot be constructed with the same length. For those not in
the dictionary during training, This article also uses special characters to replace the words.

3)

p(wilw;_q) =

Model Structure

In this paper, we first extract the text for sentence feature information, then perform word
embedding and combine the results with the extracted sentence information features as the
input to the neural network. Features contain information about spatialized features, i.e.,
the distance between the same words in a sentence. LSTM is mainly designed to extract
high-level features from the text, and Bi-LSTM can get a deeper temporal relationship,
enhancing the accuracy of high-level feature extraction. After completing the forward
LSTM and reverse LSTM, the results are concatenated, and the results are then handed
over to the Attention mechanism for processing. This layer of Attention processing gets
the global information after the Bi-LSTM processing and performs weighting based on
the relevant feature information. The Attention mechanism here will also get the fault
information related to the model, which will also greatly improve the accuracy of the
prediction. After completing these parts, it will be handed over to the fully connected
layer for softmax processing and classification, with the final output being the sentiment
classification of the movie text. The model structure is shown in Figure 1.

The process described above is a process of encoding. After the encoding has been
completed, attention and decoder work simultaneously. The model needs to calculate the
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correlation, with the input Bi-LSTM result [; and the un-updated state Y. The first step is
to transform linearly using the two-parameter matrices Wy and W, to get the two vectors
k;and qq. The third step is to do a softmax transform on these values. The correlation is
expressed as a, a is also the weight for the attention mechanism, and each a corresponds
to a state I;. We need a weighted average of the states in a and get the content vector C.

Each C has a corresponding decoding state, Y. The content vector C; formula is as stated
in Equation 4:

Ci :a1l1+a2l2+"'+aili (4)
The new state Y; is a concat of the old state S;_1, the new input function X with the

content vector C;, and then multiplied by the weight matrix plus the bias b. The formula
is as stated in Equation 5:

X
Y, = tanh| S; - |Yi—1 )
G

emotions emotions

| Positive | Negative|

| Feature extraction and classification ‘

Atterlltisqrnlvllayer | Attention layer ‘

Concat Concat
Bidirectional
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Figure 1. Model structure
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Model Training and Analysis

This paper uses torch.nn from the Pytorch library to build a Bi-LSTM model. When building
the model, we need to input the necessary parameters. Table 2 shows the parameter settings
for the model in this paper and the comparison model.

Table 2
Model parameters
- Spatialized word Spatialized word
Parameters Sp TI;:‘lileZ::iiir‘;mrd er[:lbedding + Bi- l:tmbedding +
g LSTM Bi-LSTM + attention

Number of layers 2-Dense 1-Bi-LSTM, 1-Dense 1-Bi-LSTM, 1-Dense
Dimension of hidden state vector - 200, 128 200, 128
Number of neurons (Dense) 256,2 2 2
Activation ReLU, Softmax Softmax Softmax
Learning rate 0.001 0.001 0.001
Optimizer Adam Adam Adam
Dropout 0.1 0.05 0.05
Sentence Max 200 200 200
Batch size 8 128 128
Epochs 30 30 30

RESULTS AND COMPARISON

This section discusses the results of different models of traditional machine learning and
deep learning for sentiment analysis attention-based spatialized word embedding LSTM.
The attention-based spatialized word embedding Bi-LSTM model was constructed based
on the Pytorch deep learning framework, using a Bi-LSTM +Attention deep learning
network structure. In the case of deep learning using the attention-based spatialized word
embedding Bi-LSTM model, the total sentiment text dataset collected was 91,758, split into
a training and test set in a 3:2 ratio. In this section, we perform comparative experiments
on our model and provide a detailed comparative analysis of the model’s results after
spatialized word embedding.

Results

The performance of the proposed model was evaluated using the evaluation metrics of
Accuracy, Precision, Recall, F1-score, and AUC.

As shown in Table 3, Spatialized word embedding methods have significant advantages
over regular word embedding methods for sentiment analysis tasks, provided that the dataset
remains unchanged. As shown in Table 4, among the models using only word embedding,
the models using the spatialized word embedding method had a 10.12% higher prediction
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rate and an 11.9% higher F1 score than those using the regular word embedding method.
The attention-based Bi-LSTM model with spatialized word embedding had a 5.34% higher
prediction rate and a 6.27% higher F1 score than the attention-based Bi-LSTM model with
regular word embedding. The model of the spatialized word embedding method is able to
capture more word and semantic information before the word is embedded, and the model
can encode better based on these features.

It is one of the important reasons why the spatialized word embedding approach models
work better. The Attention mechanism helps the model to reduce the computational burden
of processing high-dimensional input data by structurally selecting a subset of the inputs,
reducing the dimensionality of the data, and allowing the model to focus more on finding
useful information in the input data that is significantly relevant to the current output,
thus improving the quality of the output. As shown in Table 5, the performance of the Bi-
LSTM model with the Attention mechanism was higher than that of the Bi-LSTM model
without the Attention mechanism. The F1-score of the model can be improved by 7.02%
after using the Attention mechanism.

Precision represents the degree of prediction precision in the sample results. Figure 2
compares the precision and recall of different models for positive and negative categories
after spatialized word embedding: (a) the precision of the positive category and (b)
the precision of the negative category; (c) the recall of the positive category and (d)
the recall of the negative category. The combination of spatialized word embeddings,
attention mechanisms, and a Bi-LSTM model has significant results for the sentiment text

Table 3
Comparison of spatialized word embedding
Method Precision AUC Recall F1
Word embedding 64.63% 70.43% 62.31% 62.56%
Word embedding (spatialized) 74.75% 82.96% 74.29% 74.46%
Table 4
Comparison of the attention-based Bi-LSTM model with spatialized word embedding
Method Precision AUC Recall F1
Word embedding + Bi-LSTM + attention 85.26% 88.74% 84.15% 84.23%

Word embedding (spatialized) + Bi-LSTM + attention 90.60% 95.69% 90.41% 90.50%

Table 5
Model comparison with an attention mechanism
Method Precision AUC Recall F1
Word embedding (spatialized) + Bi-LSTM 84.14% 90.78% 83.65% 83.48%

Word embedding (spatialized) + Bi-LSTM -attention 90.60% 95.69% 90.41% 90.50%
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classification task (Figure 2). The stability of the model and the recognition of positive and
negative categories are significantly improved. It is demonstrated that the combination of
spatialized word embeddings and Bi-LSTM can better capture sequence information, and
the classification precision is higher with the addition of the Attention mechanism.
Figures 3 and 4 show images of the loss and accuracy processes for the three model
runs after spatialization. In Figure 3, the X-axis is the epoch of the model’s run, and the
Y-axis is the loss of the model. In Figure 4, the X-axis is also the epoch of the models
run, and the Y-axis is the accuracy of the models. The loss of the three models decreases
and gradually stabilizes as the number of training steps increases in Figure 3. In Figure 4,
it can be seen from the learning curve that the models are learning from the data. As the
epoch of training rounds increases, the accuracy of the models increases and stabilizes as
it reaches its peak. The comparison of the different models in Figures 3 and 4 shows that
the attention-based spatialized word embedding Bi-LSTM model is more stable has a faster
training process, and is more accurate than the other models. The comparison of the different
models in Figures 3 and 4 shows that the attention-based spatialized word embedding Bi-
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Figure 2. Precision: (a) positive category, (b) negative category; and recall: (c) positive category, (d) negative
category
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LSTM model is more stable has a faster training process, and is more accurate than the
other models. It also proved that there is a gap between the traditional word embedding
and deep learning models and that our Bi-LSTM model with the Attention mechanism has
better results than the traditional Bi-LSTM model.

10 —Train
— Test
0.8
=06 W’W
o
3
804
<
0.2 0.2
0.0 0.0 ; : ; ; . i
) 5 10 15 20 25 30 35 0 5 10 15 20 25 30 35
Epoch Epoch
(a) (a)
1.0 = 1.0
— Train
08! — Test 0.8
1 >
9 10.6 § 0.6
O 3
=04 304
<
0.2 1 0.2 de
— Train
— Test
0.0 : . 0.0 : - . . i .
0 5 10 15 20 25 30 35 0 5 10 15 20 25 30 35
Epoch Epoch
(b) (b)
—Train
08 — Test 0.8
§ 0.6 gO_G
3
—04 804
<<
0.2 0.2 — Train
— Test
0.0 ‘ . ; 0.0 : . : . ;
0 5 10 15 20 25 30 35 0 5 10 15 20 25 30 35
Epoch Epoch
(© (©)

Figure 3. Loss of models: (a) word embedding  Figure 4. Accuracy of models: (a) word embedding
(spatialized); (b) word embedding (spatialized) + (spatialized); (b) word embedding (spatialized) +
Bi-LSTM; and (¢) word embedding (spatialized) + Bi-LSTM; and (c) word embedding (spatialized) +
Bi-LSTM + attention Bi-LSTM + attention
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Comparison of Related Models

In this subsection, we evaluate the performance of our attention-based spatialized word
embedding Bi-LSTM model on the same test set using the work in Table 6. Traditionally,
feature extraction methods were the most commonly used in the early period of targeting
sentiment analysis tasks. The first three models in Table 6 mainly use traditional feature
extraction methods (Yang et al., 2016), all of which have achieved good effectiveness on
sentiment analysis tasks, in particular the emotions and word embeddings method proposed
by Giatsoglou et al. (2017), which achieved a precision of 87.8%, which is a very good
result. The spatialized word embedding method in this paper also achieved a precision of
only 74.75% in a stand-alone test, but the combination of traditional feature extraction
methods with deep learning in this paper achieved a precision of 90.60%. We might
achieve better results if we learn from Giatsoglou et al. (2017) and add the recognition of
sentiment word categories to the spatialized word embeddings. It is one of the next steps
in our future work.

In the last three years, the methods used for sentiment analysis have mainly been neural
networks or deep learning. Chiny et al. (2021) achieved 82.9% precision, 82.7% recall, and
83.5% F1-score using LSTM on the same test set as our paper, but were respectively 7.7%,
7.7%, and 7% lower than the model proposed in our paper. We believe that the main difference
between the two models is that the LSTM is unable to obtain more complete features before
the input and cannot perform importance analysis on the features after the output, which is one
of the areas where we differ from most models. Based on previous work, Leng et al. (2021)
and Gupta et al. (2021) added an Attention mechanism to the LSTM, which improved the
precision of the model by about 5% compared to the ordinary LSTM model. A unidirectional
LSTM has the limitation that it only retains information from the past and not from the future
or the next state to understand the context of the sentence better.

In our paper, the Bi-LSTM model captures information from both current and
previous inputs and avoids information loss, thus enabling effective prediction by retaining
contextual information (current and previous) over a long period. Briskilal and Subalalitha
(2022) used the BERT model to solve the sentiment analysis task with very good results,
and it improved the precision value of the movie sentiment classification task to over
90%. To a certain extent, the Attention mechanism in this paper is similar to the Attention
mechanism of BERT. Anisotropy in the vectors in which BERT encodes sentences can
lead to the semantics of even a high-frequency word and a low-frequency word being
equivalent. This paper uses a method of spatialized word embeddings that reduces this by
altering the vector somewhat before input. Compared to the BERT model, the precision
of the proposed model in this paper is improved by 0.2%.

Through comparative experiments, the model proposed in this paper is the best compared
to other classical models on the same test set of IMDB. This paper applies the Bi-LSTM
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and attention mechanism methods to the automatic codec model. It allows the automatic
codec to have bi-directional computational capabilities. In addition, using spatialized word
embedding, the text information can be well reconstructed using this traditional method to
improve the capture of text features. It is also shown from the comparative tests that the
deep learning methods are, to some extent, superior to the traditional methods and that the
models with attention mechanisms outperform those without.

Table 6
Comparison of related models
Authors Method Precision Recall F1
Yang et al. (2016) Hierarchical attention networks - - 49.4%
Giatsoglou et al. (2017)  Emotions and word embeddings 87.8% - -
Kumar et al. (2019) Hybrid feature extraction 78.3% - 78.0%
Chiny et al. (2021) LSTM 82.9% 82.7% 83.5%
Leng et al. (2021) HRNaEMSA 87.5% 87.4% 87.4%
Gupta et al. (2021) Senti ALSTM 87.4% - -
Briskilal et al. (2022) BERT 90.4% - 89.0%
Our proposed model Word embedding (spatialized) + Bi- 90.6% 90.4% 90.5%
LSTM + attention
CONCLUSION

In this paper, we propose an approach based on attention spatialized word embedding
Bi-LSTM model to improve the accuracy of movie review sentiment analysis effectively
and enrich the movie review training dataset using Easy Data Augmentation Techniques.

Firstly, Bi-LSTM can effectively capture the connections between sentences in the
context. Secondly, spatialized word embeddings provide the model with more usable text
data features while retaining the basic textual information features. Finally, the attention
mechanism weighs the processed data to perform sentiment analysis tasks faster and better
without losing information. We experimented with classifiers from a variety of traditional
and deep-learning methods. They were tested on the same IMDB test set, and our results
were compared with previous work. The experimental results show that classifiers from
the attention-based spatialized word embedding Bi-LSTM model approach outperformed
those from other approaches, achieving the best results in terms of precision (90.6%), recall
(90.4%), and F1-score (90.5%).

In the future, we will extend the model to more scenarios of sentiment text analysis. In
addition, we will also combine the features learned from unstructured data, such as sound
and video, using multimodal joint representation to do sentiment text information retrieval
and apply sentiment text information retrieval to sentiment text classification tasks, which
is one of our important future works.
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ABSTRACT

This research analyses Pure-pursuit algorithm parameters for nonholonomic mobile robot
navigation in unstructured and constrained space. The simulation-based experiment is
limited to the mobile robot arrangement. The Look Ahead Distance parameter is adjusted
so the mobile robot can navigate the predefined map closely following the waypoints.
The optimal Look Ahead Distance value is combined with the VFH+ algorithm for
obstacle avoidance. The method is enhanced by adding the A weight so the robot returns
to its waypoints after avoiding an obstacle. The investigation reveals that A influences
the mobile robot’s capacity to return to its predetermined waypoints after avoiding an
obstacle. Based on the simulation experiment, the optimal LAD value is 0.2 m, and the
optimal A value is 0.8.
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planner. Based on the generated path information, the mobile robot will send signals to
the microcontroller to move the robot.

Path-following is defined as a vehicle following a globally determined geometric path
using steering motions to direct it along that path (Snider, 2009). Several path-following
methods for ground vehicles have been adapted to mobile robots. However, a simpler yet
effective mobile robot path-following method would be the geometric path-following
method. One of the most used path-following methods would be the pure pursuit algorithm
(Pure-pursuit).

The Pure-pursuit was initially used for missiles to pursue its target (hence the name).
The method was then translated to the application for a ground vehicle by Coulter (1992),
and in recent years the application expanded to nonholonomic mobile robot and autonomous
vehicle applications (Ahn et al., 2021; Girbés et al., 2011; Huang et al., 2020; Li et al.,
2019; Qinpeng et al., 2019; Shan et al., 2015; Wang et al., 2019; Wang et al., 2017; Yang
et al., 2022). Since then, several improvements and modifications of Pure-Pursuit have
been undertaken based on specific configurations of their respective mobile robot or
autonomous vehicles. Research by Girbés et al. (2011) proposed a multi-level control
scheme by considering different dynamics with different sampling frequencies, Shan et al.
(2015) replaced circles on traditional Pure-Pursuit with clothoid C curve to reduce fitting
error and Wang et al. (2017) who calibrated the heading and steering angle of the vehicle
and reduced lateral error when the vehicle was following an ideal path with an improved
accuracy by 54.54%.

Both research by Chen et al. (2018) and Li et al. (2019) proposed to include a PI
(Proportional Integral) controller to address tracking errors in extreme drive conditions.
Chen et al. (2018) also paired the algorithm with a low-pass filter to smooth the final output
steering angle. Meanwhile, Li etal. (2019)used PID (Proportional Integral Derivative) to
facilitate steering angle calculation when using the Pure-Pursuit approach.

Research by Wang et al. (2019) proposed a dual-stage fuzzy logic controller to adjust
the mobile robot speed and Look-ahead distance in Pure-Pursuit to ensure the robustness
and stability of the system. On top of that, Ahn et al. (2021) proposed a method of selection
of Pure-Pursuit Look-ahead point heuristically based on the relationship between the
vehicle and the path. Finally, Yang et al. (2022) proposed an algorithm that deduced the
Look-ahead behaviour and scanned the area for the ideal goal point based on the evaluation
function. The research objective is to minimise lateral and heading errors to achieve adaptive
optimisation of the target location.

Paper Objective

This paper aims to determine the optimal value of parameters affecting the trajectory of a
differential drive mobile robot (later referred to as a mobile robot) in an unstructured and
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confined space. The first parameter to be tuned is the Look-Ahead distance from Pure-
Pursuit. The best value is then tested on the pure pursuit controller and integrated with an
obstacle avoidance algorithm, Vector Field Histogram (VFH+).

The second parameter, A, is introduced to ensure the mobile robot converges into the
designated waypoints immediately after avoiding an obstacle. The integration of these
two parameters is further tuned, and the best parameter is deduced. The tuning of the
parameters is done in simulation and is limited to the mobile robot configuration and
inside a pre-set map.

MOBILE ROBOT NAVIGATION
Pure-pursuit Algorithm

Pure-pursuit is a vehicle tracking algorithm that measures the curvature that drives a vehicle
from its current location to a target position. The pure pursuit algorithm geometrically
evaluates the curvature that will move the mobile robot to a target point. Figure 1 shows
the geometry diagram of a Pure-pursuit adapted from Coulter (1992).

From Figure 1, by assuming the current location of the mobile robot in the global
coordinate system is in origin (X,opos Vrobot) = (0,0), let [ be the Look-ahead Distance and
(I, 1) be the current Look-ahead point, whereby [ is the hypotenuse of the right-angled
triangle (Equation 1). The relationship between the radius of the arc r that joins the current
location of the mobile robot (X;-opot, Vrobor) With the Look-Ahead Distance point was
explained in Equation 2, whereby d is represented by Equation 3.

»
>

Path
R waypoint

(xrobot’ Y robot)

Figure 1. Geometry diagram of Pure-pursuit
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2412 =1 [1]
d? + 12 =r? (2]
L+d=r (3]

By substituting d from Equation 3 to Equation 2, we can obtain arc radius r (Equations
4,5 and 6):

(r—1)%+ 132, =r? [4]
r2—2rl, + 12+ l§ =r? [5]
r=12/2l, [6]

The r value determines the actual arc radius the vehicle will follow. The curvature of
1
that radius is its reciprocal value (;)

Figure 2 shows the Pure-Pursuit. Firstly, the waypoints of the mobile robot are
established. The mobile robot will localise itself inside a global map. During every loop,
the algorithm iterates to find the current position of the mobile robot, a new look-ahead
point, and, consequently, the current arc radius. The algorithm will transform the goal point
(L, 1) to the mobile robot coordinate and consequently calculate the steering angle for the
mobile robot to steer back into its path.

Data: Waypoints
Result: Robot Trajectory
Initialization;
while distanceToGoal>goalRadius do
find current robot position (X, Vrobor);
find path point closest to robot position;
find lookhead point (I, 1,);
transform goal point into robot coordinates;
calculate the nagular velocity (w) to steer back into path;
update new robot position;
update distanceToGoal;
if distanceToGoal <goalRadius then
end search;

else

| go back to the beginning of loop;
end

end

Figure 2. Pure-pursuit algorithm
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Look Ahead Distance

There are two major goals when the mobile robot tracks the path: regaining the mobile
robot’s position to the designated path and maintaining its position in the path. In the pure
pursuit algorithm, one crucial parameter needs to be tuned: Look-ahead Distance (LAD).
This parameter affects how far the mobile robot perceives the sets of waypoints. A small
LAD is used for the mobile robot to follow the path of the waypoints closely. However,
when the LAD is too small, the robot will overshoot the path and oscillate along the desired
path. A larger LAD can be chosen for the mobile robot to converge to produce a smoother
path gradually, but the robot might have difficulty manoeuvring into a small area due to
larger curvatures near the corners.

Vector Field Histogram (VFH+)

Vector Field Histogram (VFH) is an algorithm that calculates a mobile robot’s obstacle-free
steering direction (Bolbhat et al., 2020; Diaz & Marin, 2020; Dong et al., 2021; Pappas et
al., 2020; Ulrich & Borenstein, 1998; Ulrich & Borenstein, 2000). To identify the location
and proximity of obstacles, range sensor readings are used to compute polar density
histograms. Unlike VFH, which is very goal-oriented and provides only one solution of
steering direction, VFH+ determines a set of possible candidate directions based on all
openings in the masked polar histogram. There is another extension of VFH+, which is
VFH*, that plans the waypoints based on the A* approach; however, since, in this case, the
waypoints were predefined, the former one was used instead. These candidate directions
are then subjected to a cost function considering more than just the difference between the
candidate and target directions. An opening is considered wide if the difference between its
borders is larger than the maximum number of sectors $;,4y. For a narrow opening, there
is only one candidate direction, ¢;, and this can be represented by Equation 7:

ke kg
2

(7]

Cn

There are two candidate directions for a wide opening: either on the left side ¢; or on
the right side c,. Should the target direction lie between these two candidates, it can also
be considered the third candidate ¢; (Equation 8).

¢ = kr +5max/2
= kl — Smax /2 [8]
ce =ke ke €[cr, 0]

The cost function for a candidate g(c) can be represented with Equation 9:

On
9(0) = 1. A kr) + 12 A (€, 22) + . (e, k1) [9]
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and A(cq, ¢;) is a function that computes the absolute angle difference between two sectors,
¢, and ¢, (Equation 10):

A(cq, c3) = min{lc; — 3|, lc; — ¢; —360°/al, |c; — ¢ + 360°/al} [10]

where a is the angular resolution of the histogram, 6, is the current orientation, k; is the
target direction divided by a and kg, is the previously selected direction of motion/a.

The terms u, 1o, and u5 are accountable for how the mobile robot directs when facing
an obstacle. The higher the x4, the closer the mobile robot’s steering direction to the goal
point. Also, a higher u, value produces an efficient path, while a higher x5 value ensures
less oscillation in steering movements. The following condition must be satisfied to ensure
the steering direction follows the goal direction (Equation 11):

My > pp + U3 (1]

METHODOLOGY

Differential Drive Mobile Robot / \
Kinematics

The simulation was coded using MATLAB
software. To simulate a simplified vehicle Orobot

model of a differential-drive mobile robot, a Xrobot, Vrobot)
differentialDriveKinematics object (Figure
3) creates a differential-drive vehicle model. Track width
The model approximates a vehicle with a

single fixed axle and wheels separated by a /

specified track width. For differential drive,
the wheels were controlled independently.
The speed and heading are defined from the

Figure 3. Differential drive robot kinematics

axle centre. The vehicle state is defined as

[Xrobot Vrobot Orobotls the global coordinate ~ Table 1

.. . Mobile robot hardware configurations
inside a map measured in metres, whereas the

heading was measured in radians. Parameter Value
Mobile robot radius 0.2m
. . . Track width 0.3 m
Simulation Experiment . ) ,
Minimum turning radius 0.15m
Table 1 ShOWS the MOblle RObOt Hardware Maximum angular Ve]ocity, v 1.82 rad/s
configurations. These parameters were input ~ Maximum translational velocity, v~ 0.26 m/s
into the algorithm to simulate the behaviour ~ Range sensor angle range 0-360°
of the differential drive robot. Range sensor max range 1.5m
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Test Environment. Figure 4 shows the Occupancy grid
occupancy map of the test environment. The . F—wﬁﬁw
selected environment layout is unstructured, 5
with non-symmetrical occupied space and a 6
narrow pathway. 5

w4
Path Following. Table 2 shows pure pursuit £}
algorithm parameters set constant in the §3
experiment. The maximum angular velocity 2
w is capped at 1 rad/s, and a set of waypoints ]
were defined. These points were set to pass | i .
through wide and narrow gaps on the map. It 00 1 2 ‘-3- ';1 - 5 T 7 é ;
should be noted that the initial waypoints did X (meters)

not intersect with any of the occupied spaces.  Figure 4. Map of test environment
Table 3 shows the simulation parameters to

be tested to observe the effect of LAD and  Table 3

translational velocity, v, on the trajectory Look Ahead Distance (LAD)

of the mobile robot. Since the simulated Translational Velocity, v (m/s) LAD (m)

hardware’s maximum translational velocity, 0.2
v is 0.26 m/s, the test parameters are capped 04
. . 0.6
at a translational velocity, v, of 0.2 m/s. 0.1 08
Table 2 1.0
Pure pursuit algorithms parameters 2.0
0.2
Parameter Value 04
Maximum angular 1 rad/s 0. 6
velocity, @ 0.2 ’
Initial waypoints [(1,6), (1,0.6), (4.5,0.6), 0.8
(m) (4.5,6), (5.8,6), (5.8,0.6), 1.0
(9.2,0.60), (9.2,6)] 2.0

Obstacle Avoidance. Table 4 shows the selected parameters for the VFH+ algorithm.
Safety Distance is the parameter to ensure safe navigation of the mobile robot. The
obstacle-free space calculation considers the mobile robot’s radius with an added Safety
Distance value. Histogram Threshold was used to compute binary histograms from the
polar obstacle density. Any values higher than the upper threshold are considered occupied
(1), whereas values smaller than the lower threshold are considered free space (0). Values
between the threshold limit are set to follow the previous binary histogram with the initial
value of free space (0).
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The third parameter, Distance Limit, Table4

was set to consider only meaningful 'FH*parameters
readings from the range sensor. The lower Parameter Value
limit prevents false positive readings, while Safety Distance 0.lm
obstacles beyond the upper limit are ignored Histogram Threshold [3,10]
. Distance Limits [0.05m, 1.5 m]
to accelerate computation. The consequent s
parameters y;, (o, and p5 values were taken : )
from Ulrich and Borenstein (1998, 2000), 0 5
and the o value is based on the property of u 360°
the range sensor.
Table 5

Heuristic Function. A heuristic function A parameters
is proposed to ensure the robot returns to Parameter Value
its designated waypoints after avoiding % 05
obstacles (Equation 12). The angular 0.6
velocity @ will consider the magnitude of 0.7
the calculated angular velocity from pure 0.8
pursuit algorithm @), and the calculated 0.9

1.0

angular velocity from VFH+. A weight

parameter A is introduced to prevent the
mobile robot from steering too far from the waypoints, specifically waypoints with sharp
turns. Table 5 shows the selection values of A to be tested.

A * Wpath — WYFH » if Wpat h <0

w=14 Ax Wpat h + wypy, if Wpat h >0 [12]
WyFH, if Wpath = 0
RESULTS AND DISCUSSION
Path Following

Figures 5 and 6 show plots of the trajectory of different LADs, where the translational
velocity is fixed at 0.1 m/s and 0.2 m/s, respectively. In this simulation, mobile robot
movement is based solely on waypoints, and the range sensor is disabled. From the plot,
it could be observed that as the LAD value increases, the mobile robot will have a larger
curvature. At LAD = 2.0 m, the curvature is too large that it collides with occupied space.
While the larger LAD produces a smoother transition, the robot does not closely follow
the designated waypoints. It could also be observed in Figure 7 that due to an increase in
velocity, at LAD = 0.2 m, there is slight oscillation when the mobile robot turns at sharp
corners. Based on these two plots, it could be concluded that the best LAD parameter for
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the mobile robot configuration would be at 0.2 m for the velocity of 0.1 m/s and 0.4 m
for 0.2 m/s (refer to marked points in Figures 5 and 6). Of the two, the best overall path
following trajectory parameters is at a translational velocity of 0.1m/s and LAD 0.2 m. It

is due to its ability to follow the waypoints at a sharp corner closely.

Y (meters)

"""" Waypoints

O start

O  Goal

O Goal radius
== LAD = 0.2
LAD =0.4
LAD = 0.6
LAD =0.8
LAD =1.0
LAD =2.0

X (meters)

Figure 5. Plot of waypoints vs trajectory of different LAD (velocity = 0.1 m/s)

-------- Waypoints

O  Start

O Goal

() Goal radius
LAD =0.2
=——f—LAD = 0.4
LAD = 0.6
LAD = 0.8
LAD =1.0

Y (meters)

X (meters)

LAD =2.0

Figure 6. Plot of waypoints vs trajectory of different LAD (velocity = 0.2 m/s)
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6.2 Fluctuating path J
6 r 1 Waypoints
LAD =0.2
= o8 1 |=4=—LAD =0.4
[0] =
8 56l | LAD =0.6
= LAD =0.8
> -
5.4 - _ LAD =1.0
LAD =2.0
52+ 1
5 1
4 45 5 5.5 6

X (meters)

Figure 7. Plot of waypoints vs trajectory of different LAD [zoomed] (velocity =0.2 m/s)

Path Following with Obstacle Avoidance

Figure 8 shows an obstacle placed inside
the map. It overlaps with the positioning of
the waypoints. In this simulation, the range
sensor is enabled. When the mobile robot
senses an obstacle, the VFH+ algorithm
will calculate the Masked Polar Histogram
and compute an obstacle-free steering
direction (Figure 9). It should be noted that
the forward direction of the mobile robot is
considered 0°. Moreover, the positive angle
is measured counterclockwise. In this case,
the computed steering direction is 334°.
Figures 10 and 11 show the trajectory
of the mobile robot using Pure-pursuit and
VFH+. It could be seen that the A parameter

Obstacle avoidance

--¢---Waypoints
=——Robot heading

6.5

Y (meters)
o
[&)] (&)

»
&)

35

0 05 1 15 2 25 3 35 4 45
X (meters)

Figure 8. Mobile robot encountering obstacle

affects the mobile robot’s ability to return to its designated waypoints after avoiding an
obstacle. By implementing a low value of A = 0.5, the mobile robot curved too far away
from the waypoints and could not complete its navigation. At A = 0.6, although initially, it
was able to avoid the obstacle and return to the designated waypoints, it also failed to complete
its navigation. Similar results were obtained by implementing high values of A = 0.9 and
A = 1.0. In both cases, the mobile robot could not steer far from the obstacle, causing a
collision. The mobile robot could complete the navigation at A = 0.7 and A = 0.8. Based
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on the simulation data, the best value of A is 0.8, as the mobile robot managed to avoid
the obstacle and safely return to its designated waypoints. The trajectory of A = 0.8 is also
relatively smoother compared to A =0.7.

Polar obstacle density Masked polar histogram
I} an S § N
[ Histogram thresholds | 544 —Target direction 8 330
30 ~ ~— Steering direction
—Distance limits  p
60 20 300 60 300

90 270 90 270

120 240 120 240

150 210 150 210
180 180

Figure 9. VFH+ histogram

7 6f 7 . Waypoints
| — -
0a
6 "'5"\évta¥tpoints 55 Goal radius
gl o Goaal
5 oal radius D Y D
’Q‘ %:(asmguadi 05 % 5
S 4 e | T
Q - = -lambda = 0.8 £ : .
g M lambda = 0.9 - ;’ 4.5 : Igmpd'a= 1.0
S 3 i - 5 Jbia =10 g : % Collision
1.} - ‘
2 . i CRE A | 4
e |
1-] : /'/' J 35}
R A e | . Y |
o1 2 3 4 5 6 7 8 9 005 1 15 2 25 3 35 4
X (meters) X (meters)

Figure 10. Plot of trajectory using Pure-pursuit and  Figure 11. Plot of trajectory using Pure-pursuit and
VFH+ VFH+ (zoomed)

CONCLUSION

In conclusion, Pure-pursuit is an effective geometric path-following algorithm. The
simulation shows that by tuning the value of LAD, the mobile robot can navigate closely to
its waypoints inside an unstructured and confined space. By integrating the VFH+ algorithm
as an obstacle avoidance method and introducing a weight parameter A, the mobile robot
can avoid an obstacle and return to its designated waypoints.
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FUTURE WORKS

As for future works, the author plans to expand the work by applying the navigation
concepts to industrial hardware and drones (Ibrahim et al., 2017). The work can also be
significantly improved using metaheuristic optimisation, as proposed by Wang et al. (2020).
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ABSTRACT

Because of the Internet’s phenomenal growth in recent years, computing resources are now
more widely available. It led to the development of a new computing concept known as
Cloud Computing, allowing users to share resources such as networks, servers, storage,
applications, services, software, and data across multiple devices on demand for economical
and fast. Load balancing is an important branch of cloud computing as it optimizes machine
utilization by distributing tasks equally over resources. It occurs among physical hosts
or Virtual Machines in a cloud environment. Round robin is a commonly used algorithm
in load balancing. RR gives a time quantum for each task and is in circular order. It is
noted that it suffers from many problems, such as the waste of time and the high cost. In
the present study, the greedy algorithm was enhanced and implemented to allocate and
schedule tasks that come to the cloud on Virtual Machines in balance. The task with the
longest execution time is given to the virtual machine with the least load using an improved
greedy algorithm. The outcomes demonstrate that the suggested algorithm outperformed
round robin in makespan. Also, all Virtual Machines in the proposed algorithm finish their
work simultaneously, whereas round robin is unbalanced.

Keywords: Cloud computing, cloudSim, greedy algorithm, load balancing, makespan, round robin, Virtual Machine
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clients to share resources, software, and data across various devices on demand (Mishra et
al., 2018). Generally, the cloud computing platform has three major issues: virtualization,
distributed framework, and load balance (Kumar et al., 2020).

Virtualization technology improves cloud resource use by making various resources
available online for customers to purchase on a pay-per-use basis. Physical servers (maybe
even only one) can be set up and divided into numerous unconnected “virtual servers”
(PS), each of which functions independently and appears to the user to be a single physical
device. PSs can be moved in any direction and scaled up or down without causing harm
to the end user because they are not physically tied (Fatima et al., 2019).

A distributed system is made up of numerous independent computers that communicate
with one another via a computer network. Computers communicate to reach a common
aim (Nerkar, 2012). A distributed cloud that connects several geographically dispersed
and smaller data centers can be a compelling alternative to today’s big, centralized data
centers. A distributed cloud can reduce communication overheads, prices, and latency by
providing adjacent processing and storage resources. Improved data locality can also help
with privacy. Many smaller data centers are installed closer to consumers to complement or
enhance the bigger mega-data centers under the distributed cloud deployment paradigm, and
the smaller data centers are administered as a single pooled resource (Coady et al., 2015).

When certain Virtual Machines (VMs) are overloaded with processing duties while
others are underloaded, the load must be balanced to achieve optimal machine utilization
(Babu & Krishna, 2013; Kumar & Kumar, 2019). Typically, web traffic, application access,
databases, and other entities with large loads can use load balancer software to support
uninterrupted service to Clients.

Load balancing may occur among physical hosts or Virtual Machines in a cloudy
medium (Kumar & Kumar, 2019).

There are two basic challenges with load balancing:

» Task allocation refers to the distribution of a fixed number of tasks over a large

number of Physical Machines (PMs), followed by VMs concerning the PMs.

*  VMs Relocation Management: The process of moving virtual machines from
one PMs to another to increase the data center’s resource consumption is called
Migration (Kumar & Kumar, 2019).

Millions of users share cloud resources by submitting their computing tasks to the cloud
system. The cloud computing environment faces a hurdle in scheduling these millions of
tasks. The scheduling of cloud services is divided into two categories: user and system.
Scheduling at the user level addresses issues arising from service supply between providers
and customers. Within the data center, resource management is handled through system-
level scheduling (Tawfeek et al., 2013).

Some of the most typical goals of adopting load balancing techniques are reducing
waiting time, reducing the response time, increasing the utilization of resources, improving
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reliability, increasing throughput, minimizing turn-around-time, and minimizing makespan
(Dave & Mabheta, 2014).

One of the most common load balancing algorithms used is round robin (RR). Although
its technique is straightforward and convenient, it has several flaws, including time loss and
a high cost. It is primarily due to the job being assigned to the incorrect virtual machine,
which does not consider the task’s size or the requirements of the virtual machine to which
it is attached. This work aims to enhance and implement a greedy algorithm to allocate
and schedule tasks to the cloud on balance. The algorithm is compared with what is called
the RR algorithm.

Related Works

Caragiannis et al. (2011) investigate two scenarios: selfish load balancing and online
load balancing. The researchers describe the impact of selfishness and greediness on
load balancing. They show that anarchy and stability of selfish load balancing have been
enhanced and tightened. They also constrain the greedy algorithm’s competitiveness for
online load balancing, where the goal is to reduce latency for all clients on servers. Babu and
Krishna (2013) proposed an algorithm named honey bee behavior-inspired load balancing
(HBB-LB). The proposed algorithm balances the priority of tasks on the machines with
the waiting time. When compared to existing algorithms, they found that the algorithm
is efficient. The method considerably reduces average execution time and task queue
waiting time. Ramezani et al. (2014) proposed a “Task-Based System Load Balancing
with Particle Swarm Optimization” approach for achieving a system load balancing by
relocating surplus tasks from an overloaded VM instead of migrating the entire overloaded
VM. This approach significantly reduces the load-balancing process time compared to
traditional load-balancing systems. It reduced VM downtime and the risk of losing a
customer’s most recent activity while improving cloud customers’ Quality of Service. A
unique greedy algorithm was given in Paduraru (2014). The researchers concluded that the
suggested algorithm outperformed traditional approaches for load balancing algorithms,
but it had a higher overhead than other well-known methods. Kapoor and Dabas (2015)
suggested a load-balancing technique based on clusters. The algorithm was tested against
current and modified throttled algorithms and found superior execution time, response
time, throughput, and turnaround time.

The ant colony optimization algorithm was compared to alternative cloud scheduling
algorithms FCFS and round-robin. According to the researchers, the ant colony optimization
surpassed the FCFS and round-robin algorithms. Awad et al. (2015) announced that their
proposed Load Balancing Mutation a Particle Swarm Optimization (LBMPSO) approach
was compared to three algorithms: random algorithm, standard PSO, and Longest Cloudlet
to Fastest Processor (LCFP). According to them, the comparison shows that LBMPSO
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outperformed those algorithms in terms of execution time, makespan, transmission cost, and
round trip time. Devi and Uthariaraj (2016) proposed the firefly algorithm, which reduced
the time it took to execute the submitted jobs. The proposed approach takes less time to
execute than First Come First Served (FCFS). Lu et al. (2016) introduced a hybrid scheduling
algorithm DCBT algorithm for load balancing in a distributed environment by merging the
methodologies of “Divide-and-Conquer” and “Throttled” algorithms. The researchers defined
two situations. The DCBT method was utilized in both situations to schedule incoming client
requests to the available virtual machines based on the load on each machine.

The suggested DCBT uses virtual machines better while lowering task execution time.
In Mohanty et al. (2017), researchers proposed a metaheuristic load-balancing approach
employing Particle Swarm Optimization (MPSO). The proposed method tries to reduce
task overhead while maximizing resource utilization. Performance comparisons are
done with the genetic algorithm and other algorithms on multiple parameters, including
makespan calculation and resource utilization. The proposed method outperforms previous
approaches. The imbalance of the load in System Wide Information Management (SWIM)
task scheduling is the focus of Li and Wu (2019). A load balancing-based SWIM ant
colony task scheduling method (ACTS-LB) is given in that study. The ACTS-LB algorithm
outperforms the standard min-min strategy, the ACO algorithm, and the particle swarm
optimization (PSO) algorithm in experimental simulations. It not only speeds up job
execution and makes better use of system resources, but it also keeps SWIM in a more load-
balanced state. According to Kruekaew and Kimpan (2020), virtual machine scheduling
management using the “artificial bee colony” (ABC) algorithm and the largest job first
(HABC LJF) surpassed ACO, PSO, and IPSO. The results demonstrate that the HABC
with the Largest Job First (HABC LJF) heuristic method performs the best in scheduling
and load balancing. Sinha and Sinha (2020) developed a load-balancing algorithm for
effective resource usage and compared the performance of the proposed algorithms to
those of well-known load-balancing algorithms. Compared to the RR, Throttled, ACO,
and Hybrid approaches, the EWRR method has less response time.

Singh et al. (2021) employed the Crow intelligent algorithm to distribute tasks among
VMs. They evaluated the effectiveness of their method using the CloudSim simulator. 32 GB
of Memory and a 1 TB hard drive were employed in 16 virtual machines. They discovered
that their system reached an ideal state after a limited number of rounds. Kruekaew and
Kimpan (2022) employed the ABC algorithm to improve load balancing and resource
utilization. For their performance analysis, they employed CloudSim. Using CloudSim,
they compare their results utilizing FCFS, MOPSO (Multi-Objective Particle Swarm
Optimization), and MOCS with random data sets. Replication improved the performance
of cloud services, according to Javadpour et al. (2023), on one or more virtual machines,
they found a solution by choosing and eliminating the VMs whose storage capacity was
overcrowded when a VM was requested by more than one user yet needed storage space.
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The CloudSim simulator was employed. A greedy algorithm was used for balancing, but
the sorting in the algorithm needs time, especially when the job list is very long. So, an
enhanced version of Greedy is used in this research.

METHOD

“CloudSim” is a cloud computing simulation program developed in the CLOUDS
laboratory at the “University of Melbourne.” It allows users to assess individual system
concerns without taking into account the low-level details of cloud-based infrastructures
and services (Ahmad & Khan, 2019).

CloudSim is an open-source platform for simulating cloud computing services and
infrastructure. It enables users to repeatedly test applications under their control, detect
system bottlenecks without using real clouds, and experiment with different configurations
to build adaptive provisioning ways.

User Code
Simulation Cloud User Cloud
specification scenario requirement scenario
Schedull_ng User or data center broker
policy
CloudSim : :
User interface Cloudlet Virtual Machine
structure (VM)
VM services Cloudlet VM
execution management
Cloud services VM CPU Memory Storage Bandwidth
provisioning allocation allocation allocation allocation
Cloud Events Cloud
resources || handiing Sensor coordinator | | Data center
Network Network Message delay
topology calculation
CloudSim Core Simulation Engine

Figure 1. The architecture of CloudSim (Goyal et al., 2012). Adapted from https://doi.org/10.1016/j.
proeng.2012.06.412
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Version 3.0.1 is utilized in this study. Figure 1 depicts the CloudSim Simulation
architecture (Goyal et al., 2012). The simulation layer includes specialized management
interfaces for virtual machines, memory, storage, and bandwidth, as well as support for
modeling and simulation of virtualized Cloud-based data center infrastructures.

This layer deals with the basics, such as assigning hosts to virtual machines, managing
application execution, and keeping track of the system’s dynamics (Wang & Wu, 2009).
The “User Code” is the top layer of the CloudSim simulation toolkit, and it is the major
interface for configuring simulation specifications and characteristics, including the number
of machines, apps, jobs, users, and scheduling regulations, as well as their basic structure
(Sinha & Shekhar, 2015).

Figure 2 depicts the basic scenario of the CloudSim simulation. Each component of
CloudSim is described in depth in this scenario: Data centers (DC) offer resources such as
multiple hosts. A host is a hardware machine that can host many virtual machines. A virtual
machine (VM) is a piece of logical hardware on which the cloudlet will run. Broker has
data center capabilities, which allows it to send virtual machines to the appropriate host.
The “Cloud Information Service (CIS)” is in charge of locating resources, indexing them,
and calculating the efficiency of data centers (Ahmad & Khan, 2019).

Results can be presented in figures, graphs, tables, and others that make the reader
understand easily (Kapoor & Dabas, 2015; Saura et al., 2019). The discussion can be made
in several sub-sections.

Two scheduling policies are available in CloudSim: Cloudlet scheduler policies and
VMs scheduler policies (Ahmad & Khan, 2019). A greedy algorithm is used in this research
to enhance the cloudlet scheduler and obtain a balanced load.

[ Cloud information service ]‘—‘ [ Cloudlet(s) J

RequestResourceTo SubmittedTo

RegisterTo L
L’[ Broker ]

/ Datacenter \ I
SendCloudletTo

Host
VM1 VM2 || VM3 —
[eut]] [[ect]] |[ett]
(cL2|| {LcL1 ]| |[cL2]
(NN o O
[cLa]| |[cLa]| [[cLa]

NS

Figure 2. Scenario of CloudSim simulation (Ahmad & Khan, 2019). Adapted from https://doi.org/10.35940/
ijrte.B3669.078219
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As mentioned before, the current version of the Greedy algorithm needs sorting. It is
better to take only the MAX and Min. It will decrease the overhead of the algorithm. The
Greedy method proposes allocating the most time-consuming and difficult work to the
more efficient virtual machine. i.e., VM with the least load, to rapidly do complicated and
tough jobs and reduce the overall system’s execution time and makespan.

Makespan refers to the duration of a user’s task scheduling. Its value is expressed by the
time from the start of the first task to the end of the last task’s execution. The performance
criteria values were calculated using Equations 1, 2, and 3.

*  Makespan for the entire system

Makespan= Max (FT) [1]

Such as FTjjfinishing (ending) time for task T;. Consider the start time is 0.
»  The total capacity of all Virtual machines:

m
€= Comy 2]
=1

Where C represents the combined capacity of all VMs, the capacity of each virtual
machine, or C,,,, is determined using Equation 3.

C,,, = Penum * Pemips [3]

The number of processing elements (Pe) in VM is called Penum.
The million instructions per second that Pe can execute are known as Pemips.
Following is the Pseudo code of the greedy algorithm:
Input: No. of tasks, No. of VMs.
Output: assigning tasks to VMs, system makespan.
Begin
While the tasks’ queue is not empty Do
Choose Task T(i) that has the biggest execution time
Choose VM (j) with Minimum load
Allocate the task T(i) to Vm(j)
End While
Calculate the finishing time for all VMs
Calculate the makespan for all the systems.
End

RESULTS AND DISCUSSION

It is contrasted to the popular RR method, which is typically employed for load balancing
to improve the performance of the proposed algorithm. The mentioned algorithms in
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the related work are not available to us. So, it is impossible to compare with them. The
lengths of tasks generated by the random built-in function are presented in Figure 3. The
random is chosen because the jobs could arrive at the cloud in any size. The job size is
considered in seconds. Cloudsim is used for the simulation of the cloud. The Cloudsim
configurations listed below are considered: four VMs are employed for the experiments.
The specs are the same for all VMs. As a result, the experiment concentrated on the
algorithm rather than the VM requirements. Each virtual machine operates on 250
MIPS, 512 MB of RAM, and 1000 Mbps (Million Byte per second) of bandwidth to run.
Indeed, the experiments to test the suggested algorithm use this setting as an example.
Ten times, starting at 50 tasks and going up by 50 tasks each time, the experiment is run
until it reaches 500 tasks. It will change

Table 1
the system’s load and allow researchers t0 4 snapshor of greedy output result for 4 VMs

assess how it affects its makespan. Table 1

. . Cloudl VM Time Start Finish
shows how jobs were completed using the OIL]1) et o oftask time time
suggested Greedy method. The beginning (sec) (sec) (sec)
and ending times of each task, as well as 6 1 8 0.1 8.1
the virtual machine on which it is running. 3 2 12 0-1 121

.. . 8 1 24 8.1 32.1
It is independent of task sequencing and
, q © lenath oo i 0 0 40 0.1 40.1
u?stea uses.tas .engt' .to place it on a ) 0 3 401 481
virtual machine with minimal load. 1 3 60 01 60.1
For each number of tasks, the finishing 5 2 52 12.1 64.1
time of every VM and the overall makespan 7 0 36 48.1 84.1
of the system is calculated. The results of 4 3 32 60.1 92.1
both algorithms are shown in Table 2. As 1 0 12 84.1 96.1
seen in the suggested algorithm, every VM ? 3 4 921 %6.1
30
25| *¢ ¢ “0 * ‘: “" + + ‘00’ A “0’ ’0”:0 * 0:
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Figure 3. Random execution time
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completes its work in a balanced manner (with more or less). However, the difference

in the VMs’ completion times is evident in RR.

A comparison of the makespan of all systems utilizing RR and the suggested technique
is shown in Figure 4. The system’s makespan is shorter when using the suggested approach
than when utilizing RR. The reason for that is that when the number of tasks increases,
there will be a higher probability of the arrival of different sizes of tasks, which in turn
improves the selection and gives a better chance to achieve convergent makespan. This
behavior differs from traditional RR, which makes no selection but chooses the task from

the front of the task queue.

Table 2
VMs finishing times and makespan for both algorithms
Greedy RR
VMs finishing time (sec) VMs finishing time (sec)

Makespan (sec)

of VM1l VM2 VM3 VM4 VMI VM2 VM3 VM4

Makespan Makespan

Task G R.R.
50 596.1 596.1 596.1 600.1 652.1 604.1 656.1 476.1 600.1 656.1
100 1408.1 1408.1 1412.1 1412.1 1616.1 1448.1 1204.1 1372.1 1412.1 1616.1
150  2156.1 2156.1 2156.1 2156.1 2120.1 2160.1 1948.1 2396.1 2156.1 2396.1
200  2920.1 2920.1 2920.1 2920.1 2940.1 2864.1 3156.1 2720.1 2920.1 3156.1
250  3672.1 3672.1 3672.1 3672.1 3604.1 3568.1 3856.1 3660.1 3672.1 3856.1
300 4072.1 4076.1 4076.1 4076.1 3964.1 4188.1 4040.1 4108.1 4076.1 4188.1
350 5172.1 5172.1 51721 51721 5228.1 5260.1 5276.1 4924.1 5172.1 5276.1
400 5824.1 5824.1 5828.1 5828.1 6276.1 5548.1 5720.1 5760.1 5828.1 6276.1
450  6324.1 6328.1 6328.1 6328.1 6208.1 6344.1 6432.1 6324.1 6328.1 6432.1
500 7324.1 7324.1 7328.1 7328.1 6912.1 7888.1 7344.1 7160.1 7328.1 7888.1
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)
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=
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1000
0" 50 100 150 200 250 300 350 400 450 500
Task number

Figure 4. Makespan for different no. of tasks for round robin and proposed greedy algorithm
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Figure 5 shows that all VMs in RR finish their jobs at various times. Whereas in greedy,
VMs finish jobs nearly simultaneously (Figure 6). The greedy allocator takes the initial
step in load balancing by assigning the task to the VM with the lowest load.

According to Table 3 and Figure 7, the improved greedy algorithm’s standard deviation
of the finishing values spans from 0 to 2.309401, whereas the RR algorithm’s standard
deviation ranges from 84.0555372 to 414.3750314. They also demonstrate no correlation
between the number of tasks and the standard deviation of the VMs’ completion values.

8000
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6000

" RR VM1
" RR VM2
= RRVM3
= RRVM 4

5000
4000
3000
2000 -
1000 -

0.

Finishing time (sec)

50 100 150 200 250 300 350 400 450 500
Number of task

Figure 5. Unbalanced Virtual Machines’ (VM) finishing time in round robin (RR)
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Figure 6. Balanced Virtual Machines’ (VM) finishing time in greedy algorithm

Table 3

Enhanced greedy and round robin algorithm standard deviation
No. of tasks 50 100 150 200 250 300 350 400 450 500
STDEV Greedy 2.00 231 0.00 0.00 0.00 2.00 000 231 2.00 231
STDEV RR 84.06 171.04 184.55 181.87 12837 9558 166.53 313.78 92.17 414.38
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Figure 7. Standard deviation of makespans at different loads

CONCLUSION

The present research proposes an enhanced version of a Greedy algorithm to allocate tasks
in the cloud. When the request arrives at the data center, deciding which VM is the most
suitable to execute it is necessary. A greedy algorithm will help to make this choice to
achieve load balancing. There is no need for migration since the chosen VM will satisfy its
constraints. The algorithm was compared to RR, and the results showed that the makespan
of the system using Greedy is less than its equivalent using RR. Also, all VMs in Greedy
finish their work simultaneously, whereas RR VMs vary in finishing time, leading to an
unbalanced system load.
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ABSTRACT

Spectroscopy and chromatography methods have become the most preferred techniques for
detecting ingredients in e-liquid analysis. Both methods are widely used for separating and
quantifying volatile compounds in a sample, providing individual chemical information in
complex mixtures. This paper aims to review the detection and quantification of nicotine and
other chemical ingredients in e-liquid used in e-cigarettes. E-cigarettes use the evaporation-
condensation principle of aerosolization to produce an inhaled vapor containing nicotine,
excipients, and flavoring agents. This review covers sample preparation, identification, and
quantification of nicotine and other ingredients using chromatography and spectroscopy
analysis. The spectroscopy methods are useful for quickly identifying and quantifying volatile
compounds, including propylene glycol (PG), vegetable glycol (VG), and nicotine, while
spectroscopic methods, particularly the Attenuated Total Reflectance-Fourier Transform
Infrared Spectroscopy (ATR-FTIR) method, have lower analytical performance compared
to chromatography methods in detecting nicotine and other chemical ingredients. Based on
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INTRODUCTION

Nicotine is an organic compound that belongs to the pyridine alkaloids. According to
IUPAC nomenclature, nicotine is known as 3-(1-methyl-2-pyrrolidinyl) pyridine, with the
chemical formula C,(H4;N,. Nicotine is a naturally produced dinitrogen alkaloid present
in dried leaves of Solanaceae, specifically the tobacco plant, with concentrations as high
as 3% (Nicotiana tabacum) (Kimbrough, 2019). The molecular structure of nicotine and
other common materials in e-liquid are shown in Figure 1.

Nicotine exists in a variety of forms, including freebase, non-protonated Form 1, and
protonated Forms 2 and 3 in solution. Typically, nicotine appears as a colorless or pale-
yellow liquid that is very hygroscopic and oily, with an uncomfortable strong odor. It is
the main addictive component in tobacco products and e-liquids.

Figure 1. Molecular structure: (A) Glycerol; (B) Menthol; (C) Propylene glycol; (D) Ethylene glycol; (E)
Ethyl vanillin; (F) N-(1-amino-3,3-dimethyl-1-oxobutan-2-yl)-5-bromo-1H-indazole-3-carboxamide (ADB-
BRINACA); (G) methacrylaldehyde; (H) sucrose; and (I) nicotine
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E-liquids in electronic cigarettes (e-cigarettes) come in various packaging types and
formulations. Generally, the main ingredients found in e-liquid formulations are vegetable
glycerin, propylene glycol, flavoring liquids, as well as nicotine (Cao et al., 2021; Heldt et
al., 2021). With the new generation of e-cigarettes, users can customize e-liquids based on
their preferences (Vivarelli et al., 2022). Keeping up with the new generation of e-liquid
formulations is a significant challenge for analysts because nicotine may be difficult to
identify and detect. Moreover, the use of prohibited chemicals in e-liquid formulations raises
significant concerns for consumers because currently, there are no restrictions or laws for
users to customize their e-liquids, and electronic cigarettes and their e-liquid formulations
are virtually unregulated in some countries (Giroud et al., 2015).

Nicotine is a central nervous system (CNS) stimulant that increases alertness and can
reduce appetite. Consumption of nicotine can result in different sensations compared to
other drugs like amphetamines, heroin, cocaine, and crack, as the main symptoms may
include dizziness, nausea, or vomiting. Although the harmful effects of nicotine may not
be immediately observable, nicotine and additives are toxic chemicals that should be
controlled and monitored, as they are classified as reproductive or developmental toxicants
(RDT) and addictive (AD) (Patel et al., 2021).

Table 1 compares the legislative status of nicotine in e-liquids between Southeast
Asia and other countries. The Nicotine Concentration in Vaping Products Regulations is a
Canadian regulation that sets maximum nicotine concentration limits for vaping products
sold in Canada (Canada.ca, 2021). According to this regulation, the maximum allowable
nicotine concentration for vaping products sold in Canada is 20 mg/ml, irrespective of
whether they are locally produced or imported. UAE.S Standard (2019) is a standard for
electronic cigarettes and e-liquids issued by the Emirates Authority for Standardization
and Metrology (ESMA) in the United Arab Emirates (UAE). The nicotine content in the
electronic liquid must be less than or equal to 20 mg/ml as regulated by this standard.
In New Zealand, under the Smokefree Environments and Regulated Products (Vaping)
Amendment Act 2020, the maximum allowable nicotine concentration in e-liquids is also

Table 1
Legislation of nicotine concentration level in e-liquids in different countries
Country *(mg/ml) Reference
Canada less than 20 Canada.ca, 2021
Saudi Arabia less or equal to 20 UAE.S Standard, 2019
New Zealand less than 20 New Zealand Legislation, 2020
Philippines NA NA
Singapore NA NA
Malaysia NA NA

*Maximum nicotine concentration level in e-liquid. NA indicates not available
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20 mg/ml. Therefore, any e-liquid sold or supplied in New Zealand must not contain more
than 20 mg of nicotine per milliliter of liquid.

The sale, importation, and distribution of e-liquids containing nicotine are prohibited
in Singapore, the Philippines, and Malaysia until March 2023, resulting in the absence of
regulated nicotine concentrations in e-liquids. It is important to note that the regulation of
e-cigarettes and vaping products in Southeast Asian countries is still evolving, and there may
be updates to the guidelines in the future. Therefore, individuals and businesses involved
in the vaping industry are advised to stay updated on the latest regulations and guidelines
from their respective countries’ authorities.

In Malaysia, nicotine is only covered by the main law, the Malaysian Poison Act 1952.
Only authorized persons, such as registered doctors and pharmacists, can handle nicotine
and nicotine-containing products. However, nicotine in tobacco is exempted from this
classification. To fully address the issue of legalizing e-liquid in Malaysia, it is essential
to go beyond simply excluding e-liquid from the Poisons Act 1952. Proper regulation is
also needed to ensure that sales are restricted to those over 18, sales and marketing are
properly regulated, and the ingredients are closely monitored.

After April 2023, e-liquid is legal, but there are no regulations on the ingredients and
prohibited compounds in Malaysia. Implementing regulations is crucial to controlling
nicotine concentration and hazardous flavorings containing diacetyl. Failure to do so
could result in unsafe nicotine concentration levels, as demonstrated by the 20mg/ml
limit enforced in Canada, Saudi Arabia, and New Zealand. A flat tax rate per ml should
be established to avoid the difficulties associated with determining nicotine concentration
for taxation purposes. It would discourage misdeclaration and ensure a fair and easy
taxation system.

Gas chromatography (GC) and liquid chromatography (LC) have been commonly
used for determining nicotine levels in e-liquids in the presence of different detectors.
However, new methods have also been proposed, including spectroscopic techniques like
nuclear magnetic resonance (NMR), infrared (IR) spectroscopy, and Raman spectroscopy.
While GC has traditionally been the preferred method, the spectroscopy techniques offer
numerous advantages as a qualitative method.

The recommended method of ISO 20714 (2019) for determining nicotine in e-liquids,
according to the International Organization for Standardization (ISO), is classified as a
quantitative method.

This review aims to identify and quantify the presence of nicotine in commercially
available e-liquid formulations used in e-cigarettes using several analytical methods.
Consequently, determining the nicotine concentration may contribute to establishing any
requirements regarding national regulations.
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METHODOLOGY

Scientific articles were identified and selected from several sites such as ScienceDirect
andPubMed until December 2022 using the keywords: “e-cigarette,” “electronic cigarette
toxic compounds, toxic,” “quantification,”
“identification,™‘chromatography,” and “spectroscopy.” A total of 31 references were used,
including papers related to the scientific research with specific criteria set up to decide
each paper. The criteria required must be (1) an original science-related research article,
(2) an original science-related review article, or (3) related to the subject of chemistry.

All the scientific articles were carefully chosen to match the main purposes of the review.

9% ¢¢ 99 <¢

device,” “vape,” “e-liquids,

I%¢

99 ¢¢ 99 ¢ 99 <.

nicotine,

RESULTS AND DISCUSSION
Sample Preparation

“E-liquids”™ are typically sold as viscous liquid solutions in bottles in many countries
(Almazrouei et al., 2022; Augustini et al., 2021; Ketonen & Malik, 2020; Laestadius et
al., 2019; Patel et al., 2021). They come in a variety of complex formulations that include
a mixture of hundreds of volatile and non-volatile compounds (Eddingsaas et al., 2018;
Li et al., 2021; Patel et al., 2021). They also come in two types: flavored e-liquids and
non-flavored e-liquids (Augustini et al., 2021). Prior to chromatography analysis, e-liquid
samples need to be removed from their respective bottle packaging (Almazrouei et al.,
2022). Before gas chromatography analysis, sample preparation, such as adding an internal
standard (IS), dissolution, dilution, homogenization, and pre-concentration. Adding an
internal standard to the sample is sometimes required for specific purposes, such as data
analysis (Patel et al., 2021; Qin et al., 2022). Common GC solvents for the dissolution of
e-liquids include methanol, dichloromethane, and hexane. The common sample-to-solvent
ratio for dilution is 1:4, 1:9, and 1:10 (Almazrouei et al., 2022; Augustini et al., 2021;
Cowan et al., 2022). Recently, an innovative method, such as QUECHERS extraction,
has been applied, which can successfully reduce the matrix effect in sample formulations
(Almazrouei et al., 2022). These laboratory techniques may result in simple or complicated
chromatograms or time-consuming calibrations. The chromatogram will help to understand
the formulation of e-liquids, whereas incompatible sample preparation processes could
reduce the identification and quantification of nicotine and other ingredients in e-liquids.

Current Analytical Methods for e-liquid Samples

Gas Chromatography-Mass Spectrometry (GC-MS). GC-MS is widely recognized
as the gold standard technique for analyzing e-liquids due to its ability to provide highly
specific spectral data on individual compounds in a complex mixture while requiring
minimal sample separation. When dealing with viscous liquid solutions, sample preparation
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typically involves a series of steps, including sample removal, dissolution, extraction, and
clean-up. However, the derivatization of the sample is not reported during the GC analysis.
Each step in the pre-treatment of the sample before analysis is crucial for enhancing the
analytes’ recovery and the method’s sensitivity. However, as the number of pre-treatment
steps increases, the method becomes more complex, and the analysis time also increases.

The analysis of e-liquids has long benefited from the Gas Chromatography (GC)
method. GC can provide an easy way to analyze qualitatively and quantitatively, making
it a highly advanced method for nicotine analysis. In identifying the volatile compounds
in e-liquids, gas chromatography coupled with mass spectrometry (GC-MS) is one of the
most widely used analytical methods in understanding the complexity and the mass-to-
charge ratio of molecules in the formulations. Gas chromatography with flame-ionization
detection (GC-FID) method is rarely used in the study of e-liquids except in the 2018 study,
which was used to quantify levels of major components in e-liquids (Dai et al., 2018).

GC characterizes chemical compounds in e-liquids due to their volatile properties.
Although e-liquids are a complex formulation, GC can quickly separate many compounds.
For example, nicotine was identified after 10 minutes of injection into the GC column and
other compounds such as PG and glycerol (Almazrouei et al., 2022). DB-5MS capillary
column and HP-5MI Ultra Inert column are frequently used in GC methods to analyze
e-liquids (Almazrouei et al., 2022; Cowan et al., 2022). For 2D chromatography, Rxi®-
624Sil MS column and Stabilwax® column were used (Patel et al., 2021). These non-polar
columns separate many volatile compounds in e-liquids, including nicotine.

The GC-GC-TOF method used headspace analysis to identify an extensive range of
toxic compounds in e-liquids of six common flavors obtained online in Australia (Patel et al.,
2021). Nicotine was one of the 1064 volatile compounds identified in all tested samples in a
2021 study. Similarly, headspace analysis of blood orange-flavored e-liquids using GC-IMS
and GC-MS in Germany and Poland also found nicotine among the 37 volatile compounds
identified (Augustini et al., 2021). GC-IMS used a retention index and was validated
using GC-MS data. Figure 2 displays an example of an e-liquid sample chromatogram
demonstrating the separation of multiple components at different concentration ratios. This
particular e-liquid sample contains drugs of abuse, such as tetrahydrocannabinol (THC)
and cannabidiol (CBD), alongside nicotine, PG, and glycerol (Almazrouei et al., 2022).

A powerful MS method with chromatographic capability is essential for targeted
screening. In a study of 27 e-liquid samples for screening humectant and active ingredients,
a Direct Analysis in Real Time™ ionization source coupled to a JEOL JMS-T100LC
AccuTOF™ mass spectrometer (JEOL USA, Inc., Peabody, MA) (DART-MS) was used
(Peace et al., 2016). For example, the DART-MS spectrum of the Cherry flavor e-liquid
sample contains the protonated molecular ion of nicotine, glycol, and several flavor
additives within 5 mmu, as shown in Figure 3.
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However, several low-intensity peaks that should correspond to components of the
formulation were left unidentified using this method. Despite its efficiency, rapidity, and
lack of sample preparation requirements, this targeted screening method can be expensive
due to the need for reference standards, high temperatures, and a large helium flow rate
(2 L/min).
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Figure 2. An example of an e-liquid sample chromatogram by GC-MS (Almazrouei et al., 2022)
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Figure 3. DART-MS 20 V spectra of the e-cigarette liquid formulations named Cheery (Peace et al., 2016)
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High-Performance Liquid Chromatography (HPLC). The current discussion focuses
on the sample preparation, screening, and identification of nicotine in e-liquids using high-
performance liquid chromatography (HPLC). The discussion evaluates the capabilities of
several liquid chromatography methods coupled with different types of detectors.

In the HPLC method, sample treatment is required before injecting the sample into
the chromatographic system. The liquid samples need to be diluted 10,000 fold with
ACN:H20 (1:9, v/v) before evaluating the concentration of nicotine (Aszyk et al., 2018).
After injecting a 5 pL sample into liquid chromatography-tandem mass spectrometry with
electrospray ionization (HPLC-ESI-MS/MS), nicotine and 42 other compounds were
detected. In addition to dilution, the samples need to be prepared under acidic and basic
conditions before separating the components in the e-liquid samples obtained in Poland
(Aszyk et al., 2018).

Since the first detection of nicotine in 2015, the compositions of e-liquid formulations
have changed over time. Liquid chromatography coupled to diode-array detection (LC-
DA) has proven efficient for detecting nicotine concentrations in various nicotine-labeled
and unlabeled e-liquid products (Davis et al., 2015). A single wavelength of detector at
260 nm is typically used for nicotine analysis in e-liquids. Similarly, after undergoing the
electromembrane extraction (EME) process, nicotine was detected in aerosol matrices
from e-cigarettes at a similar wavelength (259 nm). In contrast, a recent research study
2019 used liquid chromatography coupled to photodiode-array detection (LC-PDA) to
detect nicotine and multiple nicotine-related alkaloids (Palazzolo et al., 2019). The average
nicotine concentration ranged from 18 to 25 mg/mL, and multiple nicotine-related alkaloids
were also detected using LC-PDA. The UV wavelengths of the PDA detector were set
between 230 nm and 300 nm to detect multiple nicotine-related alkaloids. In addition to
the HPLC-DA and PDA methods, a 3200 Q Trap (Applied Biosystems, Foster City, CA)
attached to an SCL HPLC system (Shimadzu, Columbia, MD) high-performance liquid
chromatography-tandem mass spectrometry (HPLC-MS-MS) system was used to confirm
and quantify nicotine in 27 e-liquids (Peace et al., 2016). HPLC methods have many
advantages, including high specificity, high separation of nicotine and other components,
and the availability of multiple detectors on the market. However, it is less likely to be
chosen as it is only available in well-known university laboratories.

LC-DA proved efficient for detecting nicotine concentration in various nicotine-labeled
and unlabeled e-liquid products (Davis et al., 2015). A single wavelength detector at 260
nm is normally utilized in nicotine analysis in e-liquids. On the other hand, nicotine was
detected in matrices of aerosols from e-cigarettes at a similar wavelength (259 nm) after
undergoing the electromembrane extraction (EME) process. In contrast, a recent research
study 2019 used liquid chromatography coupled to photodiode-array detection (LC-PDA)
to detect nicotine and multiple nicotine-related alkaloids (Palazzolo et al., 2019). The
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average concentration of nicotine was found in a range between 18 to 25 mg/mL. Nicotine
combined with multiple nicotine-related alkaloids was also detected using LC-PDA. The
UV wavelengths of the PDA detector were set between 230 nm and 300 nm to detect
multiple nicotine-related alkaloids.

Besides HPLC-DA and PDA method, a 3200 Q Trap (Applied Biosystems, Foster
City, CA) attached to an SCL HPLC system (Shimadzu, Columbia, MD) high-performance
liquid chromatography—tandem mass spectrometry (HPLC-MS-MS) system was used for
the confirmation and quantitation of nicotine in 27 e-liquids (Peace et al., 2016).

HPLC method has many advantages, including high specificity, high separation of
nicotine and other components, and availability of multiple detectors in the market, but
it is less likely to be chosen as it is only available in well-known university laboratories.

Nuclear Magnetic Resonance (NMR) Spectroscopy. NMR is one of the spectroscopy
methods used to identify nicotine and other compounds, including those not mentioned in
the formulation. In the absence of nicotine in the formulation, NMR was applied for the
analysis of e-liquids containing synthetic cannabinoids with different types of magnetic
strength: high field (HF) and low field (LF) (Wu et al., 2021). HF method is useful compared
to LF because the complexity of '"H NMR signals can be enhanced, and using '’F NMR
can confirm the presence of fluorine in cannabinoids.

The NMR method can also be implemented to observe e-liquid signals containing
nicotine. As seen in Figure 4, the aromatic proton signal of the e-liquids (for instance,
from nicotine and ethyl vanillin) can be observed at low field region between & 6 and 10
ppm, while the mid-field region contains signals associated with solvents such as glycerol,
propylene glycol, and ethylene glycol (Hahn et al., 2014). Despite distinctive H signals at the
low field region and using a 400 MHz spectrometer, 'H NMR is unsuitable for quantifying
nicotine because they showed strong overlap

signals with other matrix compounds at the 6.00E+007
middle to high field region.
__4.50E+007
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a typical e-cigarette liquid sample (Hahn et al., 2014)
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reagents. Before acquiring the IR spectra, e-liquid samples must be taken out of their
plastic containers, as the IR source cannot penetrate the sample in the plastic. In a large
study of e-liquid samples (n=68, containing both nicotine and non-nicotine samples), the
Infrared spectroscopy (IR) method was used to detect nicotine concentration, which was
acquired from Belgium. The study used a Nicolet iS10 FT-IR (ThermoFisher Scientific,
Waltham, USA) spectrometer equipped with a Smart iTR accessory and a deuterated
triglycine sulfate (DTGS) detector (Deconinck et al., 2016). As seen in Figure 5, Attenuated
Total Reflectance-Fourier Transform Infrared Spectroscopy (ATR-FTIR) and the Near
Infrared Spectroscopy (NIR) method were used to observe the difference between the
spectrum of the samples and the spectrum of pure nicotine (reference standard). However,
it was impossible to identify their spectral differences. Using a low-resolution (4 cm™)
spectrometer in this experiment hindered the vibrational assignment for several weak IR

- —Positive sample
""" Negative sample
" Nicotine

6.50E+02 8.50E+02 1.00E+03 1.25E+03 1.45E+03 1.65E+03 1.85E+03
(@

___Nicotine
_ —Positive sample
----Negative sample

4.00E+03 4.50E+03 5.00E+03 5.50E+03 6.00E+03 6.50E+03 7.00E+03
(b)

Figure 5. (a) ATR-IR spectra obtained for nicotine, a positive and a negative sample; and (b) NIR spectra
obtained for nicotine, a positive and negative (Deconinck et al., 2016).
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peaks below the spectral region of 1000 cm™'. However, many strong nicotine signals were
observed within the 2000-650 cm™! spectral region. With the use of NIR, only limited peaks
of nicotine were observed.

In addition to e-liquids, a study was conducted on a small-scale sample of the aerosol
phase of e-liquid using the FTIR method, which successfully provided an emission profile
of volatile organic compounds (VOCs). However, this method is unable to detect nicotine
as it only detects smaller molecules such as CO,, CO, methane, ethane, ethylene, methanol,
ethanol, and formaldehyde emitted from the e-cigarette device analyzed with FTIR (Ooi
et al., 2019). Traditionally, cigarette smoke has been studied using a high-resolution
spectrometer to detect stretching frequencies of a variety of gaseous components, including
hydrocarbons, nitrogen, and carbon oxides (Bacsik et al., 2007).

Raman Spectroscopy and Surface-
Enhanced Raman Spectroscopy (SERS). .
The Raman spectroscopy method can also NPR
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Figure 6. Raman spectra of the individual gum
presence of anabasine and cotinine. ingredients (Poulsen et al., 2022)
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Figure 7. SERS spectra (normalized) of nicotine (solid line), anabasine (dotted line) and cotinine (dashed
line) in aqueous solution (Mamian-Loépez & Poppi, 2013)

CONCLUSION

In recent years, analytical methods used in analyzing e-liquids can be categorized into
chromatographic and spectroscopic methods, commonly used in this field of study. Among
chromatographic methods, the GC-MS technique is the standard method for analyzing
volatile compounds in e-liquid samples, including PG, VG, and nicotine. Additionally,
HPLC is a well-known technique for identifying and quantifying all soluble compounds,
including PG, VG, and nicotine, in a short total analysis time. Several spectroscopic
methodologies, such as NMR, FTIR, and Raman analysis, are also available for
identification and quantification. However, based on the studied articles, chromatographic
methods are the primary option for analyzing nicotine in all e-liquid samples. Limited
studies have applied the ATR-FTIR method for identification and quantification, especially
in e-liquids found in e-cigarettes. This method has lower analytical performance compared
to chromatography methods in detecting nicotine. The modernization of spectrometer
design will likely involve the development of new complex statistical models.
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ABSTRACT

Concrete is the most widely used construction material in the world. It is now possible to
construct structures out of concrete because this durable compound that consists of water,
aggregate, and Portland cement not only gives us many scopes of design but also has a
very high compressive strength at a low cost. This paper deals with alternative materials
for the most common construction material, cement-based concrete and polymer concrete
(PC), containing waste tin fibres. The study covers the fabrication of polymer concrete
and the execution of three tests: compressive strength, flexural tensile, and splitting

tensile. Tests were conducted to determine

the mechanical properties of the PC, and
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performance. Specifically, the optimum
amount of waste tin as reinforcement in PC
was 0.16% for compressive and splitting
tensile strengths, while 0.20% was the
optimum fibre loading for the flexural tensile
strength. In this case, a positive outcome

© Universiti Putra Malaysia Press



Hosseinkhah Ashkan, Shuhairy Norhisham, Mohd Supian Abu Bakar, Agusril Syamsir, Mohammed Jalal Abdullah,
Muhammad Rizal Muhammad Asyraf, Maiyozi Chairi, Mutiara Yetrina, Jihan Melasari and Muhammad Farid

was found at a constant resin-to-filler ratio of 40:60 by volume and a matrix-to-aggregate
ratio of 1:1.35 by weight.

Keywords: Compressive strength, flexural tensile strength, polymer concrete, splitting tensile strength, waste tin

INTRODUCTION

Polymer concrete is a composite material of polymeric resins that serve as binder materials
for aggregates and micro fillers, resulting in a hardened composite when catalysts and
accelerators are added. A polymer resin must be used for concrete to be poured, trowelled,
and subsequently cured. The most common polymer resins used in concrete are polyester,
vinyl ester, and ordinary epoxy (Afroughsabet & Ozbakkaloglu, 2015; Ahmadi et al., 2021;
Martinez & Lopez et al., 2021; Muda, Kamal et al., 2016; Oyebisi et al., 2020; Supian et al.,
2016). The polymer material causes a chemical reaction that leads to hardening and curing.
Using different resins leads to different benefits, e.g., acrylic binders set very quickly and
thus lead to higher weathering resistance, while epoxies create a very strong material that
shrinks very little as it cures. It must be considered that the mixing of polymer concrete
should be done very precisely and very thoroughly (Al-Nini et al., 2020; Ismail et al.,
2022; Reddy & Santhosha, 2018; Yan et al., 2016; Zabihi et al., 2017). It cannot be mixed
beforehand and kept turning (to avoid curing like cement-based concrete). The chemical
reaction happens as soon as the mixture begins (Mohamad, 2014; Supian et al., 2018).

Research has shown that polymer concrete, compared to cement-based concrete,
is stronger, more durable, and has lower maintenance requirements (Afroughsabet &
Ozbakkaloglu, 2015; Kamal et al., 2019; Martinez-Lopez et al., 2021; Muda, Alam et al.,
2016; Parikh & Modhera, 2012; Reddy & Santhosha, 2018). Polymer concrete’s mechanical
strength can reach four to five times higher than cement-based concrete. Furthermore, it
has a high resistance against chemicals and corrosive agents, resistance to frost, good
abrasion, fast curing times, excellent durability, and water permeability (ACI 318-11,
2011). Therefore, polymer concrete is widely used in civil engineering applications, such
as underground pipes, trench lines, overlays of bridges, building and highway repairs, and
swimming pools (Ali & Ansari, 2013). Nevertheless, producing polymer concrete requires
attention during the casting process and to curing temperature, composition, and selecting
resins and additional particles carefully. Furthermore, because PC is about 5-10 times
more expensive than regular concrete, its use is now confined to constructions where the
increased cost justifies the improved performance.

Polymer concrete is composed of various aspects, including the type and amount of
resin and filler, curing process, curing temperature, humidity, and matrix-to-aggregate ratio
(Atigah et al., 2021; Esfahani et al., 2016; Frigione, 2013; Kumlutas et al., 2003; Mohamad
et al., 2022; Sakai et al., 2005; Sosoi et al., 2018; Vaggar et al., 2021). Various studies have
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shown that unsaturated polyester (UP) resin is a good mix of mechanical, electrical, and
chemical properties that enhance splitting tensile and flexural strength by a maximum of 30%
and a minimum of 20% compared to Portland cement concrete. It is also used as a cement
substitute in 20%, 25%, and 30% concentrations (Gao et al., 2019; Hashemi et al., 2018; Yeon
et al., 2020). Meanwhile, the studies by Bulut and Sahin (2017) and Hameed and Hamza
(2019) investigated the mechanical and physical properties of polymer concrete using waste
components and natural and river sand, revealing that increasing the amount of polymer resin
in the compressive strength test increased its strength. A mixture of 70% ceramic waste and
30% polyester resin gave a maximum strength of 132 MPa, while a mixture of 80% concrete
waste and 20% plastic resin gave a minimum strength of 28 MPa. The increasing polymer
resin also enhances the concrete’s splitting tensile strength and flexural strength.

Furthermore, the study by Sosoi et al. (2018) on the workability of both substitution
mixes of fresh concrete improved when the PET quantity was raised and decreased as
the sawdust amount was increased. Besides, the results showed that the chipped PET as
a replacement had a greater compressive strength value than sawdust blends, with 25-
50% sawdust and 50% and 75% chopped PET being the most common results. Polymer
concrete with waste substitution developed fractures gradually until they were destroyed.
Otherwise, the study by Niaki et al. (2018) has defined basalt fibre-reinforced polymer
concrete (BFRPC) and examined the effect of temperature on the mechanical properties
of a polymer concrete sample with 2% basalt fibre and one without basalt fibre, which
was subjected to compressive, three-point bending, and splitting tensile tests. Based on
the results, plain PC has a lower residual strength than basalt fibre polymer concrete at
elevated temperatures.

Besides, many studies have conducted various works on waste material as filler material
in PC (Hameed & Hamza, 2019; Sonebi et al., 2022), waste materials such as waste glass
(Ramadan et al., 2023; Saribiyik et al., 2013), electronic plastic waste (Bulut & Sahin,
2017) and PET bottle (Asdollah-Tabar et al., 2021), which is used as a reinforcement
material in polymer composites.

Hence, this research paper presents an innovative investigation of the mechanical
performance of polymer concrete using wasted tin fibres. The study intends to analyse the
impact of these common fibres on improving the mechanical properties of polymer concrete
by investigating their utilisation. Using scrap tin fibres in this context is a distinctive and
creative strategy that advances the growing areas of sustainable building materials and
waste utilisation. The results of this study will provide important information for potential
advances in composite materials, and sustainable engineering practises by providing insight
into the feasibility and possible advantages of incorporating scrap tin fibres into polymer
concrete. At the end of this research, potential applications and insights into waste tin
fibre-reinforced polymer concrete were highlighted and recommended.
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METHODOLOGY
Materials

Polymer concrete (PC) is a composite that uses liquid resins as a binder instead of the
traditional cement-hydrate binders found in ordinary concrete. Resin, hardener, fly ash,
aggregates, and scrap tin fibre are all used to make polymer concrete.

Resin and Hardener. An unsaturated polyester resin, Reversol P 9509, was combined
with PC samples to create a stiff and low-reactive composition. Unsaturated polyester
resin is less expensive and more commercially accessible than epoxy resin and has
superior mechanical and chemical properties. Meanwhile, the hardener, combined with
the resin, creates a chemical reaction that changes from a liquid to a solid state. Therefore,

it is also called a catalyst that causes the
Table 1

w C e . Polyester resin properties of Reversol P 9509
polymerisation.” As shown in Table 1, the  7,xchem, 2018)

transformation, referred to as “curing” or

chemical hardener used with polyester resin

. . Specifications of Reversol P 9509
is called Methyl Ethyl Ketone Peroxide

) Appearances Hazy, pinkish
(http://kawamia.com/files/Mepoxe_new.  Non-volatile, % 5659
pdf). The specifications and properties of  Viscosity @ 25°C, cps
the resin are shown in Table 1. - Brookfield, #3/60 450-600

- Brookfield. #3/6 900-1350
. . Thixotropic index 1.5-2.8
Fly Ash. Fly ash is a fine powder that is a oop .

) ) ) Gel time @ 25°C, mixture 18-23
by-product of burning pulverised coal in - 1% MEKP ~
electric power plants (Figure 1a). Mixing  Acid value, mgKOH/g 2934
fly ash with resin forms a compound similar ~_Solid resin
to Portland cement, which makes fly ash a R Ty?lcal properties .

. L. ecific gravit .
prime material in PC. Fly ash can be used pectiic gravily
Volumetric shrinkage, % 8

as a replacement for river sand and as a fine

1€
;.un.udummm: .

Figure 1. (a) Sample of fly ash; and (b) Sample of 5 mm aggregates
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aggregate material. There are two different classes of fly ash: class C and class F. This
study used class C fly ash, which generally has a high calcium ratio.

Aggregates. Coarse aggregates were sieved, and only aggregates with a size of 5 mm
were separated and used for the mixture (Figure 1b). This size of aggregates guarantees a
low void and an equal distribution of the aggregates while leaving enough space for the
waste in fibre. In order to achieve good bond strength between the polymer binder and the
aggregates, they should be free of dust and debris, clean, and dry.

Waste Tin Fibre. Aluminium cans were cut into 20 mm x 3 mm strips and twisted spirally
to reinforce and to produce a sustainable product. This size ensures the resin fully covers
the tin fibres while well distributed between the aggregate gaps (Figures 2a and 2b).

Figure 2. (a) Sample of cut waste tin fibre; and (b) Sample of twisted tin fibre

Mixture Composition

Based on previous research, mainly referred to by Ferdous et al. (2016), where the
effect of resin-to-filler ratio and matrix-to-aggregate ratio on mechanical and durability
properties was investigated, the optimum resin-to-filler ratio of 60:40 and the optimum
matrix-to-aggregate ratio of 1:1.35 were chosen for the preparation of polymer concrete.
These ratios ensure a uniform distribution of aggregates and are highly recommended to
balance mechanical performance and cost. This study used a volume ratio 60:40:135 for
resin/hardener, fly ash, and coarse aggregates. Additionally, to increase the mechanical
properties, waste tin fibre with percentages of 0%, 0.12%, 0.16%, and 0.2% was added to
the polymer concrete composite as reinforcement.

Basically, from the volume of the cylindrical and prismatic moulds, the density of the
materials, and the ratio given, the mass of each material for the different specimens was
calculated. The amount of hardener used depends on the mass of the resin. Finally, waste
tin fibre was calculated based on the percentage used and the mould volume. Table 2 shows
the calculation for each material used.

Pertanika J. Sci. & Technol. 32 (1): 143 - 159 (2024) 147



Hosseinkhah Ashkan, Shuhairy Norhisham, Mohd Supian Abu Bakar, Agusril Syamsir, Mohammed Jalal Abdullah,
Muhammad Rizal Muhammad Asyraf, Maiyozi Chairi, Mutiara Yetrina, Jihan Melasari and Muhammad Farid

Table 2
Total material amount for each sample
Mixes Tin F;E/l:; ratio Aggregate (kg/m*)  Resin (kg/m®) Filler (kg/m?) Wast:(gT/lr;flbre
SPO 0 2929 1095 2006 2700
SP12 0.12 2929 1095 2006 2700
SP16 0.16 2929 1095 2006 2700
SP20 0.2 2929 1095 2006 2700

Specimen Preparation

Thirty-six specimens were prepared and subjected to three tests To investigate the
mechanical properties of polymer concrete containing waste tin fibre: the compressive
strength test, the splitting tensile test, and the flexural tensile test. Twelve (12) cylindrical
samples with a diameter of 50 mm and a height of 100 mm were cast in PVC pipes (Figure
3). The flexural strength test requires 12 prismatic samples from 25 mm and 250 mm,
while the sieving of coarse aggregates with a maximum size of 5 mm was used to create
a mixture that guarantees a low void and an equal distribution of the aggregates while
leaving enough space for the waste gin fibre. Polymer concrete composite was cut into 3
mm % 20 mm stripes and added to the polymer concrete composite at different percentages
(0%, 0.12%, 0.16%, and 0.25%). A constant ratio of resin, aggregate, and fly ash was tested
three times, requiring 12 specimens for each test.

The composite mixing began with polyester resin with hardener at a resin-to-
hardener weight ratio of 100:32. The exact amount and weight of the materials for each
specimen were calculated (Table 2). The mixture was then poured over the aggregates
and mixed for three minutes until the
amount of waste tin fibre strips were
added and stirred for another minute until
a brownish, viscous, and homogeneous
mixture was observed. The aggregates
must be of good quality, free of dust and
other debris, and dry, and the materials
must be soaked in polymer.

The mixture was poured into the moulds
in two to three layers and was subjected to
vibration for two minutes after each layer.
The samples were demoulded 24 hours
later and cured at room temperature. Due
to the closure of the laboratory caused by

the pandemic in 2020 and because polymer  Figure 3. Example of cylindrical and prismatic mould
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concrete reached 90% of'its 28-day strength
in only seven days, the specimens were
tested after seven days of curing. Due to
the small specimens used in this study,
all mixing was done by hand. All steps
are previewed in Figure 4, which is the
production procedure for the specimens for
this study.

(b)

Figure 4. Fabrication process of PC specimens: (a) Mixing process — Resin and hardener; (b) Mixing process
— Resin mixture with fly ash and aggregates; and (¢) Demoulded cylindrical and prismatic specimens

Experimental Design

All tests were done in the laboratory at Universiti Tenaga Nasional with the specific
standards of compression strength, flexural tensile, and splitting tensile tests.

Compressive Strength Test. The
compressive strength test is the most
popular test performed on concrete, as it
gives a general idea of the characteristics
of concrete (Figure 5). Based on the test,
the use of the concrete can be determined.
The ASTM C39/C39M-01 (2001) was used
in this study. After a curing period of seven
days, the polymer concrete specimens were
tested by the compression testing machine.
The cylindrical specimens were placed
vertically in the appropriate locations in

the test machine. The specimens were
aligned centrally on the base plate of the Figure 5. Compressive strength test
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machine. The movable part of the machine touches the specimen’s top surface, and the
load is applied to the face perpendicular to the casting direction. A 0.4 N/mm?*/sec load
was applied gradually until the specimen failed. It must be secured to avoid the load from
being applied with shock. Three specimens for each ratio of waste tin fibre (a total of 12
specimens) were tested, and the maximum load of each implementation was recorded.
Meanwhile, the Fck (N/mm?) is the characteristic compressive strength of each grade of
concrete. The average of the maximum load of the specimens (N) divided by the area of
the specimen under load (mm?) will give this value in Equation 1.

Load
Cross — Section Area

(M

Compressive Strength =

Flexural Tensile Test. The flexural test was a method to evaluate concrete’s tensile strength
indirectly. Thereby, unreinforced concrete’s ability to withstand bending failure was tested.
The modulus of concrete rupture was the result gained through the flexural test. There
were two ways to conduct the flexural test: the three-point load test (ASTM C78/C78M-
18, 2016) or the centre point load test (ASTM C293/C293M-16, 2016). This study used
ASTM C78/C78M-18 since the laboratory provides the three-point load test.

Specimens should be tested immediately after being taken out of the curing condition
to prevent surface drying to avoid reducing flexural strength (Figure 6). The specimens
were placed on two circular rollers manufactured of steel, which will support the specimen
from the bottom left and bottom right sides. The length of the rollers was at least 10 mm
longer than the width of the specimen. One other roller provided the load from the top
side of the specimen. The specimen was placed in the machine correctly centred, with the
longitudinal axis of the specimen orthogonal to the rollers. Any gap greater than 0.1 mm
between the specimen and the rollers was eliminated. The load applied to the specimen
had a rate of 0.2 MPa/s as per ASTM C78/C78M-18 and should not be applied with shock.
The modulus of rupture was estimated using the following Equation 2:

3PL
Thd? (2)

MR =

where, MR: modulus of rupture, P: ultimate
applied load indicated by testing machine,
L: span length, b: average width of the
specimen, d: average depth of the specimen.

Splitting Tensile Test. Due to its brittle
nature, concrete is weak when it comes to

tensile force. When the tensile forces exceed  Figure 6. Flexural strength test
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the concrete’s tensile strength, it develops cracks. Therefore, it is necessary to determine
the load at which the concrete may crack. In order to achieve this information, the splitting
tensile test was implemented after the 7-day curing period. Diametrical lines were drawn
on the specimen’s two ends to ensure they were on the same axial plane (Figure 7). The
weight and dimension of the specimens

were recorded, and the compression testing
machine was set for the required range. The
specimen was placed between two plates.
The load will be applied continuously
without shock at a 0.4 N/mm?*/sec rate
from the upper plate until failure. The
maximum load was noted at the end. The
splitting tensile strength was calculated as
in Equation 3:

T = 2P/mLD (3)

where, P = Maximum load, L = Length, D  §
= Diameter Figure 7. Splitting tensile test

RESULTS AND DISCUSSION

Experiments were carried out for 7 days to determine the axial compressive, flexural
tensile, and splitting tensile strengths of the specimens of PC containing waste tin fibre
in ratios of 0%, 0.12%, 0.16%, and 0.20%. Three specimens for each test and each ratio
were produced. The experimental results were obtained through the testing machines and
calculated with the designated formula for each test.

Compressive Strength Test

Twelve cylinders with a diameter of 50 mm and a length of 100 mm, containing different
amounts of waste in fibre, were tested, and the results are in Table 3. The values of the
maximum load that differ by more than 25% were initially ignored when evaluating the
results (Table 4). Wrong results could be caused by possible errors occurring during the
mixing procedure or by not perfectly compacting the mixture due to the small specimen size.
From the other values, the average was calculated as the maximum load divided by the cross-
sectional area. The samples with a 0.20% waste tin fibre ratio show the lowest compressive
strength, 6.94 N/mm?, while the highest compressive strength observed is 10.85 N/mm? and
belongs to the samples with a 0.16% waste tin fibre ratio. Samples with 0.12% and 0% waste
tin fibre show a compressive strength of 10.64 and 7.73, respectively (Figure 8).
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The results show that the compressive strength of the PC in this study is low compared
to other studies. The reason for that is the use of different resins. This study used polyester
resin, unlike most studies that use epoxy resin. Epoxy resin is generally better than polyester
resin due to its higher strength and greater shelf life. Epoxy resin is also odourless and
non-flammable, which makes it safer. However, epoxy resin is more expensive and much
harder to obtain. If it is possible to overcome these issues, it is recommended to use epoxy
resin to produce PCs.

Table 3
Compressive test results for various sample ratios

Length  Diameter  Area  Elastic modulus  Stress (N/ Max. Load
No. Sample

(mm) (mm) (mm?) (MPa) mm?) (kN)
1 SPO 3.95 0.09 1.45
2 SPO 3.94 0.07 1.10
3 SPO 2.11 0.09 1.42
4 SP12 2.96 0.13 1.99
5 SP12 1.94 0.13 2.11
6 SP12 1.92 0.14 2.17

100 50 15708
7 SP16 - 0.03 0.51
8 SP16 2.25 0.12 1.93
9 SP16 2.61 0.15 2.33
10 SP20 2.82 0.08 1.30
11 SP20 2.19 0.10 1.60
12 SP20 227 0.08 1.19
Table 4

Compressive strength test result of various tin fibre percentage

Compressive test

Samples - X X
Tin fibre amount Force in N Average Force in N F/A (N/mm?)

1450

1 0% 1100 1435 7.73
1420
1990

2 0.12 % 2110 2090 10.64
2170
510

3 0.16 % 1930 2130 10.85
2330
1300

4 0.20 % 1600 1363 6.94
1190
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Figure 8. Compressive strength versus displacement of various sample ratios

Splitting Tensile Test

Table 5 shows the results of the splitting tensile test done on 12 cylindrical samples in the
same way as the compressive test. Furthermore, values differing by more than 25% are
not considered in the result evaluation. After analysing the results presented in Table 6, it
was found that the highest splitting tensile strength of 295 N/mm? was obtained from the
samples containing 0.16% of waste tin fibre, which also had the highest average maximum
load. In descending order, the splitting tensile strengths are 271 N/mm? (SP12), 257 N/mm?
(SP0), and 241 N/mm? for the samples with 0.2% of waste tin fibre (Figure 9).

Table 5
Splitting tensile test results for various sample ratios

Length  Diameter Area Elastic modulus Stress (N/ Max. Load
No Sample

(mm) (mm) (mm?) (MPa) mm?) (kN)
1 SPO 9.36 0.13 2.12
2 SPO 7.27 0.11 1.77
3 SPO 8.65 0.14 2.18
4 SP12 7.98 0.16 2.45
5 SP12 5.42 0.11 1.80
6 SP12 8.17 0.14 2.14

100 50 15708

7 SP16 8.51 0.15 2.32
8 SP16 - 0.06 0.98
9 SP16 5.73 0.09 1.41
10 SP20 8.58 0.07 1.17
11 SP20 5.30 0.12 1.89
12 SP20 7.07 0.18 2.82
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Table 6
Splitting tensile test results of various tin fibre percentage
Splitting tensile
Samples - - -
Tin fibre amount Force in N Average Force in N T=2P/n L D (N/mm?)
2120
1 0% 1770 2023 257
2180
2450
2 0.12% 1800 2130 271
2140
2320
3 0.16% 980 2320 295
1410
1170
4 0.2% 1890 1890 241
2820
3.000 !
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Figure 9. Splitting tensile strength versus displacement of various sample ratios

Compared to cement-based concrete, polymer concrete has a special characteristic:
higher bending ability. The bending of the PC before failure causes very high flexural
strength. This study shows that the flexural strength of PC is around two times higher than
its splitting tensile strength. Increasing the waste tin fibre to a specific amount ensures the
adherence between the resin and the tin fibres due to the resin filling the gaps in the desired
way. However, increasing the waste tin ratio more than the specific amount decreases
the adherence between the resins due to the even surface of aluminium, which leads to a
decrement in the mechanical properties (Ferdous et al., 2016; Mohammed, 2018).
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Flexural Tensile Test Results

For the flexural tensile test, 12 prismatic
specimens with 25 mm x 25 mm x 250
mm were tested. For each sample listed in
Table 7, the maximum load displayed on
the testing device’s panel was manually
recorded (Figure 10). As shown in Table
8, the average maximum flexural tensile
strength was determined from the test results
and the flawed values were removed.

Table 7
Flexural tensile test results for various sample ratios

Figure 10. Flexural tensile machine (Microdata
control flexure)

No. Sample Length (mm) Depth (mm) Width (mm) Max. Load (kN)
1 SPO 7.98
2 SPO 24.52
3 SPO 36.17
4 SP12 32.22
5 SP12 20.83
6 SP12 20.74
7 SP16 230 2 25 25.59
8 SP16 23.51
9 SP16 24.44
10 SP20 51.61
11 SP20 42.82
12 SP20 47.82

Table 8

Flexural tensile test results for various sample ratios

Flexural tensile test

Samples Tin fibre -
amount Force in N Average force in N O¢=3rL2bd (N/mm?)

7980

1 0% 24520 24520 588.48
36170
32220

2 0.12 % 20830 20785 498.84
20740
25590

3 0.16 % 23510 24510 588.24
24440
51610

4 0.20 % 42820 47416 1137.984
47820
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PC’s flexural and splitting tensile strengths are much higher than conventional Portland
cement concrete (1.5-7 MPa) because of the better bonding characteristics between the
matrix and aggregates. Also, using small aggregates (5 mm) leads to fewer voids in the
composite, so the composite is denser and gains higher mechanical properties. These results
are consistent with studies by Berrocal et al. (2018) and Pil et al. (2016).

CONCLUSION

This study demonstrates that employing waste tin fibre as reinforcement in PC enhances
its overall mechanical qualities. The effect of waste tin fibre on the mechanical properties
of concrete was determined; the ideal waste tin fibre ratio for mechanical performance is
0.16%, while the optimal ratio for flexural tensile strength is 0.20%. From the experimental
results, the compressive strength improved by 40% and the split tensile strength improved
by 15% when a 0.16% waste tin fibre ratio was employed instead of a 0% waste tin fibre
ratio. Meanwhile, a 20% waste tin fibre ratio in concrete resulted in a significant 93%
improvement in flexural tensile strength. As a result of the findings, it has been demonstrated
through the performance of polymer concrete, including waste tin fibres, that adding
polymer during the formation of polymer concrete improves the mechanical strength of
concrete by altering its properties. In addition, it has been demonstrated that polymers
have enhanced the mechanical characteristics of concrete, including increased compressive
strength, splitting tensile strength, and flexural strength, as well as good performance in
durability and the growth and decrease of landfill wastes.
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ABSTRACT

Coal-fired power plants (CFPPs) are Malaysia’s primary electricity source, but their emissions
adversely affect human health, organism growth, climate change, and the environment. The
carbon, hydrogen, and sulphur content of coal make it a viable option for electricity generation.
However, the by-products from leaching, volatilisation, melting, decomposition, oxidation,
hydration, and other chemical reactions significantly negatively impact the environment
and human health. This study aims to quantify the emissions from a coal-fired power plant,
investigate the interplay between different emissions, simulate the dispersion of emissions,
and assess their health impact through a health risk assessment. The results indicate that SO, is
the primary contributor to emissions and its impact on human health is a concern. The health
effects, both chronic and acute, are more pronounced in children than in adults. This study
combines real-time emissions data and simulations to assess emissions’ health impact, raising
awareness about the emissions from coal-fired power plants. Furthermore, the findings can
potentially enhance working conditions for employees and promote environmental health.
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share of electricity, accounting for approximately 64%, while gas and hydro technologies
contribute 32% and 4%, respectively (Ranjan et al., 2019). However, the utilisation of
fossil fuels in thermal power plants has significantly contributed to air pollution, with
primary pollutants such as carbon monoxide (CO), sulphur dioxide (SO,), carbon dioxide
(CO,), and nitrogen oxides (NO,) (Shekarchian et al., 2011). The adverse effects of these
pollutants, particularly CO, emissions from coal combustion, have been linked to climate
change and related phenomena, resulting in an increased risk of malaria and its associated
mortality (Gething et al., 2010).

It is essential to examine the emission levels and composition of various pollutants to
provide a comprehensive understanding of the environmental impact of CFPPs. According
to a study, CFPPs release significant quantities of carbon dioxide (CO,), with an annual
rate of 17,739 tonnes per thousand households (The IBR Asia Group Sdn. Bhd., 2019).
Moreover, it was found that CFPPs emit approximately 5.7 tonnes of NOy, 1.2 tonnes of
particulate matter (PM), and 5.9 metric tonnes of SO, per year (The IBR Asia Group Sdn.
Bhd., 2019). Additionally, CFPPs release trace amounts of heavy metals like cadmium,
arsenic, mercury, and lead (Pb) (The IBR Asia Group Sdn. Bhd., 2019). These emissions
contribute to the overall air pollution and environmental degradation of CFPPs. As
reported by the Malaysia Ministry of Natural Resources and Environment (2015), CO,
accounted for 73%, 76%, and 72% of all greenhouse gas emissions in 2000, 2005, and
2011, respectively, with methane (CH,) and nitrous oxide (N,O) also contributing to the
overall greenhouse gas emissions. Nitrous oxide in the atmosphere rose from 4% in 2000
to 5% in 2011 (Babatunde et al., 2018).

The release of these pollutants from CFPPs poses significant risks to human health and
other organisms, as highlighted by reports from the United Nations Environment Program
(UNEP). CFPPs are estimated to be responsible for approximately 1400 additional deaths
annually due to the lethal doses of air pollutants they produce (Yakubu, 2017). Furthermore,
the World Health Organization (WHO) has identified air pollution as a leading cause of
approximately 4.2 million premature deaths each year, associating it with various health
issues such as cardiovascular diseases, cancer, respiratory illnesses, and neurological
disorders. Therefore, this study is crucial for estimating the level of health risk in different
age and gender groups (Combes & Franchineau, 2019). CFPPs contribute to 23% of
Malaysia’s air pollution, making them the second-largest source after transportation (Zubir
et al., 2017). Considering these air pollutants’ physical and chemical characteristics, they
can spread over vast distances, posing significant risks to the environment and human
health (Zubir et al., 2017).

Coal combustion yields several harmful gases, including CO,, CO, SO,, sulphur
trioxide (SO;), nitrogen dioxide (NO,) and nitric oxide (NO), which have been associated
with various health issues (Badman & Jaffé, 1996; Kelsall et al., 1997; Munawer, 2018).
Even in residential settings, coal combustion for heating contributes to environmental and
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health problems. Recent studies have shown that coal’s chemical processing releases two
to four times more CO, compared to oil, resulting in adverse environmental effects such
as global warming and the greenhouse effect (Ren & Patel, 2009). The health problems
associated with these gases range from malaria and cardiovascular disease to asthma and
other respiratory ailments. Approximately 90% of all global CO, emissions in 2011 were
attributed to burning fossil fuels, emphasising the significance of addressing emissions
from coal combustion (Munawer, 2018).

In addition to CO,, coal combustion releases sulphur into the environment, leading to
air, water, and land pollution. Unregulated coal power plants release twice as much sulphur
oxides and particulate matter into the atmosphere annually compared to vehicles, trucks, and
factories. The resulting SO, and PM travel long distances from a power station and decompose
into sulphuric acid (H,SO,), a key component of acid rain. Besides, inhaling SO, can also
negatively impact human health. The inhalation of SO air pollution has been linked to
disrupted cardiac rhythms and an increased risk of heart attacks (Peters et al., 1999). Proximity
to power plants and high exposure to SO, have also been associated with respiratory issues
such as suffocation, wheezing, coughing, and decreased lung function (Munawer, 2018).

Moreover, NO, generated during coal combustion accumulates in the air and causes
cumulative damage to the environment and human health due to its corrosive nature and
strong oxidising properties (Levy et al., 1999). Exposure to high levels of NO, (>1500
mg/m?®) has been linked to decreased lung function, asthma attacks, and other respiratory
problems. The impact of NO, on individuals varies, with some being vulnerable even to
lower pollutant quantities (Munawer, 2018). Furthermore, coal burning releases millions
of tonnes of coal fly ash (CFA) and coal dust annually, which serve as precursors to PM
and pose severe health risks (Clancy et al., 2002; Miller & Sullivan, 2007). Air pollution,
particularly PM, has been associated with various developmental abnormalities, including
congenital malformations, adverse pregnancy outcomes, infant mortality, and genetic
anomalies. The detrimental effects of PM on human health include the development of
cancers, cardiovascular diseases, and reproductive abnormalities (Munawer, 2018).

According to Mahlia (2002), electricity power plants in Malaysia emit significant
amounts of pollutants into the atmosphere, with a considerable portion of the chemical
energy being converted into heat inefficiently. While previous studies have shed light on
the air emissions from CFPPs, the effects of these emissions on health, particularly in the
Johor region, remain understudied. Therefore, this study aims to evaluate the pollution
emissions and assess the associated health risks among populations residing near CFPPs
due to exposure to air pollutants. The findings of this research will contribute to a better
understanding of the health risks faced by different populations in proximity to CFPPs.
Not only that, but the research will also serve as a basis for raising awareness among the
public and policymakers about the dangers associated with CFPP pollutant emissions and
facilitate prompt responses to potential emergencies involving hazardous gas releases.
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MATERIALS AND METHODS
Data Collection

The lab equipment within the CFPP offered two sets of historical data: a quarterly year
interval historical data taken at four different sampling points from May 2016 to June 2019.
The second consists of 30 min intervals of historical data taken at the main stack of the
CFPP from January 1, 2016, to December 31, 2018.

Target Population

Multiple neighbourhoods can be found within 10 km of the CFPP site, as Google Earth
Pro 7.3 shows. Hazard quotient assessment threat locations were Kampung Sungai Boh
and Kampung Sungai Chengkeh for three main reasons: (1) the nearest population area
to the CFPP location, (2) the high-density population, and (3) prevailing wind direction.

Google Earth Pro 7.3’s ruler tools measure the distance with the camera pointed
directly north (Table 1). Meanwhile, the geography of Malaysia’s southwestern region is
viewed on a topographic map courtesy of Worldwide Elevation Finder/Topographic map/
Altitude map (Figure 1).

Table 1
Location coordinates and distance from the CFPP (source: Google Earth Pro 7.3)
Location Coordinates Distance (km)
Coal Fired Power Plant (Emission source) 1°19'58.97"N, 103°32'9.61"E -
AA4 sampling point in Kg. Chokoh Besar 1°18'58.30"N, 103°30'9.70"E 4.19
Kampung Sungai Boh 1°20'38.81"N, 103°30'54.16"E 2.63
Kampung Sungai Chengkeh 1°20'39.25"N, 103°31'13.72"E 2.10

i ] i » o
i o Vs » Leafiet | Map data & imagery ® OpenSirssildap ofl

Figure 1. Topography map of southern-western Johor (source: Worldwide Elevation Finder/ Topographic map)
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Sampling and Analysing Methods

The CFPP follows the guidelines established by the Joint Standards Australia/New Zealand
Standards Committee EV-007, which include the adoption of the Australian/New Zealand
Standard (AS/NZS 3580.9.6:2003 and AS/NZS 3580.9.14:2013) for PM sampling and
analysis (Standard Australia Committee and Standard New Zealand Committee, 2015). ISC
Method (Inter-Society Committee Methods of Air Sampling and Analysis) is utilised for
SO, and NO, analysis and sampling (Table 2). Sampling and testing for CO concentrations
have been done using a technique different from the United States Environmental Protection
Agency (USEPA) Method 10. Table 2 provides a summary of the sampling and analysis
techniques that were employed.

Table 2
Sampling and analysing methods
Type of gases Sampling and analysing methods used
Particulate matter (PM,) AS/NZS 3580.9.6:2003
Particulate matter (PM, ) AS/NZS 3580.9.14:2013
Sulphur dioxide (SO,) ISC Method 704
Nitrogen dioxide (NO,) ISC Method 408
Carbon monoxide (CO) USEPA Method 10

Real Time-based Emissions and Regression

In this study, the emissions were recorded over three years with a 1 min interval between
each entry. These results were collected and recorded, and the overall emissions were
extracted. Moreover, linear regression was used to determine how some emissions impact
each other.

Atmospheric Dispersion Model Simulation

The dispersion model is simulated using a free copy of ALOHA, version 5.4.7, downloaded
from the EPA’s website. The Gaussian Plume dispersion model in ALOHA software
solidified the author’s decision to utilise it. ALOHA dispersion models have previously
been widely used in the field of consequence emissions (Khalid et al., 2019; Malik et al.,
2021, 2023).

Health Risk Assessment

After determining the population’s exposure to individual air contaminants using air quality
modelling, the next step was using air pollution health risk assessment (AP-HRA). Since
non-carcinogenic gases are more abundant than carcinogenic gases, Hazard Quotient
(HQ) is evaluated here. Acute and chronic AP-HRA estimates have been calculated for
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four groups, male adult, female adult, male child, and female child, to differentiate non-
chemical variables, including respiration and body weight (Das et al., 2018).

_ CaxIRXET XEF XED

ADD = BW x AT [1]
20m3/day
1o _ ADD
Q= RFD [3]

Equations 1, 2 and 3 are the formulas used to calculate HQ. For non-cancer assessment,
the average time equals the Exposure duration (ED), converted into days (Das et al., 2018).
Reference concentration (RfC) values used for health risk assessment are shown in Table
3, adapted from Kenessary et al. (2019). Maximum single concentrations of the pollutants
are used for calculating HQ acute exposure (Hurt et al., 2001).

Table 3
Reference concentration
Adult (59 years old) Children (11 years old)
Parameter
Male Female Male Female
Body weight, BW (kg) 68 60 32.6 32
Inhalation rate (m*/h) 0.63 0.47 0.58 0.54
Exposure duration, ED (year) 59 11
Exposure time, ET (h/day) 24
Exposure frequency, EF (day/year) 350

Non-chemical factor values used in this study are summarised as displayed in Table
3. Adult Body weight (BW) is adapted based on the mean weight of Malaysia’s South
socio-demographic (Azmi et al., 2009). Meanwhile, children’s BW is assumed based on
the BW status of urban Malay primary school children (Yang et al., 2017). Inhalation
rate (IR) parameters for children and adults are assumed from existing default values and
recommendations for the European population’s exposure assessment (Hoglund et al.,
2012). These default values are used because of the comprehensiveness of the respective
age group and gender of the studied group. Also, the IR values for the respective studied
groups are not stated in the guidelines by the Department of Environment (DoE) Malaysia
(Hashim & Hashim, 2010). Values of Hazard Index (HI) less than 1 are equivalent to HQ,
indicating that exposure is unlikely to cause negative consequences. This Equation 4 is
used to determine HI values:

HI = Z HQ, [4]
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RESULTS AND DISCUSSION
Overall Emissions from 2016 to 2018

The data presented in Figure 2 indicates that the total emissions production during the period
from 2016 to 2018 amounted to approximately 242 million mg/Nm? of SO,, 126 million
mg/Nm? of NO,, and 91 million mg/Nm? of CO. These emission levels are substantial for
a single CFPP and a relatively small developing country like Malaysia. It is noteworthy
that the emissions exhibited a fluctuating trend over the studied period. Specifically, there
was a decrease in emissions in 2017, but they subsequently increased again in 2018. This
variation in emission levels suggests the presence of certain factors or events that influenced
the emissions output during those specific years.

Sum of Dust (mg/Nm?), Sum of SO,, Sum of CO and Sum of NO, by Year
®Sum of Dust (mg/Nm?®) ®Sum of SO, ®Sum of CO ®Sum of NO,

2016 2017
Year

Figure 2. Evolution of emission levels in the period of 2016 to 2018

Effect of Other Emissions on SO,

The findings from Figure 2 highlight that the period from 2016 to 2018 witnessed
substantial emissions production from the CFPP, with SO, exhibiting the highest recorded
emissions during this timeframe. A linear regression analysis was performed to gain a
deeper understanding of the relationship between SO, emissions and other pollutants.
The predictors used in the model were NO,, CO, and dust. The regression analysis results
revealed significant associations between these pollutants and SO, emissions. Specifically,
NO, emerged as a significant positive predictor, with a coefficient (B) of 0.534, a p-value
0f 0.000, and an odds ratio (OR) of 1.707. It indicates that an increase in NO, emissions
is linked to a corresponding increase in SO, emissions.
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On the other hand, CO and dust were identified as significant negative predictors of
SO, emissions. The regression analysis showed that CO had a B value of -0.035, a p-value
of 0.000, and an OR of 0.694, implying that higher CO emissions were associated with
lower SO, emissions. Similarly, dust exhibited a B value of -0.017, a p-value of 0.000, and
an OR of 0.983, indicating that increased dust emissions were correlated with decreased
SO, emissions.

As presented in Table 4, these findings underscore the interplay between different
pollutant emissions and their impact on SO, emissions from the CFPP. The positive
relationship between NO, and SO, emissions suggests a potential co-occurrence or shared
sources of these pollutants within the power plant. Conversely, the negative associations
between CO and dust emissions with SO, emissions might indicate competing mechanisms
or the effectiveness of emission control measures targeting these pollutants.

Table 4
Effect of other emissions on SO,

95% Interval for Exp(B)

Parameter B Sig. Exp(B)

Lower Upper
(Intercept) 4.935E-14 1.000 1.000 0.999 1.001
NO, 0.534 0.000 1.707 1.705 1.709
CcO -0.035 0.000 0.965 0.964 0.967
Dust -0.017 0.000 0.983 0.982 0.984
(Scale) 0.713°

Comparison of Modelled Ground Level Concentration with Historical Data

This comparison aims to validate the simulation output’s reliability and accuracy by
benchmarking with the measured concentration. It is essential to validate the simulated
output as atmospheric dispersion is a stochastic phenomenon. The simulation model is
likely to have deviated from the measured concentration due to either a single factor or a
combination of the model configuration, atmospheric chemistry and unpredictable human
behaviour (Rao, 2005). Therefore, by analysing the simulated with the historical data, the
source of errors can be pointed out, and corrective actions can be taken to improve the
mathematical model.

The quarter-year interval historical data used for this study are an average of 24 hours of
continuous data taken from February 20, 2018, to February 21, 2018, at 3 p.m. The data were
taken at the AA4 sampling point in Kg. Chokoh Besar. The comparison between historical
data and simulated data is summarised in Table 5, which shows the simulated concentrations
of SO,, NO,, and CO are within the range of the historical data where the concentration of
SO, is less than 30, while the concentration for both NO, and CO is less than 10. However,
PM10 has a 63.67 square root mean error between the calculated and observed values.

168 Pertanika J. Sci. & Technol. 32 (1): 161 - 184 (2024)



Health Risk Assessment of Pollutant Emissions

One of the main factors contributing to this error is the meteorological data (Rao,
2005) because the meteorological data are obtained from Senai Station, where the distance
between observation sites with the CFPP is about 30 km, and the reference height is 37.8
m. The second factor contributing to the high concentration reading is the location of the
CFPP surrounded by other potential pollutant sources such as another power plant and
port activities (Pelabuhan Tanjung Pelepas). Nevertheless, the simulated data are valid to
be studied as possible adverse impacts on residents due to the pollutants emitted by the

respective CFPP.

Table 5

Comparison between simulated concentrations and historical data concentration

Gases Simulated data (pug/m?®) Historical data (png/m?)

Sulphur dioxide (SO,) 8.71 <30
Nitrogen dioxide (NO,) 2.37 <10
Carbon monoxide (CO) 2.05 <10
Particulate matter (PM,,) 0.33 64

Threat Zones for Worst-case Scenario by Using ALOHA Modelling

A graphical representation of the results is generated using ALOHA for SO,, NO, and CO
emissions. The modelled cases are then represented in Google Earth software to obtain
an overview of the affected zone. Figure 3 shows that the concentration of SO, dispersion
does not exceed Acute Exposure Guideline Levels-3 (AEGL) and AEGL-2, where the
threshold is 78.6 mg/m? and 1.965 mg/m?, respectively. However, the concentration of SO,
emission does exceed AEGL-1, where the concentration threshold is 0.524 mg/m? for 60
min. A toxic zone whose concentration exceeds AEGL-1 reaches almost 3.5 linear km in
the same wind direction and source point. SO, AEGL-1 value is based on the No Observed
Effect Level (NOEL) for bronchoconstriction in exercising asthmatics. It means that the
affected population may have a disabling effect from SO, exposure and only experience
discomfort, irritation and certain asymptomatic (National Center for Biotechnology
Information (NCBI), 2010).

In addition, the yellow line outside the threat zones in the Google Earth image is a
wind direction confidence line. Wind direction confidence lines represent the range of
uncertainty in the wind direction as wind rarely blows constantly from any one direction.
In this simulated case, the wind direction confidence line is big due to the high potential
of wind direction changes affected by low wind speed (EPA, 1999). The simulated case is
also set at noon, where the stability class is B, which is moderately unstable.

Except for SO, toxic threat zones, other gas pollutants such as NO, and CO simulated
outcomes show that the pollutant concentration does not exceed levels of concern (i.e.,
AEGL). SO, gas pollutant emission rate is the highest compared to other gases. Gaussian
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Figure 3. Toxic threat zone for the worst-case scenario of SO, emission

Plume Equation shows that the pollutant emission rate is directly proportional to the mean
concentration of the diffusing substance at a point. Therefore, the higher the pollutant
emission, the higher the ground level concentration and potentially exceed the levels of
concern (LOC).

Furthermore, one of the factors for low gas concentration simulation outcomes is the
stack height. In this study, the stack height is 200 m. According to Stack Height Vermont
(2020), tall or adequate stack height is required to minimise the ground-level concentration
of air pollutants. Hence, to obtain the ground-level concentration values for other gases,
ALOHA’s LOC is set to user-defined as below:

(1) LOC-1 (yellow zone) = 0.001 mg/m?

(2) LOC-2 (orange zone) = 0.01 mg/m’

(3) LOC-3 (red zone) = 0.1 mg/m?

Figure 3 presents the results of the simulated NO, emissions. However, it is important
to note a limitation of the ALOHA model, which does not make predictions for distances
beyond 10 km from the release point (EPA, 1999). Therefore, the threat zone depicted in
Figure 3 is truncated at the 10-km limit. Upon examination of Figure 4, it is evident that
a zone exceeding LOC-3 extends up to approximately 5.3 km in the same wind direction
and from the same source point. It indicates a higher level of concern within this zone.
Moreover, it is worth mentioning that a zone surpassing both LOC-2 and LOC-1 extends
beyond the 10-km mark. The simulation results also show that both threat points (Kampung
Sungai Chengkeh and Kampung Sungai Boh) are in the LOC-3 threat zone.

Moving on to the simulation results for CO emission, as illustrated in Figure 5, it can
be observed that the dispersion of CO emissions is slightly larger compared to NO,. It is
evident in the threat zone, which extends beyond the LOC-3 threshold by approximately
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Figure 5. Threat zone for worst-case scenario of CO emission

1.8 km in the same wind direction and source point as NO,. Similar to the NO, dispersion
modelling, the threat zones for LOC-2 and LOC-1 extend beyond the 10-km mark from
the source point.

Threat Zones for Best-case Scenario by Using ALOHA Modelling

In the best-case scenario, assessing the ground-level concentration of pollutants is essential.
The ALOHA model’s Level of Concern (LOC) parameter is set to user-defined values to
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determine the ground-level concentration values. In this study, the following values were
used for the LOC:

(1) LOC-1 (yellow zone) = 1E-12 mg/m?

(2) LOC-2 (orange zone) = 1E-10 mg/m?

(3) LOC-3 (red zone) = 1E-8 mg/m?

Figure 6 depicts the threat zones simulated for the best-case scenario of SO, emissions.
The results illustrate that Kampung Sungai Chengkeh falls within the threat zone LOC-1,
indicating a relatively lower level of concern. On the other hand, Kampung Sungai Boh is
observed to be within the threat zone LOC-2, indicating a slightly higher level of concern.
Furthermore, it is worth noting that Kampung Sungai Boh is located closer to the downwind
direction, which may affect the dispersion and concentration of SO,.

The best-case scenario for NO, emissions is illustrated in Figure 7, allowing the
examination of the threat zones resulting from this emission. Upon closer inspection of
Figure 7, it becomes apparent that Kampung Sungai Chengkeh does not fall within any
identified threat zones. It suggests the concern for NO, emissions in Kampung Sungai
Chengkeh is relatively low. In contrast, Kampung Sungai Boh is within a threat zone that
exceeds LOC-1, indicating a deeper concern for this area.

Figure 8 depicts the threat zones simulated for the best-case scenario of CO emissions.
A similar result with the SO, emission threat zones was obtained. Once again, Kampung
Sungai Chengkeh is located within the threat zone designated as LOC-1. It implies a
relatively lower concern for CO emissions in Kampung Sungai Chengkeh. Conversely,
Kampung Sungai Boh is observed to be within the threat zone corresponding to LOC-2,
indicating a moderately higher level of concern for this area in terms of CO emissions.

KampungiSungai Bohl I\jKampung Sung Ct

& doier

GoogleEarth

e al

Figure 6. Toxic threat zone for the best-case scenario of SO, emission
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Health Risk Assessment

Hazard Quotient (HQ) for Acute and Chronic Health Effects of Worst-case Scenario.
Figure 9 displays the estimated HQ values for acute health effects at Kampung Sungai Boh,
while Figure 10 presents the HQ values for chronic health effects. Similarly, Figure 11
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illustrates the estimated HQ values for acute health effects at Kampung Sungai Chengkeh,
and Figure 12 showcases the HQ values for chronic health effects. It is important to note
that when HQ values are less than 1, the likelihood of adverse health effects is considered
low. Conversely, increased HQ indicates a higher probability of developing potential
health risks. Furthermore, it is crucial to highlight that if HQ values exceed 10, the risk of
chronic health effects is considered high (Chalvatzaki et al., 2019). Analysing the results
for Kampung Sungai Boh (Figures 9 and 10), HQ values for adults and children exposed
to SO, and NO, were observed to be above 1, suggesting a higher probability of potential
health risks associated with these pollutants. On the other hand, HQ values for CO and
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Figure 9. Worst-case scenario of acute HQ for different studied groups in Kampung Sungai Boh
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Figure 10. Worst-case scenario of chronic HQ for different studied groups in Kampung Sungai Boh
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PM10 exposure in adults and children are below 1, indicating a relatively lower likelihood
of adverse health effects from exposure to these gases.

Similar patterns emerge in the results for Kampung Sungai Chengkeh (Figures 11 and
12), where HQ values for NO, and SO, exposure exceed 1 for adults and children, while
HQ values for CO and PM10 exposure remain below 1 for both acute and chronic health
effects. Notably, HQ values for all age groups exposed to SO, in both villages and NO,
exposure for children in both villages exceed 10, indicating a high chronic health risk.

Regarding the comparison across age groups, male children are at a higher risk than
female children, similar to adults, where males are at a higher risk than females. These
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Figure 11. Worst-case scenario of acute HQ for different receptor groups in Kampung Sungai Chengkeh
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Figure 12. Worst-case scenario of chronic HQ for different receptor groups in Kampung Sungai Chengkeh
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results can be attributed to the higher inhalation rate in males compared to females, resulting
in a higher susceptibility to health risks from air pollution exposure. The findings illustrated
in the four diagrams highlight that both short-term and long-term exposure to SO, pose
the highest threat for both adults and children. It can be attributed to the high ground-
level concentration of SO, and the low Reference Concentration (RfC) values associated
with SO,. Consequently, the HQ values for SO, are significantly higher compared to the
other gases. Conversely, the RfC values of CO for both acute and chronic exposures are
relatively higher compared to the other three gases. As a result, the HQ values due to CO
exposure are the lowest among the gases studied. These results suggest that neither adults
nor children face a potential health risk when exposed solely to CO and PM10.

Compared to a study conducted in an urban-industrial area in South Africa, where
the pollutants originated from a CFPP, metallurgical industries, and a manganese smelter,
the acute HQ findings from our study show notable differences. Morakinyo et al. (2017)
reported acute HQ values for SO, exposure of 0.1 for children and 0.07 for adults.
Additionally, for acute HQ values of PM10 exposure, they reported 0.11 for children
and 0.03 for adults. These results indicate that the acute HQ values from our study are
considerably lower when compared to the study conducted in South Africa.

However, contrasting findings are observed for chronic HQ exposures, as the chronic
HQ values from this study are substantially higher than those reported in the South African
study. For instance, this study found a chronic HQ 449 for SO, exposure in children and 682
for adults. Furthermore, for chronic HQ values of PM10 exposure, this study reported 362
for children and 281 for adults. These significant differences can be attributed to various
factors, such as the differing conditions of pollutant emission sources and the utilisation of
different RfC values in the South African study. It is crucial to acknowledge that the South
African study encompassed multiple pollutant sources, which may have contributed to the
variations in the findings. Furthermore, using different RfC values, representing the safe
exposure limits for chronic effects could also account for the differences in the chronic
HQ values between the two studies.

Hazard Quotient (HQ) for Acute and Chronic Health Effects of Best-case Scenario.
In the analysis of the best-case scenario, the assessment of acute and chronic health effects
involved using specific values tabulated in Figures 13, 14, 15 and 16, which provide
essential data for calculating the HQ for the mentioned effects. Upon careful examination
of Figures 13, 14, 15 and 16, it becomes apparent that all the HQ values obtained are
relatively low, suggesting that the potential health risks associated with the best-case
scenario can be considered negligible. Interestingly, although the inhaled Average Daily
Doses (ADDs) of CO are higher than those of ADDs of SO,, the acute and chronic HQs for
SO, are significantly higher for both villages. This discrepancy arises from the fact that the
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RfC values for SO, are 90% lower than the RfC values for CO. It is worth noting that the
HQ values are inversely proportional to the RfC values. Therefore, the lower RfC values
for SO, result in higher HQ values, indicating a potentially greater health risk associated
with exposure to SO, in comparison to CO, despite the higher inhaled ADDs of CO in the
best-case scenario.
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Figure 13. Best-case scenario of acute HQ for different studied groups in Kampung Sungai Boh
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Figure 14. Best-case scenario of chronic HQ for different studied groups in Kampung Sungai Boh
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Figure 15. Best-case scenario of acute HQ for different studied groups in Kampung Sungai Chengkeh
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Figure 16. Best-case scenario of chronic HQ for different studied groups in Kampung Sungai Chengkeh

Hazard Index (HI) for Acute and Chronic Health Effects. Hazard Indexes (HI) were
calculated using the previously determined HQ values to estimate the potential health
risks associated with air pollutants. These HI represent the deposited dose resulting from
the studied groups’ exposure to the air pollutants. Figure 17 compares the acute exposure
HI for different groups in Kampung Sungai Boh and the population residing in Kampung
Sungai Chengkeh. On the other hand, Figure 18 displays the estimated HI for chronic
exposure for all studied groups in both villages.

178 Pertanika J. Sci. & Technol. 32 (1): 161 - 184 (2024)



Health Risk Assessment of Pollutant Emissions

7.000
6.000
_ 5.000
T
£  4.000
3
< 3.000
2.000
1.000
0.000 Adult male Adult female Male child Female child
®m Kampung Sungai Boh 3.105 2.616 5.966 5.644
= Kampung Sungai Chengkeh 3.432 2.891 6.593 6.237

Figure 17. Comparison of acute exposure HI in Kampung Sungai Boh with Kampung Sungai Chengkeh
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Figure 18. Comparison of chronic exposure HI in Kampung Sungai Boh with Kampung Sungai Chengkeh

According to the HQ recorded, it can be observed that SO,, NO,, PM10 and CO
accounted for approximately 45%, 39%, 13%, and 3%, respectively, of the HI values
for adult males, adult females, male children, and female children in both threat areas.
Regarding chronic exposure HI, the HQ values for SO, accounted for more than 50% of
the total, followed by NO, (30%), CO (0.65%), and PM10 (1%) for all studied groups.
It was found that the values estimated for Kampung Sungai Chengkeh were 9.5% higher
than those calculated for Kampung Sungai Boh when comparing the acute HI values.
Similarly, for chronic health effects, the HI at Kampung Sungai Chengkeh were 9.8%
higher than those at Kampung Sungai Boh for all studied groups. This observation aligns
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with the consistency of ground-level concentration data, as indicated in Figure 18, where
Kampung Sungai Chengkeh exhibited approximately 10% higher estimated concentration
values compared to Kampung Sungai Boh.

Based on the recorded findings, it is concerning that the estimated HI values for
all studied groups are significantly above one, indicating a likelihood of adverse health
effects. The SO,, NO,, and CO exposures are particularly concerning as they target the
cardiovascular and respiratory systems, suggesting a high risk of cardiovascular and
respiratory diseases for all individuals residing in Kampung Sungai Boh and Kampung
Sungai Chengkeh.

However, it should be noted that the HI values for the best-case scenario are not
included in this document due to their significantly low levels. The range of acute HI
for both villages varies from 4.54E-11 (for an adult female residing in Kampung Sungai
Chengkeh) to 6.84E-09 (for a male child residing in Kampung Sungai Boh). Similarly,
for chronic HI values, adult females in Kampung Sungai Chengkeh have the lowest value
of 3.81E-10, while male children in Kampung Sungai Boh have the highest value of
5.74E-08. These findings are influenced by the ADD values discussed in Figure 18, where
male children residing in Kampung Sungai Boh have the highest values, while women in
Kampung Sungai Chengkeh have the lowest.

CONCLUSION AND RECOMMENDATIONS

Reducing people’s exposure to air pollution outdoors would significantly reduce mortality
rates (Robert & Kevin, 2022). The uncontrolled release of SO, from SO, has the same
deadly effects on plants and animals as acid rain and causes various illnesses in humans,
such as irregular heartbeat, skin cancer, asthma, cough, headache, and throat and nose
irritations. Another vital pollutant from coal power plants that generate electricity is NO,,
which leads to fatal hypoxia in the respiratory system (Munawer, 2018). Most countries’
greenhouse gas emissions come from power plants.

There is an immediate need for government action to reduce these emissions. Miller
and Sullivan (2007) suggest that utilities, society, and the environment would benefit
significantly from transitioning from energy generation based on fossil fuels to renewable
fuels like hydropower. For example, the government may implement emissions tax to
fund the construction of renewable energy power plants or the reforestation of Malaysian
rain forests. The findings of this study have provided a solid foundation for building
a programme to reduce emissions in Malaysia and conduct a cost-benefit analysis of
switching to renewable energy sources for power generation. Furthermore, the impacts
of pollution and particle matter can be reduced through individual interventions such as
using face masks and air purifiers, regular physical activity, and a nutritious diet (Combes
& Franchineau, 2019).
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Regulations for health and the environment (protocols) should be defined globally
to address these issues and encourage the widespread use of coal for power generation.
Developing sound health and environmental safety protocols and providing adequate
health and safety education will go a long way toward mitigating the effects on both the
private and public sectors (Munawer, 2018). In addition, improved inhalation models are
required to comprehend the impact of particle size and chemistry of various minerals on
lung deposition and health impacts. Learning as much as possible about the health risks
and exposure to PM from mining operations is essential to create estimating equations
and a model with varying heights from the source. The outcomes can improve working
conditions and environmental health (Patra et al., 2016).

This research demonstrates how prolonged exposure to air pollution causes health
problems across all socioeconomic strata. This research backs up prior findings and suggests
that the extent of the health effects may be more than previously thought. The findings
suggest that reducing people’s chronic exposure to fine particle pollution is necessary.
Given that we only have data from a single CFPP and the authors used the participants’
primary ZIP codes to determine their exposure levels, our estimation still has room for error.
Despite the authors’ best efforts to eliminate any potentially biased sensors, the degree to
which ambient pollution monitors reflect the exposures of the subjects is imperfect. This
research lacked information that would have allowed them to evaluate changes in exposure
based on factors such as the possibility that some participants may have relocated and the
subjects’ activity and location, such as the amount of time they spent in traffic and indoors.
Though they play a role in measurement and misclassification errors, they are unlikely to
have introduced a bias that would account for the study’s results.
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ABSTRACT

Sustainable urban ecosystems require healthy green spaces that provide ecological services
to meet social and environmental needs. This study evaluates the proportion of green areas
in the urban campus and assesses the effects of pavement on the health of Samanea saman.
The MAPIR Normalised Difference Vegetation Index (NDVI) camera mounted on a drone
captured a proportion of green areas of approximately 27.80%, which is roughly a quarter
of the total study sites. However, the significance of green areas depends on the health of
the trees. Therefore, the pavement effects on the health status of trees in green areas were
studied using Visual Tree Assessment (VTA) and aerial image analysis using the MAPIR
(NDVI) camera on a drone. Although both methods evaluate health status, the final outputs
differed. VTA produced categorical outputs, which assigned trees into health categories
based on a visual assessment of factors. In contrast, NDVI produced linear outputs, which
provided a numerical value to demonstrate tree health. Both methods indicate that trees
in non-paved areas are healthier, particularly for the excellent trees identified by the VTA,
which suggests that pavement negatively impacts tree health. However, the effects of
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INTRODUCTION

Universiti Sains Malaysia (USM) is an urban space incorporating green areas and infrastructure
as part of the landscape. USM green areas are predominantly surrounded by mature trees
characterised by various trees such as Samanea saman, Andira inermis, and Millettia
pinnata, including Peltophorum petrocarpum and Pterocarpus indicus. Considering that the
ornamental trees in USM were planted, typically at the ages of 1 to 3, and the institution was
established in 1969, the ornamental trees planted in the area may range from 54 to 60 years
old. This age may be considered old for some species, depending on various factors such as
their general lifespan, environmental conditions, basic needs, and other factors. Additionally,
it is worth noting that naturally occurring trees that have been preserved may be older.

The potential problem that arises from the tree is inevitable, especially during storms.
For example, according to Hauer and Peterson (2016) and Vogt et al. (2015), trees can
cause damage to grey infrastructure, and managing tree-infrastructure conflicts is a
significant concern of arboriculture practitioners. Tree problems generally include conflicts
with infrastructure, potential impacts on human health and safety, and cultural, aesthetic,
and social concerns. Moreover, these problems are compounded by environmental and
energy-related challenges, resulting in a complex set of problems (Rotherham, 2020; Vaz
et al., 2017). Research on tree risk management is essential to evaluate and reduce these
disadvantages (Klein et al., 2019). When trunks and tree limbs fall on people, vehicles,
and structures, big trees cause fatalities and injuries (Schmidlin, 2009). On the other hand,
in Toronto, Canada, residents express storm-related safety worries, although deaths are
uncommon (Conway & Yip, 2016).

Samanea saman, P. pterocarpum, Cinnamomum iners, Ficus benjamina, and other
trees have been recorded as Malaysian cities’ most prevalent ornamental trees (Hasan et
al., 2018). S. saman, commonly called Rain Tree, is not native to Malaysia, but this species’
existence is not harmful to native species. On the contrary, this species provides beneficial
effects for urban ecosystems. This vast tree provides shade with its wide canopy. Matured
S. saman 1is usually large, with a dome-like crown. However, this tree species tended to
cause problems such as split branches and exposed roots that cause cracks in the pavement
or, even worse, exacerbate the buildings’ foundation. Concerns were raised due to the age
and large tree size. In Malaysia, trees with a large diameter at breast height (DBH) are often
considered large (Seng et al., 2004). Therefore, health monitoring of the affected trees is
required. Despite being a time-consuming and demanding process, Visual Tree Assessment
(VTA) remains a reliable traditional method for determining the health status of trees.

VTA takes into account numerous parameters. For example, tree characteristics which are
the shape and density of the crown structure, the colour, texture, and density of the foliage, the
texture and density of the bark, the presence of visible wounds, decay, or cavities in the trunk,
the presence of any visible roots, the size, structure, and signs of root damage. Furthermore,
other parameters are structural defects such as in the tree, such as cracks, split or leaning, and
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site conditions. In addition, pest and disease status is one parameter that impacts overall health.
Considering all the above factors, the final parameter is the tree’s overall health and vigour.
Another method, the Normalised Difference Vegetation Index (NVDI), which describes the
difference between visible and near-infrared reflectance of plant cover, only considers green
foliage pigment. Unlike NVDI, VTA considers the health of root systems, trunks and branches,
hazards, and surroundings. Roots’ health is affected by ground conditions.

However, the observations depend on the arborist or researcher, increasing the
possibility of human errors. Besides the VTA’s credibility in forecasting tree health, the
NDVI concept is the difference between visible and infrared reflectance of vegetation. It
can also estimate the density of green foliage from the leaves on an area of land (Weier
& Herring, 2000). Moreover, NVDI has been used to observe the impacts of climate on
vegetation biomass and phenological trends (Wang et al., 2003). Unlike other remote
sensing devices, drones operated with the NVDI concept produce reliable data for health
monitoring with fast and easy handling. Furthermore, lightweight drones are low in cost
and have high flexibility for vegetation evaluation and deployment in harsh environments
(Assmann et al., 2019; Duffy et al., 2018).

Urban green space loss threatens environmental sustainability and human health.
Therefore, university campuses significantly contribute as urban sites that might promote
sustainability and green infrastructure. This study evaluates the proportions of green space
on USM’s main campus using a drone equipped with NVDI technology. It examines how
pavement affects the health of raintrees (S. saman). Assessing green space proportions is
essential for understanding urban areas’ environmental sustainability and quality of life
and can inform urban planning and management strategies. Pavements can significantly
negatively impact tree health by restricting water and nutrient absorption, leading to soil
compaction and root damage. The results of this study can also contribute to broader efforts
to promote the health and sustainability of urban green spaces.

The project involved collecting health data on paved and non-paved trees by performing
aerial imagery analysis and VTA on Rain trees as the tree model to have a different
perspective and investigate potential correlation. Furthermore, by providing insights into
the relationship between pavement coverage and tree health, this study aims to inform the
development of more effective urban planning and management strategies for promoting the
health and sustainability of urban green spaces. The results of this study can also contribute
to the broader field of knowledge on the benefits of urban green areas for environmental
sustainability and human health.

MATERIALS AND METHODS
Study Site

This study was conducted on the main campus areas of the USM, located in Penang,
Malaysia. The main campus areas of USM comprise a variety of green spaces such
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as gardens, parks, and natural reserves. Additionally, USM is in Penang, a rapidly
urbanising area in Malaysia, making it a particularly relevant site for studying the effects
of urbanisation on natural environments. Based on the USM website = the whole campus
is 240.13 hectares, including the RST compound, which is not included in this study. The
calculations based on Google Maps are about 145 hectares (Figure 1).
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Identification of Green Area Composition

The images were captured with a resolution of around 20 megapixels in multiple spectral
bands. The mapped UAV data was stitched using Agisoft Photoscan for the first objective.
Next, the overlapped images were collected in each flight mission to cover the whole
area as ortho-mosaic images. Then, NVDI images were calibrated using MAPIR camera
control software (https://www.mapir.camera/) and FIJI (https://www.mapir.camera/pages/
calibrating-survey-images) and further analysed by QGIS. Later, the SeparateColour
command in Wolfram Mathematica Image processing was applied to simplify the data to
reduce background colour bias. The resulting images are in digital formats, such as JPEG or
TIFF, with around 20 megapixels in multiple spectral bands. Finally, the Photoshop colour
threshold command was used to calculate the percentage of a green area. The green space
in this project refers to the regions occupied by vegetation from the aerial view.

Tree Health Status on Paved and Non-paved Surface of S. Saman

To assess the effects of pavement on tree health, we employed a two-pronged methodology.
For the second objective, we comprehensively evaluated the health of S. saman trees in
scattered locations on the USM campus, given that 30 trees were covered by pavement
and the other 30 were not. It involved a VTA, directly observing and measuring tree health
indicators. Additionally, we used the NDVI analysis of aerial imagery to extract pixel
density information, which was used to calculate a quantitative measure of tree health. VTA
provide qualitative data on tree health, and the NDVI analysis provides quantitative data
on pixel density and overall tree health. VTA uses several parameters, such as the health
of roots, trunk, leaves, crown and brunches structures, tree characteristics and surrounding
hazards. In addition, crown class, tree shapes, leaf density, and tree fertility were also
assessed. Out of the 184 S. saman individuals, a random sample of 60 was chosen for the
study. Thirty trees were selected in the areas covered with pavement, while the other thirty
were not covered by pavement. The trees were recorded and analysed from 1/3/2021 to
15/3/2021 around six varying ecological landscape spots in the USM Gelugor Campus.
Two different surface conditions were assessed: paved and non-paved areas. Both
conditions were studied in 3 different spots but shared the same characteristics. Paved spots
are usually near the road, pavement, and footpath. Besides, they are commonly located in
the central area where heavy traffic and vehicles are. In comparison, the non-paved area is
located near the open space near the lake, field, and the edge of the university compound.
The trees were diverse regarding species, but only the urban trees, S. saman, were studied.
S. saman is abundant and easy to access throughout the property. It is an urban tree with
a large umbrella canopy providing shade to pedestrians. This tree landscape was designed
along the road on a paved area and in the lake’s open spaces, including the fields. In paved
areas, the trees were planted for pedestrians, while in non-paved areas, S. saman was planted
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around the recreational place, especially the lakes and fields. These trees were planted in
both areas, most likely for shade and to maintain thermal conditions.

The information from the landscape condition of the trees is valuable as an indication
of'a landscape condition influencing tree health. Thus, the paved and non-paved areas’ trees
health was compared. The NVDI in black and white bands was further evaluated using the
Image] measure command with integrated density and then compared with the Visual Tree
Assessment (VTA) to see the correlations. VTA depends on several chosen parameters that
significantly influence the well-being status classified in tree characteristics, hazards and,
most importantly, tree health. Intensity values are parametric; meanwhile, VTA produced
non-parametric data. Finally, visual tree assessment was examined by ranking vegetation
into excellent, good, fair and poor according to the conditions in Table 1.

Imagel] software was used to measure the integrated density of each tree. First, the sample
area selected from tree-covered was retained by 22 x 22 square pixels of covered portions
to maintain linear variables. Then, the covered portions were utilised to measure integrated
density individually. Afterwards, the images were assessed using the false-colour features,
black and white. Comparatively, the other method utilised stitched drone orthomosaic images.

Table 1
List of tree health status and the conditions
Tree health status Conditions
Excellent * Mature specimen

* Well-balanced grand or outstanding appearance and structure
* No evidence of insect or parasitic attack or disease, epicormic growth or dead
wood and physical damage

Good * Mature specimen
* Tree structure, appearance form and balance are considered typical.
« Little evidence of insect or parasitic attack, epicormic growth or dead wood

Fair * Mature specimen
» Sparse or pale-coloured foliage
» Epicormic growth or deadwood throughout the crown
 Evidence of some branch fall

Poor » Limited life expectancy (less than 5-10 years)
* Limited habitat value
* Poor form, health and condition, significant dieback or sparse canopy.
 Physical damage, disease, decay, and susceptibility to large limb drops, including
bark forks.

Source. Dunster et al. (2017)

RESULTS AND DISCUSSION
Proportions of Green Areas in an Urban Compound

The NDVI image, calibrated using MAPIR software and generated by QGIS, has been
stitched together using Agisoft Photoscan (Figure 3). The colour has been colour-corrected
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in QGIS, and the level of red intensity depicts the health status of the trees. However, this
image also encompasses the Minden Sports field and the USM stadium’s main football field.
The most common method to calculate the area uses the threshold method, manually moving
the saturation and brightness and then measuring the area using the Measure command
in ImagelJ. This method has drawbacks as it is subjective to the researcher’s perception.
Furthermore, QGIS generated a yellow background in the map to complicate things further,
resulting in an extra colour channel in the image. We implemented an extra step to reduce
the bias using the SeparateColour command in Wolfram Mathematica Image processing.
Mathematica will extract different colour channels from the original image. The red colour
extraction is done automatically using the software’s predetermined method deemed best.
Then, we used the Adobe Photoshop colour threshold method to calculate the percentage
of the areas covered by tree grass in USM. We first outlined the exact map area using the
smart selection tool and measured the number of pixels in that area. Only the red colour
wavelength was selected, and the number of red pixels in that selection was measured. To
illustrate this method, Figure 4 shows the red colour selection.

We then calculated the percentage of the red pixels from the total pixel number of the
USM map. The method was repeated three times to increase the calculation accuracy by
95%. Finally, the red areas calculated are 27.80% of the studied urban areas. From the
estimated 145 hectares, the green areas with vegetation are 39.15 hectares. This calculation
considers the caveat of including the Minden Field and the USM main football stadium. In

Vegetation Cover Intensity

NVDI

Band 1 (Gray)
0 100 200m 0.205569
[ — -0.187842

Figure 3. NVDI map of USM in RGB colour ramp
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Figure 4. Map of USM in black and red

general, the proportion of green areas that are biologically active influences many aspects
of the urban ecosystem. The university campus, specifically Universiti Sains Malaysia
(USM), is an urban compound with a densely constructed infrastructure, roads, and others.
According to the definition, urban areas have more than 50% built-up area in every 1 km
by 1 km area, without considering the continuity of the built-up area (Schneider et al.,
2010). Therefore, the compound is deemed urban, with only 27.80% green area. However,
the urban environment here is surrounded by maintained trees.

“Green area” is partially or entirely covered with grass, trees, shrubs, or other
vegetation. The proportion of green areas indicates the ability to provide green space
efficacy services depends mainly on the ratio of green space to the city’s total area
(Bihunova et al., 2021). The polygon has 188.52 hectares here, including biologically
active regions that can support or promote biological activity, such as non-biologically
active regions that lack the environmental conditions necessary to support biological
activity or are devoid of life. The USM campus’s green area covers 27.80% of the total
area. According to previous studies, a city’s optimal proportion of green areas is 50%
(Gupta et al., 2012). Therefore, compared to this optimal percentage, the percentage of
green areas on the USM campus is not ideal. The policies of the urban area are usually
established according to government green area goals. For instance, the optimal urban
green areas targeted by the Indonesian government were around 30%, referring to
Indonesia Law No. 26/2007.
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However, the green area in Jakarta City in 2014 was only about 9.84% (Listyarini
et al., 2014). Therefore, the government of Indonesia needed some improvement in the
management to meet the goals. Researchers in Malaysia suggest that the urban green cover
target should be 30% (Kanniah, 2017). In 2001, the green cover of Kuala Lumpur was
around 27%, then reduced to 24% in 2013, followed by an increment to 30% in 2016. In
comparing Kuala Lumpur’s green area coverage in 2016 to USM, Kuala Lumpur’s green
coverage was slightly higher. However, the small difference in percentage indicates that
USM green area coverage was decent. The increase in green area coverage in Malaysia in
2016 was due to the government initiative to plant trees along the streets and many other
locations (Kanniah, 2017). However, Indonesia, for example, is limited in developing
green areas as huge funds are required due to the land price skyrocketing, according to
Listyarini et al. (2014), similar to cities in Malaysia such as Kuala Lumpur and Penang.

In another city, Changchun City was a green area in 2014 grounded on the National
Economy and Society statistical bulletin was about 36.5% after undergoing rapid
urbanisation (Yang et al., 2017). Compared to these cities, the proportion of green spaces in
this urban campus is average. Therefore, there were more improvements in maintaining and
increasing the green spaces on the campus. Large green areas provide ecological services
to benefit humans and maintain a healthy ecosystem from ecological, social, and economic
perspectives (Semeraro et al., 2021). According to respondence perfective on green spaces,
most of them perceived good perception towards the benefits of these spaces, especially
health (Gashu et al., 2019). The most substantial health benefit of green space in Hong
Kong is obesity (Lachowycz & Jones, 2011). It is interconnected with the accessibility
of green areas to provide spaces for recreation. Shades from trees provided comfort for
society to have a healthy lifestyle. Urban green areas commonly refer to any natural or
man-made areas covered with vegetation, such as parks, gardens, and street trees. While
citizens tend to associate green spaces with parks, it is important to note that green spaces
can take on various forms and have been shown to provide numerous benefits to cities
regarding liveability and sustainability (Lyytiméki & Sipild, 2009). USM is one of the
types of urban green space that benefits the community without being labelled as a park.
However, it has been established that the health advantages of green spaces are proportional
to urbanisation (Milligan & Bingley, 2007; Mitchell & Popham, 2007).

Tree Health Status Between Paved and Unpaved Ground Surfaces

The effects of pavement on the overall health of 60 S. saman trees were evaluated using both
NVDI image analysis and VTA. A comprehensive evaluation of the impact of pavement on
tree health was carried out using these two methods. Six different patches were assessed,
which were Math School (MS), Aman Damai (AD), Minden (MD), Rumah Staff (RS),
Fajar Harapan (FH) and Tapak Convex (TC). The initial approach involved evaluating the
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health of trees on an individual level using NVDI aerial imagery for both paved and non-
paved soil surfaces. In Figures 5(a), 5(b), and 5(c), as well as Figures 6(a), 6(b), and 6(c),
images were generated using ImageJ in black and white. The yellow squares within each
image indicate the covered portions extracted to measure integrated density. Each square
within the images represents a single tree.

Table 2 below shows the value of max, min, and mean integrated density based
on surface conditions (Paved and Unpaved). Statistically, the pixel’s values were
insignificant at the t-value of 1.58686, and the p-value was more than 0.5 by 0.58991.
Thus, the result is insignificant at p < 0.05 between paved and non-paved areas. The
health of the trees is determined by the pixels retrieved from the photos. The foliage
colour has been altered from the tones of green to grayscale’s false colour. The darker
green becomes dark grey, whereas the lighter green becomes light grey. The greyish tones
were observable. However, the integrated density generated from ImageJ visualises the
colour into numbers. Integrated density measures luminescence or commonly describes
the emission of light by a substance. Therefore, integrated density area is the product
of area and means intensity. Besides, the results may be influenced by limiting factors
affecting the quality of images. The higher resolution and quality contribute to more
accurate analysis and vice versa. One of the limiting factors is flight altitude. Studies show
that flight at low altitudes produces more reconstruction details and better precision than
at high altitudes, especially with high image overlaps (Seifert et al., 2019). When drones
fly at a relatively high altitude, they can take low-quality photos while observing many
target nodes and edges. On the other hand, high-quality photos and narrow observation
areas can be captured from a relatively low altitude.

Nonetheless, the images used in this work were orthomosaic imagery assembled from
overlapping the images into the complete USM map. It may lack accuracy and quality
as orthomosaic images require a slightly higher altitude to yield the whole area due to
high-rise infrastructure requiring UAVs to fly higher than the trees and infrastructure
for a comprehensive aerial view. Regarding altitude, rather than using an orthomosaic
map for the integrated density extraction, a single aerial image for an individual tree
is suggested. It yields better images and resolutions as the flight altitude will be much
shorter and higher in quality. However, it is much more applicable for small sample sizes.
Therefore, this method would be inefficient in sampling tree health for a vast area with
many trees. However, an orthomosaic image is still applicable by increasing the overlap

Table 2
Integrated density based on surface conditions (paved and unpaved)
Locations Max (pixels) Min (pixels) Mean (pixels)
Paved 22706.0 4753.0 12234.3
Non-Paved 22291.0 3225.0 10312.0
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(b)

Figure 5. Image] tree selection of paved area: (a) Math ~ Figure 6. Imagel tree selection of unpaved area:
School; (b) Aman Damai; and (c) Minden (a) Rumah Staff; (b) Fajar Harapan; and (c) Tapak
Convex
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percentages, which can offer more details of the vegetation geometry (Seifert et al., 2019).
For example, a quality photogrammetric model requires 80% on-lap and 60-80% side-lap
overlap. On-lapping means overlapping images in the flight direction while side-lapping
overlaps perpendicularly (Colomina & Molina, 2014). Therefore, increasing overlapping
percentages are suggested to yield significant results.

Figures 7(a) and 7(b) show the health status of trees planted in paved and non-paved
areas using field assessment (VTA) according to four classes: excellent, good, fair and
poor. In this project, both VTA and aerial images were used to evaluate the health status.
However, the final health status rating was determined solely by the results of the VTA
survey, which classified the area as ranging from excellent to poor.

The health status between paved and non-paved soil surfaces in VTA (Visual Tree
Assessment) shows different compositions between all four statuses divided into excellent,
good, fair, and poor. VTA status for paved soil surface health is visibly lower than in non-
paved land. Thus, the pavement surrounding the trees affects the health and growth of the
trees. The trees grown on paved surfaces tend to lose their optimal needs of water, oxygen
and nutrients from the impermeable surface that restricts ecological processes (Mullaney,
2015). Therefore, excellent status was difficult to achieve. However, due to other factors,
the good status is achievable by 33%, making it fair at 54%, leaving the lowest health
status, poor, with 13%. It is clearly shown that paved areas lead to poorer health than
non-paved land. Non-paved land attains better health for 27% of the population, which is
excellent. Besides, good status is a majority of 54%. Therefore, it leaves fair and poor at
23% and 7%, respectively. The methodologies used in this study generate several health
statuses from qualitative and quantitative evaluations. Even though the methods applied
were different, the result was intended for the same purpose, which is to evaluate health.

Poor Poor

Excellent

Excellent
0%

27%
Fair
Good 23%
33%

Good
43%

Fair
54%

(@ (b)

Figure 7. Health status percentages: (a) paved areas; and (b) non-paved areas
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Overall, the results from both methodologies suggest that trees growing in non-paved or
open areas are far healthier than trees growing in close-knit paved patches. The pavement
is one of the parameters used to evaluate the health of individual trees in VTA based on
observable evidence.

Despite the prominent importance of trees providing oxygen and reducing heat, the
trees were grown along the pavement to provide shade. The paved surface, such as the
black surface of asphalt pavement, absorbs more heat from the atmosphere and provides
pedestrians for urban citizens. Pavements serve as a pedestrian-friendly surface for
urban residents. However, pavements with dark asphalt surfaces absorb more heat from
the sun, leading to higher temperatures on the pavement surface. As a result, the urban
heat island effect worsens. Moreover, the impervious nature of these pavements reduces
water infiltration, resulting in dry soil conditions, lower evapotranspiration rates, and
ultimately affecting urban forestry (Cheela et al., 2021). Dryer soil reduces the water
availability, leading to dehydration among the trees. Hence, deteriorating the optimal
environment provides a better tree health status. The pavement here was primarily
made of impervious materials such as asphalt. There were two materials widely used,
classified as impervious and previous pavement. Pervious pavements have the same
strength as impermeable pavements but are more permeable to air and water. Because
of these functional properties, it has been suggested that previous paving, rather than
impervious asphalt, could benefit urban trees (Mullaney et al., 2015). Asphalt is the
primary pavement type based on previous research (Guo et al., 2018). The pavement
primarily affected the soil condition.

Trees growing under pavement show lower health than those in non-paved areas. In
the paved area, the lack of healthy trees in the excellent category suggests that the trees
could not achieve optimal health overall. Additionally, the proportion of trees in the lowest
health category is higher (about 13%) than in non-paved areas, suggesting a greater risk
of health deterioration in paved areas. These results demonstrate a decline in tree health
on paved surfaces. Conversely, the prominent percentage of health status, excellent and
suitable for non-paved land, was about 70%. VTA results leaned towards the non-paved
land surface rather than the land covered by pavement. The matured trees in this urban
campus grew much better on an open surface as they were free from disturbance in an
asphalt bed. However, the health of non-paved still trees was listed in the poor classes.
These conditions may occur owing to other parameters of the trees.

Researchers assessed every part of VTA, such as roots, trunks, branches, leaves, and
hazards. To conclude the overall health status, all the factors were considered. Guided from
raw VTA data for the trees with poor health, the main factor affecting the trees’ condition
was the condition of the roots. Exposing roots was explicitly common, but the concern parts
of roots was the infestation of ants and termites from the nest close to the root systems.
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The infestation can be seen on the surface of exposed roots. Besides, the exposed roots
among matured S. saman were common as they have shallow root systems (Staples &
Elevitch, 2006). Therefore, it is most likely to be visible on the soil surface. A root was
declared infested if it bores characteristic dark scarred spots on the root’s surface, which
are a common indication of weevil penetration and feeding. Roots that were undamaged
on the surface were considered uninfested (Stathers et al., 2003).

Although the effects of pavement on tree health have been demonstrated through the
outcome of health assessments, other factors may still influence overall health. Evaluating
the overall health of trees solely based on pavement factors may not be sufficient.
However, it shows that the pavement seems to have been influenced by modifying micro-
environmental conditions (e.g., soil nutrients, temperature, and aeration). Other studies also
agreed that enclosed surfaces could significantly alter microclimate conditions (Rahman et
al., 2020; Rahman et al., 2017). Thus, paved surfaces were known to influence the growth
potential and affect the biomass allowances. Likewise, the water usage of vegetation in
city areas was also affected (Wang et al., 2020). For example, the rate of water availability
of plant life was modified by the permeability rate of the pavement(de la Mota Daniel et
al., 2018; Rahman et al., 2013). In addition, some claim that the soil structure was also
shifted exponentially, accountable to changes in the growth and transpiration rate (Rahman
etal., 2011).

On the other hand, as this pavement study was done in an urban setting, some patches
were not entirely covered by pavement. Allow the ecological process to occur optimally
at the open edges. Compared to experiment settings, this study tends to be more lenient.
It permits the lack of precision. Still, the study should also be done in actual conditions
for researchers to learn about the tree’s health in its natural state. It makes it possible to
estimate the mitigation for better management. Samanea saman is a deciduous tree on
this campus. However, impervious pavement has been proven to limit deciduous tree
species’ development, restrict plant photosynthesis, and increase leaf budburst (Chen et
al. 2018). Nevertheless, it has been shown that the strength of pavement’s effects on plant
physiological and growth features varies by tree species (Song et al., 2015; Wang et al.,
2019).

Rain trees, on the other hand, threatened the pavement’s durability as it aged, as
the tree’s shallow roots tended to heave up and damage the pavement. Although the
pavement break improves water flow and aeration, it also greatly reduces the utility of the
pavement and detracts from urban areas’ aesthetics. Overall, the integrated density values
from modified NVDI images were reciprocal to VTA, suggesting that non-paved trees
were healthier than paved ones. The diversified values were expected as the intensity of
chlorophyll pigment from the leaf differed from each. Good health status is anticipated
to establish a low Integrated density value and vice versa. Even so, the maximum value
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point indicating the worst health was found on the non-paved land. The differences in
maximum values between each land were minor. The data observation demonstrates that
the cause was from the root’s conditions. Thus, using aerial images to assess tree health
was not entirely accurate.

Based on the data observations, it appears that the cause of the issue lies with the root
conditions of the trees. Therefore, relying solely on aerial images to assess tree health
may not be entirely accurate as the aerial image may not be able to capture the details of
the root system due to perspective and may not provide a complete understanding of the
root conditions. The same goes for other parts, such as trunks (Xiao & McPherson, 2005).
Even with less data at the individual level, it would still be useful. On the other hand, large,
difficult-to-reach areas can be monitored more effectively and more cheaply. It facilitates
traditional monitoring (Booth et al., 2008). However, visual assessment methods are
considered adequate for evaluating the likelihood of urban tree breakage (de La Barra et
al., 2018). It is also very time-consuming and labour-intensive.

According to the study, physical and aerial sampling results may contradict because
remote sensing techniques’ ability to deliver relevant data on vegetation structure is limited
(Hestir et al., 2008). For example, the intensity calculated by ImagelJ of colour relies on
the intensity of green chlorophyll pigment, indicating the capacity of a tree to undergo
photosynthesis and the rate of tree growth. However, does green leaf pigment enough to
assess tree health? Leaf colour and density are fundamental parameters in assessing tree
health. However, it does not represent the whole tree rank. For example, Kaewkhow and
Srivanit (2020) discovered 35 parameters to assess the tree. However, through the studies,
11 parameters scored 1.00 IOC values from damage to trees, mechanical damage, insects,
or disease. Discoloured leaves are one of the parameters. Hence, indicating leaves provides
health information but only as a portion.

Depending solely on leaf colour intensity to assess tree health is may not enough to
indicate the whole tree’s health rank since remote sensing is most sensitive to detecting
changes in the health of the foliage. Depending on the species, the changes in leaves
occur depending on the adaptation of the tree itself. For example, after a dry period, trees
such as the Rain Tree or S. saman are semi-deciduous, shedding their leaves for a short
period. During a specific dry season, they may remain leafless for weeks. However, if
there is adequate moisture, they will quickly resprout. In moister climates, it appears that
rain tree is “evergreen.” Therefore, the density and intensity of the leaves of raintrees
do not reflect the tree’s health. Besides, the changes on the leaves might appear as an
adaption to reduce moisture loss and maintain their well-being. However, assessing tree
health based on foliage is still helpful. Most diseases or abiotic stresses to the roots or
bole are ultimately expressed as changes in the foliage’s density, chemistry, colour, and
moisture content.
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CONCLUSION

The findings of this study highlight the importance of maintaining an optimal proportion
of green areas in urban settings to support a sustainable urban ecosystem. Using drone-
mounted NVDI technology provided insight into the green area proportion of USM’s main
campus, approximately 27.80%. However, to maintain the proportion of green space, the
health of the trees in these green spaces is also important. The pavement was found to
negatively impact the health of S. saman trees, with non-paved areas exhibiting better
tree health than paved areas. A combination of VTA and the NVDI aerial image analysis
provided a more comprehensive understanding of tree health, emphasising the importance
of using multiple methods to ensure accuracy. Further research on additional urban tree
species in real-world contexts is needed to better understand the degree of pavement effects
between species. Overall, this study provides insights into the importance of green areas and
tree health in creating sustainable urban ecosystems, which can inform urban planning and
management strategies for promoting the health and sustainability of urban green spaces.
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ABSTRACT

This paper describes a device known as a Single-chamber Microbial Fuel Cell (SMFC) that
was used to generate bioelectricity from plant waste containing lignocellulosic components,
such as bamboo leaves, rice husk and coconut waste, with various anodic chamber substrate
compositions. The maximum power density among all assembled SMFCs was determined
to be 231.18 uW/m?, generated by coconut waste. This model’s bioelectricity production
was enhanced by adding organic compost to the anodic chamber, which acts as a catalyst
in the system. The maximum power density of 788.58 uW/m? was attained using a high
proportion of coconut waste (CW) and organic compost. These results show that the higher
percentage of lignin in CW improved the bioelectricity of SMFC.

ARTICLE INFO

Article history: Keywords: Bamboo leaves, coconut waste,
Received: 29 January 2023
Accepted: 20 July 2023
Published: 24 November 2023 fuel cell

lignocellulosic, rice husk, single-chamber microbial

DOI: https://doi.org/10.47836/pjst.32.1.12

E-mail addresses: INTRODUCTION

nashleyujai@gmail.com (Nashley Ursula Mundi Ujai)
sskudnie@unimas.my (Siti Kudnie Sahari) . . .
smarini@unimas.my (Marini Sawawi) In 2050, the global population is projected to
kkuryati@unimas.my (Kuryati Kipli)

asmahani_awang@yahoo.com (Asmahani Awang)

increase by 2 billion, from 7.7 billion to 9.7

rusop@salam.uitm.edu.my (Mohamad Rusop Mahmood) billion (Ul’llted Nations. 201 9) Population
lilikhasanah@upi.edu (Lilik Hasanah) L >

karahman@unimas.my (Abdul Rahman Kram) growth will increase the energy demand,
nzainab@unimas.my (Zainab Ngaini) . .

* Corresponding author leading to the depletion of energy resources

ISSN: 0128-7680
e-ISSN: 2231-8526 © Universiti Putra Malaysia Press



Nashley Ursula Mundi Ujai, Siti Kudnie Sahari, Marini Sawawi, Kuryati Kipli, Asmahani Awang,
Mohamad Rusop Mahmood, Lilik Hasanah, Abdul Rahman Kram and Zainab Ngaini

such as fossil fuels. Fossil fuels, made up of decomposing plants and animals buried
by layers of rocks from over a million years ago, are a non-renewable energy resource
consisting of coal, oil and natural gas (Energy.Gov, 2017; National Geographic Society,
2019). Eventually, these non-renewable energy sources will be depleted due to the continued
use of fossil fuels to generate electricity. In addition to being non-renewable, fossil fuels
contribute to global warming by emitting large amounts of CO, into the atmosphere due
to the carbon emission’s ability to retain heat (Denchak, 2022). It was estimated that over
8 million people worldwide die every year due to inhaling polluted air from burning fossil
fuels containing particles such as greenhouse gases (Kottasova & Dewan, 2021). That is
why finding a renewable energy source to produce electricity for all consumers is essential.
Numerous renewable energy sources have been developed, including discovering Microbial
Fuel Cell (MFC) to meet the ever-increasing energy demand. MFC is an environmentally
friendly device with minimal carbon emissions. MFC can generate electricity from organic
residues, such as food or water waste, as it converts biodegradable substances into simpler
substances to generate bioelectricity (Koch et al., 2016; Ucar et al., 2017).

According to a study done in 2020, MFC, however, cannot support bioelectricity for a
large population due to its low power density (Khoo et al., 2020), and a few factors influence
the operation of MFC. The type of substrate and its concentration in the anodic chamber
were identified as the factors that influenced the voltage production of MFC (Aghababaie
et al., 2015; Kumar et al., 2017). In addition, solid organic waste has gained significant
interest as MFC substrates due to its high organic matter content, a crucial component for
these systems (Kumar et al., 2022). Previous research found that solid fruit waste generates
more electricity than solid food waste (Moqsud, 2021). This finding suggests that plant
waste has the potential to function as an MFC substrate for bioelectricity production.

Due to the higher concentration of lignocellulosic, which functions as bacteria’s
food source, plant wastes have the potential to be utilised as MFC substrates. Certain
microorganisms, when fed lignocellulosic materials, can convert the complex polysaccharides
(cellulose and hemicellulose) present in lignocellulosic materials into simpler carbohydrates
that can be used for energy production (Chandra & Madakka, 2019). To the best of our
knowledge, researchers are still investigating the optimal composition of plant waste for
producing MFCs with a higher voltage. Therefore, this research employed lignocellulosic
materials with various compositions as a substrate for a single-chamber MFC (SMFC).

METHODOLOGY

Construction of a Single-chamber Microbial Fuel Cell (SMFC) Without Adding
Organic Compost

This study used a single-chamber MFC to generate electrical energy from electrons derived
by bacteria in the anodic chamber.
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Figure 1. The schematic design of SMFC

This study uses an SMFC because of its
affordability and effectiveness. Compared
to a double-chamber MFC, an SMFC
generates less internal resistance due to the

shorter distance between its two electrodes
(Flimban et al., 2019; Nawaz et al., 2022).
In terms of design, it is easy to construct
without any unnecessary hassle, which is
excellent for research (Kumar et al., 2017).

The 5.03 x 10 m? of anode and
cathode electrodes used in this study were

Figure 2. Measuring voltage and current generated by

. the SMFC using a multimeter
constructed from granulated active carbon

from coconut shells that were attached using epoxy to a circular shape stainless-steel mesh
(0.24 mm stainless-steel grade 304) with a 4 cm radius. A previous study stated that an
activated carbon electrode is biocompatible, less toxic and has a rough surface that can
enhance the attachment of bacteria as well as generate greater bioelectricity (Sahari et al.,

2022; Zhang et al., 2014).

Figure 1 shows the experimental setup of the SMFC, which is constructed by layering
a mixture sample of 50 g plant waste (bamboo leaves, rice husk or coconut waste) that
has been finely ground with 300 g water. The wires from both terminals of the electrodes
are then connected to an external 100 kQ resistor to ensure that the SMFC operates in a
closed circuit. The details of the anodic chamber substrates are presented in Table 1. Figure
2 demonstrates the measuring of generated voltage and current by the single-chamber
MFC prototype using a multimeter while connecting to an external 100 kQ resistor, which
indicates that this is conducted in a closed-circuited manner.
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Construction of a Single-chamber Table 1
Microbial Fuel Cell (SMFC) by Adding Summary of organic substrates used for the SMFCs
Organic Compost SMFC Organic substrates used in anodic
To gain a more thorough understanding of _ N chamber
the effect of nutrients on SMFC efficiency, ! 50 g BL+300 g water
. 2 50 g RH + 300 g water

plant nursery-purchased organic compost

dded to the SMFC substrat taini 3 50 g CW + 300 g water
was added to the . substrate containing 4 20 g BL +30 g OC + 300 g water
plant waste. Organic compost and plant 5 20 g RH + 30 g OC + 300 g water
waste weights varied from 20 to 30 g, 6 20 g CW +30 g OC + 300 g water
while the water weight was fixed at 300 7 30 g BL+20 g OC + 300 g water
g per SMFC. In total, nine distinct SMFC 8 30 g RH + 20 g OC + 300 g water
prototypes were assembled. 9 30 g CW +20 g OC + 300 g water

Note. BL: bamboo leaves, RH: rice husk, CW: coconut

. e . te, OC: i t
Electricity Generating Parameter waste OrEanic compos

Each SMFC prototype’s power density was compared to assess the SMFC’s efficiency.
The magnitude of the power density was determined by normalising the system’s current
to the electrodes’ surface area. The model system’s current flow was directly measured
using a digital multimeter. The formula used to calculate the electrical parameters of the
SMEFC is depicted in Equation 1 (Ullah & Zeshan, 2020).

Power Density (WW/m?) = VZ/(RxA) [1]

where, A is the surface area of the electrodes (m?), V is the voltage generated (V), and R
is the external resistance (Q2) connected to the system.

The SMFCs were observed four times per day for seven consecutive days to provide
further explanation. At precisely 0600, 1200, 1800 and 2400 each day, the voltage and
current produced by each SMFC were measured with a multimeter and logged. As
previously mentioned, the power density of each SMFC is calculated using Equation 1.

RESULTS AND DISCUSSION

Comparison of Different Contents of Lignocellulosic Component of Plant Waste in
Anodic Chamber
A study evaluated the power density generation of an SMFC from different plant wastes
containing different lignocellulosic component compositions. Table 2 shows the percentage
of'each component of lignocellulosic, which consists of lignin, cellulose and hemicellulose,
in each plant waste.

Table 2 shows that coconut waste (CW) contained the greatest percentage of lignin,
whereas bamboo leaves contained the highest percentage of cellulose. These observations
are related to the power density output of the SMFC with various anodic substrates, as
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Table 2
Lignocellulosic component of plant waste

Lignocellulosic component

Plant waste - — Reference
% Cellulose % Hemicellulose % Lignin
Rice husk 35-40 15-20 20-25 Gao etal., 2018
Coconut waste 20-30 15-30 50 Anuchi et al., 2022
Bamboo leaves 47.2 239 23.8 Baietal., 2013

depicted in Figure 3. Figure 3 demonstrates that an SMFC containing coconut waste as
the anodic chamber substrate produced the highest maximum power density, while an
anodic chamber containing bamboo leaves produced the lowest. The power density of
50 g of coconut waste was 50% higher than that of an SMFC-containing rice husk. As
discussed in a previous study, the increased power density may be attributable to lignin’s
ability to decrease internal resistance (Sakdaronnarong et al., 2015). This argument was
founded on a previous study in which the presence of humic acid in the MFC chamber
decreased internal resistance and increased power density. Due to their similar structures,
it is believed that lignin has the same effect on the internal resistance of MFC as humic
acid (Huang & Angelidaki, 2008). The fact that the highest power density was associated
with the highest proportion of lignin proves that lignin is responsible for the highest power
density. The lowest power density from an SMFC contained the highest percentage of
cellulose, possibly due to its complex structure that is difficult for microorganisms to
degrade, whereby special enzymes are required to convert it into simpler compounds that
can be used as a fuel source (Boisset et al., 2000).

As stated previously in the methodology, SMFC data was collected four times daily
at 0600, 1200, 1800 and 2400 (Figure 4). The highest power density was observed at

250
—eo— SMFC 1 (50g BL)
‘E 200 SMFC 2 (50g RH)
s —@—SMFC 3 (50g CW)
=
> 150
]
c
& 100
)
8
o 50
0
0 20 40 60 80 100 120 140 160 180
Time (hour)

Figure 3. Power density of SMFC with different types of anodic substrate
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1200 hours for SMFCs 1, 2 and 3 because
the microorganisms or bacteria are actively
operating currently, causing the biochemical
reactions they promote to produce more
electrons (Koch et al., 2016). To fully
understand this phenomenon, it is necessary
to investigate the effect of the surrounding
temperature on the power density of SMFCs,
which was not measured in this study.
Figure 5 illustrates the power density
produced by various anodic substrates—
clearly, all SMFCs containing CW as a
substrate generated a higher power density
than the others. When the volume of plant
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Figure 4. The generation of power density of SMFC
with different time

300
—®—SMFC 4 (20 g BL + 30 g OC)
— 250 SMFC 5 (20 g RH + 30 g OC)
£ —m— SMFC 6 (20 g CW + 30 g OC)
Z 200
2
@ 150
Q
[a]
5 100
2
(o]
o 50
0
0 20 40 60 80 100 120 140 160 180
Time (hour)
900
~—®=—SMFC 7 (30 g BL + 20 g OC)

= 8oor SMFC 8 (30 g RH + 20 g OC)
E 700F —™—SMFC9(30gCW +20g0C)
E 600 [
2 500
2
8 400 I
5 300[
3 L
S 200 \

100 [ C ' E

o ettt o -t -9 0-0-0 |
0 20 40 60 80 100 120 140 160 180
Time (hour)

Figure 5. Different compositions of anodic substrates
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waste and organic compost was increased, we discovered that the power density of all
SMFCs increased by more than 100%. These results indicate that the substrate volume
substantially affects the power generation of SMFCs, which is in good agreement with a
previous report (Ullah & Zeshan, 2020).

We have plotted graphs summarising our findings to investigate the effect of plant waste
and organic compost on the efficacy of SMFC. Figure 6 illustrates only the power generation
of SMFCs containing CW, which produced the highest power density compared to the
others. The SMFC with the highest power density was the one that contained more CW
and less organic compost. In the SMFC, organic compost acted as a catalyst to encourage
bacterial growth. The higher power density observed in the SMFC containing more CW
and less organic compost may be attributable to sufficient food (CW) for the microbes in
the organic compost. In contrast, the SMFC containing less CW and more organic compost
revealed that the microbes had little food to sustain their lives and produce bioelectricity
(Rahman et al., 2021). Table 3 summarises the findings for all SMFCs in this study.

900
__ 800 | —e—SMFC 3 (50g CW)
E 700 | SMFC 6 (20g CW + 30g OC)
E 600 | —®—SMFC 9 (30g CW + 20g OC)
2 500 t
g 400 |
2 300
£ 200 | '
o
o 100 |
0L DN ANA N D2 a4
0 20 40 60 80 100 120 140 160 180
Time (hour)

Figure 6. Different concentrations of catalyst (organic compost) to the performance of SMFC

Table 3
Summary of the power density generation for all SMFCs
SMFC No. Types of Anodic Chamber Substrates Maximum Power Density (LW/m?)

1 50 g BL + 300 g water 5.84
2 50 g RH + 300 g water 139.61
3 50 g CW + 300 g water 231.18
4 20 g BL+30 g OC + 300 g water 8.45
5 20 g RH +30 g OC + 300 g water 155.87
6 20 g CW +30 g OC + 300 g water 257.65
7 30 g BL+20 g OC + 300 g water 151.44
8 30 g RH +20 g OC + 300 g water 201.04
9 30 g CW +20 g OC + 300 g water 788.58
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COMPARISON OF PREVIOUS STUDIES

Table 4 shows a summary of recent studies on MFCs with regard to anodic chamber
substrates. Our findings imply that coconut waste has the potential to be used as a substrate
in MFC systems that generate bioelectricity. However, the amount of power density was
very small, and optimisation of parameters such as the size of electrodes, size of chamber,
and configuration of chambers for the MFC system should be reconsidered.

Table 4
Recent literature on MFC with respect to various anodic chamber substrates
Types of MFC Substrates in Power Deznsity Reference
Anode Chamber  Cathode Chamber (W/m?)
Single-chamber Molasses solution - 0.545 m Flores et al., 2022
Dual-chamber Wastewater with Wastewater 253.84 m Ye et al., 2019
glucose
Dual-chamber Rice straw with CDB  Nutrient mineral 1452 m Hassan et al., 2014
buffer
Single-chamber Kitchen garbage - 60 m Mogsud et al., 2014
Bamboo waste 40 m
Terrestrial Soil Rocks 3m Zhang et al., 2013
Single-chamber  Agricultural soil - 4249 m Dunaj et al., 2012
Forest soil 244 m
Single-chamber  Coconut waste - 788.58 n This study
Bamboo waste 151.44 p
Rice husk 201.04 p
CONCLUSION

We examined the impact of various plant waste types and their quantities on the efficacy
of MFCs. Due to its reduced internal resistance, coconut waste that contained the highest
proportion of lignin had a greater power density. In contrast, the lower power density
observed in SMFCs containing bamboo waste was attributed to its higher percentage of
cellulose, whose complex structure requires special enzymes for degradation, making it
inappropriate for microorganism digestion. Sufficient food is essential for microorganisms
to survive and produce bioelectricity. Careful selection of substrate types, catalysts, and
their composition is necessary to enhance the performance of MFCs.
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ABSTRACT

Seaweed waste is often found in the coastal areas of Indonesia. Along with other waste, large
quantities of seaweed will disrupt the ecosystem and harm the surrounding environment.
Therefore, treating seaweed waste effectively and efficiently is necessary to mitigate such
adverse effects. This study processed seaweed waste using Black Soldier Fly (BSF) larvae
to accelerate waste degradation, reducing the waste buildup. The characteristics of waste,
the feeding treatment, chemical content, and parameters of waste processing were assessed.
Based on the results, seaweed waste contains highly organic compounds, potentially used
as fertilizer or animal feed. The feeding method demonstrated that the mass of BSF larvae
increased according to the intensity of the feeding treatment. The total waste degradation
obtained from the BSF larvae was 72.61% with a waste reduction index of 1.87 g/day, and

the efficiency of digested feed was 7.61%

with feeding treatment every three days. The

chemical composition of BSF pre-pupae,
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determine their feasibility as animal feed
and biomass. The results suggested that
pre-pupae and pupae comprise protein,
fat, calcium, and phosphorus. At the same
time, the waste residue has a C-organic
and N-organic ratio of 13%—14% and is
an alternative for future waste-to-energy
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applications. Overall, BSF offers a great prospect in generating high-value products and
simultaneously serves as a strategy for efficient waste management.

Keywords: BSF larvae, coastal area, seaweed waste, waste to energy

INTRODUCTION

Municipal solid waste has long been one of the main environmental issues worldwide,
both on land and in the ocean. The higher the population on earth, the more it is produced.
The increased amount of waste can profoundly impact the lives of living things on Earth.
Waste can be the main trigger for various human health problems, poor life quality of
animals and plants, and environmental degradation. Today, different types of waste
generated on land, in a river, and an ocean can damage the surrounding environment
(Cordova & Nurhati, 2019; Nurhati & Cordova, 2020). Seaweed waste is one type of
marine debris commonly found in coastal areas, particularly in Indonesia (Bijang et al.,
2018). Seaweed waste typically occurs during east wind season; naturally, tides and
sea currents carry the seaweed waste to the coastline. When present in large quantities,
seaweed waste can disrupt the ecosystem around the coast and interfere with the activities
of humans, animals, and plants. Areas with vast seaweed waste are Tanjung Benoa Beach
and Nusa Dua Beach, Bali. At least two to three tons of seaweed waste are observed daily.
The accumulated seaweed waste can disturb the lives of other living things (NusaBali.
com, 2021); therefore, an effective and efficient treatment of seaweed waste plays a key
role in minimizing various environmental threats and avoiding multiple health issues
for humans in the coastal environment.

This seaweed can be processed into high-value products. Seaweed, a plant-derived
organic waste, can be easily degraded or decomposed along with other organic waste
such as vegetables, fruit, and straw. This type of waste can be easily decomposed with
microorganisms and animals. Seaweed waste, in general, contains a high amount of
complex carbohydrates (Salgado et al., 2021), protein, water, and cellulose (Hidayati
et al., 2021). Several studies have been reported to treat seaweed waste to minimize its
negative impact on the surrounding environment. Seaweed waste can be converted into
feed and organic fertilizer in the form of granules or liquids and into inorganic fertilizers
by utilizing pickling waste from the metal coating industry as a mixture (Sulistiyowati &
Prayitno, 2021). Certain microbes or Black Soldier Fly (BSF) can assist in the degradation
of seaweed and accelerate the decomposition process of seaweed (Liland et al., 2017;
Swinscoe et al., 2020).

The main objective of this study is to explore the effectiveness and efficiency of BSF
larvae in the degradation and conversion of seaweed waste, thereby providing insights
into sustainable waste management practices and potential applications for the resulting
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products. Piles of seaweed waste could be easily and rapidly reduced while concurrently
curtailing environmental risks in coastal areas. Investigating blended secaweed waste
recycling using BSF larvae addresses significant challenges and unsolved problems in
waste management and resource utilization. Coastal areas in Indonesia often face the
accumulation of seaweed waste, which poses environmental and economic burdens.
Current waste management practices may not effectively handle the increasing volumes
of seaweed waste, necessitating sustainable and efficient methods for waste degradation.
Additionally, the underutilization of seaweed waste as a valuable resource for fertilizer,
animal feed, and waste-to-energy applications remains a pressing issue.

Investigating blended seaweed waste recycling using BSF larvae is of great importance.
Firstly, it offers a sustainable approach to managing seaweed waste by utilizing the
degrading capabilities of BSF larvae, thereby reducing waste accumulation and minimizing
environmental impact. Secondly, this study contributes to resource recovery by converting
seaweed waste into valuable products, including fertilizer, animal feed, and potentially even
energy sources. By embracing the principles of the circular economy, the study promotes
the efficient use of resources and reduces waste generation. The novelty of this investigation
lies in its specific focus on blended seaweed waste recycling using BSF larvae. While
previous studies have explored waste management and resource utilization through the
application of BSF larvae, this study extends the knowledge base by targeting the specific
challenge of seaweed waste. The study introduces a novel and innovative approach to waste
management and resource utilization by employing BSF larvae to process and convert
seaweed waste into valuable products.

MATERIALS AND METHODS
Feeding

Seaweed waste was dried and homogenized by a blender for the feeding substrate. This
seaweed was dried to maintain the salinity of seawater. The research was conducted with
two repetitions of treatment. The waste feeding rate into the reactor can be calculated using
an average of 40 mg/larva.day, according to Diener (2010). Various feeding treatment times
of once a day (F24), every two days (F48), and every three days (F72) were performed
in this study.

The water content of the waste profoundly affects the larval consumption time of the
given waste, and 60%—90% wt/wt of water content is considered optimal (Diener, 2010).
The higher the water content in the given waste, the more BSF larvae escape from the
breeding reactor. On the contrary, the lack of water content might inhibit the digestive
process of BSF larvae. Therefore, in this study, water content was adjusted to 70% wt/wt
by adding water to the waste.
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BSF Larvae

In this study, the reactor was seeded with 200 larvae of one-week-old. When sufficient food
reserves are available, BSF larvae have a better tolerance to lower temperatures and grow
faster at a temperature of 30°C—36°C. At the same time, young larvae show low survival
at less than 20°C and higher than 45°C. Young larvae are typically very susceptible to the
influence of external factors, including temperature, low oxygen pressure, mold, moisture
content, and toxic materials. Its resistance to these factors will increase after 1 week
(5-10 mg in size). After 10 days of age, these larvae will compete with the older ones in
the breeding incubator. After hatching, BSF can reduce waste from the larval stage to the
prepupa stage to approximately 55% wt/wt of waste (Diener, 2010).

Data on larval wet weight gain is measured using analytical balance to determine the
effect of the waste type and feeding frequency on larval growth. During the experiment,
10% of the larvae were weighed in each reactor, and 20 batches were taken. Once weighted,
the larvae were immediately returned to the reactor (Diener et al., 2011).

Data Analysis

Feed residues were recorded to determine the overall degradation (OD) and waste reduction
index (WRI) as presented by Equations 1 and 2. The larval digestibility of the feed consumed
is represented in the digested feed conversion efficiency (ECD), as shown in Equation 3. The
metabolism of feed consumed (g) was calculated based on the mass balance.

Total feed of fered (g)—Dry residue remained (g) ( 1)

Overall degradation (OD) = Total feed of fered (g)

. . Total d da -D id ined
Waste reduction index (WRI) _ Tota feed of fered (g)—Dry residue remained (g)

2)

Rearing duration (day)

BSF Larvae biomass (g)
Total feed of fered (g)—Dry residue remained (g)

3)

The protein, fat, calcium, phosphorus, and ash content of the BSF prepupa and pupae

Efficiency of conversion of digested feed (ECD) =

were measured to explore further the opportunities for cultivating BSF prepupa and pupae
as animal feed. The Standar Nasional Indonesia (SNI) methods can be utilized to analyze
the parameters of protein, fat, calcium, phosphorus, and ash content in solid fertilizer.
These methods are widely recognized and accepted as standard practices in Indonesia. The
SNI 01-2891-1992 method can be followed for protein content analysis, which employs
the Kjeldahl or Dumas combustion methods. Fat content can be determined using the
Soxhlet extraction method according to the procedures outlined in SNI 01-3555-1998.
The appropriate technique specified in SNI 01-2894-1992 can be employed to analyze
the calcium content, which may involve atomic absorption spectroscopy or other suitable
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methods described in the standard. Similarly, the phosphorus content can be determined
using the methods outlined in SNI 01-2894-1992, which may include colorimetric
methods or other applicable techniques. Lastly, the ash content can be analyzed using
the gravimetric method described in SNI 01-3554-1998, following the specific steps and
procedures mentioned in the standard. Adhering to these SNI methods ensures compliance
with the Indonesian standards and facilitates accurate and reliable analysis of the mentioned
parameters in solid fertilizer samples.

Analysis of residues resulting from the processing by BSF larvae is adjusted to
the Indonesian government’s solid fertilizer standards. This study tested solid fertilizer
parameters such as pH, C-organic, N-organic, C/N ratio, and water content. The SNI 06-
6989-2004 method can be used for pH measurement, which involves using a pH meter or
indicator to measure the pH after creating a suspension of the sample in water. The SNI
19-7030-2004 method provides guidelines for determining C-organic (Organic Carbon)
and N-organic (Organic Nitrogen) contents. The C-organic content can be measured using
the Walkley-Black method or other suitable methods, while the N-organic content can be
determined through the Kjeldahl method or other appropriate techniques. The SNI 19-
7030-2004 method also outlines the procedure for calculating the C/N ratio based on the
determined organic carbon and organic nitrogen contents. Lastly, the water content can
be analyzed following the SNI 19-7030-2004 method, which involves drying the sample
at a specific temperature and calculating the weight difference before and after drying.
Adhering to these standard methods ensures accurate and consistent analysis of the specified
parameters in accordance with SNI guidelines.

In addition to the mentioned solid fertilizer parameters, further assessments were
conducted to evaluate the quality and composition of the residues. Two additional tests
were performed: Thermogravimetric Analysis (TGA) and Gas Chromatography-Mass
Spectrometry (GC-MS). TGA analysis was employed to investigate the thermal properties
and stability of the residues. This test allows for the determination of weight changes as
a function of temperature, providing insights into the decomposition and volatilization
behavior of the samples. On the other hand, GC-MS analysis was utilized to examine the
chemical composition of the residues and identify the presence of organic compounds. By
separating and analyzing the individual components present in the sample, GC-MS provides
valuable information about the organic constituents and their relative abundance. These
additional tests contribute to a comprehensive understanding of the residues’ characteristics
and aid in assessing their suitability as solid fertilizers.

RESULTS

In this study, the seaweed waste was characterized prior to being fed to maggot to obtain
the nutritional content of maggot feed before being used as a medium for maggot growth.
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The characteristics of seaweed waste are  Table 1

. . The characteristics of seaweed waste
summarized in Table 1. Based on these data, f

seaweed waste has a neutral pH between Parameters Results
7.6-7.8, a water content of 74.2%, and an Temperature 31°C-33°C
ash content of 10.1%. Maintaining a near- Moisture Content 74.2%+0.8
neutral pH is crucial as a low pH excessively Ash Content 10.1%+0.4
produces nitrogen and might kill eggs from pH 7.6-7.8
insects (Setyaningsih et al., 2017). pH can C-organic 39.12%
affect the amount of nutrients absorbed by N'(giinic 31551 (Z"

BSF larvae by affecting the performance

of enzymes in the larvae intestines (Kim et

al., 2011). The pH treatments impacted BSF larval weight largely on the first, third, and
fifth day instead of the final stage (Meneguz et al., 2018). Data from Table 1 suggest that
the breeding site conditions are particularly suitable for breeding BSF larvae as it is in
accordance with the optimum temperature for larval growth of 30°C-36°C (Green & Popa,
2012) and an optimum air humidity of 60%—70% (Holmes et al., 2012).

On day 20, when prepupa transforms into a fly, this adult BSF does not require food
but merely utilizes fat reserves in the body as an energy source (Diener et al., 2011). In
the prepupa phase, BSF lends itself to self-harvesting (Richard, 2017), and based on this,
once turning into a prepupa, the wet and moist prepupa is removed from the reactor. For
the feeding treatment every two days (Figure 1b), the BSF larvae weight gain was 4.63
g. Meanwhile, feeding every three days (Figure 1c) showed an increase in the average
mass of BSF larvae from 0 to 4.42 g. Figure 1 implies that daily feeding treatment had
the highest gain weight of BSF larvae, followed by feeding every two and finally every
three days. With more intensity of feeding, the BSF larvae will grow rapidly and have
nutrients-rich for breeding.

The BSF larvae breeding was carried out using the feeding method at a specified time.
In the 7th to the 31st-day range, the feeding time was performed in three ways: every one
day, every two days, and every three days. Batch feeding allowed the shortest development
time, while daily feeding revealed the heaviest final weight of larvae (Meneguz et al.,
2018). Different feeding time aims to identify the optimum conditions for BSF larvae to
reduce seaweed waste in large quantities and a short period, as illustrated in Figures 1 and
2. Figure 1 presents the mass changes in BSF larvae after feeding every day, every two
days, and every 3 days. All feeding conditions show an increasing trend every day from
the 7™ to the 31%. In daily feeding treatment (Figure 1a), the mean larval weight reached
3.59 g and 4.87 on the 19" and 3 1% days, respectively.

To evaluate the water content in the seaweed waste changes in moisture content of
seaweed waste against feeding time were measured and presented in Figure 2. This feeding
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Figure 1. Changes in the mass of BSF larvae from day
7 to day 31: (a) feeding every day; (b) feeding every
2 days; and (c) feeding every 3 days

Figure 2. Changes in the waste moisture of the
seaweed waste from day 7 to day 31: (a) feeding
every day; (b) feeding every 2 days; and (c) feeding
every 3 days
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time parameter was performed similarly to in Figure 1. The results reveal that the overall
water content of seaweed waste slightly decreased over time. In the first condition of
daily feeding treatment (Figure 2a), the water content in the seaweed waste declines from
71% to 52%. It indicates a noticeable reduction in the water content of the seaweed waste
throughout the experimental duration. During the feeding process, the larvae consume the
organic material and extract nutrients from it. As the larvae consume the seaweed waste,
they break it into smaller particles through mechanical action and enzymatic digestion.
During this process, the larvae extract moisture from the waste to support their metabolic
activities and growth. This moisture extraction from the seaweed waste contributes to
reducing its water content. Moreover, BSF larvae have efficient digestive systems that
can efficiently process organic matter, including cellulose-rich materials like seaweed. In
addition, they have specialized gut enzymes that help break down complex carbohydrates
and release water as a byproduct of digestion. It further contributes to the decrease in water
content in the seaweed waste.

In addition to OD and WRI analysis, the efficiency of feed conversion by BSF larvae
efficiency of conversion of digested food (ECD) was also estimated to determine the
conversion of digested food to body substance. Based on the calculations in Table 2, the
average ECD value is 7.44% for feeding every day, 7.23% for feeding every two days, and
7.61% for feeding every three days. The ECD illustrates the efficiency level of BSF larvae
in converting the consumed feed into their biomass (Abduh et al., 2017). The higher the
ECD value, the higher the level of efficiency. These results show that feeding every three
days increases the conversion efficiency of seaweed waste by BSF larvae. The difference
in the percentage efficiency of the various feeding treatments was possibly influenced by
several factors, such as the amount of food given to the larvae, environmental factors like
temperature, humidity, and pH, as well as internal factors such as disease, presence of
parasites, and the sex of the BSF larvae.

In addition to waste processing parameters, in this study, the composition of mass in
seaweed processing using BSF larvae was also depicted in Figure 3. From Figure 3, the
percentage of dry feed and biomass larvae every three-day feeding treatment had the highest

Table 2
The results of seaweed waste processing parameters with BSF larvae
Parameters Unit K24 F-48 F72
1 2 1 2 1 2
Total dry feed offered g 248 248 120 120 80 80
Dry residue remained g 185.58 178.98 51.33 59.81 22.39 21.43
OD % 25.17 27.83 57.23 50.16 72.01 73.21
WRI g/day 2.01 2.23 2.22 1.94 1.86 1.89
ECD % 7.96 6.91 6.67 7.78 7.72 7.50
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percentage, followed by feeding treatment every two days and daily feeding treatment. In
contrast, daily feeding treatment residue holds the highest percentage.

For further analysis, measurements of chemical content in pre-pupa and pupae from
waste processing with BSF larvae were performed, as summarized in Table 3. Based on
the measurement results, s and both comprise the BSF’s prepupa and pupae and comprise
a high portion of protein and fat. Table 3 shows the average protein, fat, and ash contents
of 40%, 34%, and 19%, respectively, for both pre-pupa and pupae. As for calcium and
phosphorus, the average value is 4% and 1%. The feeding treatment for BSF larvae did
not significantly influence the percentage of chemical content present in pre-pupa and BSF
pupae. The high protein content of BSF larvae might be affected by dry weight conversion
as well as the nutrition of larval food ingredients (Fadhillah & Bagastyo, 2020).

Although BSF larvae are able to decompose seaweed waste efficiently, they still
generate residue. This residue can be further utilized as plant nutrients or composting.
Therefore, this study assessed the chemical composition of BSF larvae processing residue.

100% g — —
90%
80%

70%
60% m Total dry feed

50% = Dry residue
0

40%
30%
20%
10%

0%

m Larval Biomass

F-24-1 F-24-2 F-48-1 F-48-2 F-72-1 F-72-2

Figure 3. Mass composition in seaweed waste treatment with BSF larvae

Table 3

Chemicals content in pre-pupa and pupae from waste processing with BSF larvae
Chemical Unit Pre-pupa Pupa
content F-24 F-48 F-72 F-24 F-48 F-72
Protein % 422 42.8 40.6 413 394 39.2
Fat % 343 333 343 354 37.8 36.7
Calcium % 432 343 4.84 3.84 4.35 4.78
Phosphor % 0.98 0.93 0.89 1.05 1.06 1.01
Ash % 18.2 19.54 19.37 18.41 17.39 18.31
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The results in Table 4 suggest that the feeding treatment does not significantly impact the
chemical content of the residue. These measurements show that waste residue has an acidic
pH ranging from 4.6—4.8, C-organic in the 36%—37% range, N-organic from 2.6%—2.8%
with a C/N ratio of 13—14, and water content from 14%—19%. These parameters still fall
in the standard range, indicating a safe percentage of the chemical content of the residue.
Overall, the residue gives a lower percentage of chemical content than seaweed waste prior
to processing (Table 1), implying that decomposing seaweed waste using BSF larvae has
been successfully carried out.

GC-MS test was conducted to identify residue compounds under the thermal
process, as shown in Figure 4. Based on the GC-MS chromatogram, the seaweed residue
decomposes into simpler compounds, as many as 50 compound fragments. Some of
the compounds produced from the pyrolysis process of seaweed waste residues include

Table 4

Chemical content in seaweed waste residue with BSF larvae
Chemical Unit K24 F-48 F72 Standard
content F-24-1 F-24-2  F-48-1 F-48-2 F-72-1 F-72-2
pH 4.8 4.7 4.89 4.8 4.6 4.8 4-8
C-organic % 36.2 37.6 36.8 36.5 373 36.4 >12
N-organic % 2.7 2.8 2.6 2.7 2.6 2.7 -
C/N 13.41 13.43 14.15 13.52 14.35 13.48 10-25
Water Content % 18.3 19.2 15.2 14.5 143 14.8 13-20

111,180,000

2014
2300

30581

L’*—'\—-«-«J«x__&_;nc- 1.00
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Figure 4. GC-MS chromatogram of seaweed waste residue after processing with BSF larvae
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aromatic compounds, alcohol, and ketones such as butyrolactone at 6.30%, hexadecanoic
acid at 6.89%, benzene at 4.18%, 2,3-butanedione of 4.14%, phenol of 4.36%, and other
compounds (Figure 4). These above compounds can be utilized as biomass precursors if
processed with the right method to increase the value of benefits. From GC-MS analysis
of seaweed waste residue after processing with BSF larvae, it can be concluded that the
residue can be treated using a thermal process to generate biomass fuel.

DISCUSSION

The organic N levels are generally derived from proteins and chlorophyll in the seaweed.
Safia et al. (2020) reported 4.16% of protein, 0.36% of fat, and 25.50% of carbohydrate
content in seaweed. In addition to the above nutrients, seaweed possesses beneficial
bioactive compounds like alkaloids, flavonoids, phenol hydroquinone, and tannins (Safia
et al., 2020). The used seaweed waste has a fairly high nutrient content from organic
C-organic and N-organic levels. Microorganisms utilize the C and N organic content as
an energy source and the formation of body cells (Widyastuti et al., 2021). The above high
nutritional content indicates that seaweed waste has great potential as a BSF diet. Due to
relatively high water content, seaweed waste needs to be preliminary treated to reduce its
water content and steadily maintain larvae consumption. The seaweed waste used in the
study had C-organic and N-organic levels of 39.12% and 3.85%, respectively, with a C/N
ratio of 10.16. The organic C is derived from carbohydrates such as cellulose, glucose,
and lignin. The C/N ratio 15 can reportedly enhance BSF larvae’s nutrient consumption,
shortening the maturation feed time to five weeks (Beesigamukama et al., 2021). The
nutritional composition of the larvae strongly depends on the consumed feeding medium
(Sheppard et al., 2002; Tschirner & Simon, 2015).

Daily feeding time showed the highest water content decrement among the three feeding
times. The decrease in the water content in the sample indicated that the feeding of BSF larvae
through seaweed waste was successfully performed. The amount of feeding for BSF larvae
will affect the water condition in waste. The more intense feeding will stimulate the BSF larvae
to decompose the seaweed waste, thereby reducing the water content of the seaweed waste.

Previous research stated that low water content of the media is recommended during
cultivating BSF. High water content above 70% reportedly hinders the development
and growth of the larvae (Diener, 2010; Li et al., 2011). The high water content in the
growing media/feed for larvae results in anaerobic conditions (Elvita & Arseto, 2015).
The decomposition of organic matter under anaerobic conditions produces ammonia and
methane, which can inhibit the feed consumption process by larvae and disturb their growth
(Elvita & Arseto, 2015).

Various analyses related to the optimum conditions for feeding BSF larvae, water
content in the sample, and parameters associated with seaweed waste processing using
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BSF larvae are carried out in this study. Overall, the average seaweed waste degradation
(OD) by BSF larvae is 26.50% w/w for feeding every day, 53.69% w/w for feeding every
two days, and 72.61% w/w for feeding every three days. The OD value implies that the
feeding treatment has the most substantial degradation every three days. It might be due to
less food in the same period, stimulating BSF larvae to devour more. The waste reduction
index (WRI), a calculation to determine the ability of BSF larvae to consume seaweed
waste within a predetermined period (Rofi et al., 2021), is also carried out to indicate the
high preference of BSF larvae for the food given. Table 2 shows that after the 31st day,
the number of WRIs in the daily feeding treatment (average) was 2.12 g/day, 2.08 g/day
for feeding every two days, and 1.87 g/day for a three-day feeding treatment. The daily
feeding treatment had the highest number of WRIs because of more available food for BSF.

The higher the feed consumption value, the greater the potential for using larvae to
break down feed or waste. A feed consumption value of 26.2%-39.7% was reported by
Diener et al. (2009) using chicken feed as bait for BSF larvae. Another feed consumption
value of 9.29%—36.82% was reported using cassava waste (Supriyatna et al., 2016). The
value gap was likely due to the different quality of the bait, which subsequently affected
the nutrient contribution for the development of BSF larvae. Fish waste provides a greater
source of protein than cassava waste and chicken feed. While the nutrient composition
affected the growth and development of BSF larvae, the bait with high protein and fat
content accelerated the increase in larval weight (Sheppard et al., 2002).

Direct and indirect utilization of BSF larvae as animal feed has its advantages.
BSF larvae and pre-pupae can be reared in organic waste, used as poultry feed, and
simultaneously decompose unused waste. However, further studies on economic utilization
are urgently needed, including increasing the ability of maggots to recycle organic waste
(Handayani et al., 2021; Pendyurin et al., 2021; Wangko, 2014). BSF larvae have been
recommended as an alternative protein source for animal feed, as in corn and soybeans
(Kawasaki et al., 2019). The reported protein content of BSF larvae was 12.71% (young
jackfruit as a feed substrate) and 11.30% (banana peel as a feed substrate) (Pangestu et al.,
2017). In addition, the proximate test of 7 days old pupa stage is crude protein content of
35.40%—42.31%, crude fat of 3.33%—-36.41%, crude fiber of 18.68%—37.60 %, and beta-N
of 0.03%-10.33% (Mujahid et al., 2017).

Among all the above methods, using black soldier fly (BSF) to degrade organic waste,
especially seaweed waste, has recently gained attention and is considered effective. BSF is a
species of Hermetia illucens, originating from the genus Hermetia, and is a family group of
Stratiomyidae with the order Diptera having a physical shape like a wasp. The BSF larvae
of these flies are widely used to accelerate the decomposition of organic waste by breaking
down waste through heat generated from the larvae (Raksasat et al., 2020). Using BSF
larvae, organic waste reduction can be fastened with the reduction acceleration reaching
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50%—-60% (Ojha et al., 2020), which is an effective way to decompose organic waste. BSF
larvae possess high nutritional value, facilitating their growth and metamorphosis. The
body weight of the larvae serves as an indirect indicator of not only the quantity of nitrogen
successfully absorbed by the larvae but also the stored energy utilized in the development of
organs and tissues during metamorphosis. The significant nutrient content and widespread
availability of BSF larvae, coupled with their utilization that does not compete with human
resources and the ease of cultivating them using readily available growth media, indicate
the promising potential of BSF larvae as a valuable source of animal feed or for aquaculture
purposes, particularly in coastal regions.

Using BSF larvae has proven highly effective and efficient in degrading and converting
seaweed waste. The study results demonstrate the rapid decomposition of the waste material,
with significant waste reduction achieved through the feeding activities of the larvae. It
indicates the effectiveness of BSF larvae in breaking down the organic components of
seaweed waste. Moreover, the waste degradation process by BSF larvae offers a sustainable
waste management practice. It provides an environmentally friendly solution for handling
and reducing the accumulation of seaweed waste in coastal areas.

Furthermore, the larvae contribute to developing sustainable waste-to-resource
strategies by effectively converting the waste into valuable products, such as protein-rich
pre-pupae and pupae. BSF larvae’s waste conversion efficiency is evident in the high
digested feed efficiency achieved during the study. In addition, the larvae efficiently
convert the organic matter in the seaweed waste into biomass, demonstrating their ability
to utilize and transform waste materials into valuable resources. Furthermore, conducting
an environmental impact assessment is crucial to understanding the sustainability of
implementing BSF larvae-based waste management systems. This assessment should
include evaluating the carbon footprint, energy efficiency, and potential emissions
associated with large-scale implementation and assessing the effects on local ecosystems,
soil health, and water quality. Lastly, exploring the economic viability and market
potential of utilizing BSF larvae for seaweed waste management is essential. Assessing
the cost-effectiveness of large-scale production, examining potential business models, and
understanding market demand for the resulting products will provide valuable information
for this waste management approach’s practical implementation and commercialization
(Suryawan et al., 2023).

CONCLUSION

From the study results, the decomposition of seaweed waste can be carried out rapidly
using BSF larvae. Different feeding treatments of BSF larvae induce changes in larval mass
and water content in seaweed waste—the more intense the feeding, the heavier the larval
mass, and the less water content in the seaweed waste. With the optimum feeding time of
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once every three days, BSF larvae could degrade waste by 72.61% with a waste reduction
index of 1.87 g/day and digested feed efficiency of 7.61%. Further, chemical composition
was also determined for pre-pupae, pupae, and waste residues to determine their potential
as animal feed. Pre-pupa and pupae contain large amounts of protein (40%) and fat (34%),
followed by calcium, phosphorus, and dust.

In contrast, all parameters for residue are lower than waste before processing, with the
highest C-organic content of 36%—37% and water content of as much as 14%—-19%. BSF
larvae-treated seaweed waste has advantages such as easy processing, high decomposition
speed, and vast applications such as waste-to-biofuel and animal feed. Therefore, BSF’s
processing of seaweed waste offers a solution to reduce environmental pollution in coastal
areas.

Future research recommendations can be proposed to build upon these results and
explore additional aspects of sustainable waste management practices and potential
applications for the resulting products. Firstly, further research can focus on optimizing
the feeding strategies for BSF larvae to enhance waste degradation efficiency. It could
involve investigating different feeding frequencies, quantities, and nutrient compositions to
determine the optimal conditions for maximizing waste decomposition rates and the quality
of the resulting products. In addition, there is a need to explore innovative approaches for
valorizing the waste residues left after the BSF larvae processing. Finally, future studies
could evaluate the potential applications of these residues as biofertilizers, biofuels, or
other value-added products, thereby creating a more comprehensive and sustainable waste
management process.
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ABSTRACT

The growth of the digital era with diverse existing electronic platforms offers information
sharing and leads to the realization of a culture of knowledge. Vast amounts of data and
information can be reached anywhere at any time, fingertips away. These data are public
because people are willing to share them on digital platforms like social media. It should
be noted that not all information is supposed to be made public; some is supposed to be
kept private or confidential. However, people always misunderstand and are misled about
which data needs to be secured and which can be shared. We proposed an attribute-based
data privacy classification model using a Naive Bayesian classifier in this work. It aims
to identify and classify metadata (attributes) commonly accessible on digital platforms.
We classified the attributes that had been collected into three privacy classes. Each class
represents a level of data privacy in terms of its risk of breach. The public (respondent)
is determined according to different ages to gather their perspective on the unclassified
attribute data. The input from the survey is then used in the Naive Bayesian classifier
to formulate data weights. Then, the sorted privacy data in the class is sent back to the
respondent to get their agreement on the class of attributes. We compare our approach

with another classifier approach. The result
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INTRODUCTION

The digital platforms transformed people’s lives by making daily tasks much easier. In this
era, data and records have been widely used to improve storing, accessibility, and sharing,
such as the collaboration of information among various entities, i.e., organizations and
businesses. Moreover, the fact that the data is stored in the Cloud computing environment
and can reside anywhere beyond the geographical boundary might cause the user to lose
control over their data. Data communication via digital platforms makes news, rumors,
feedback, comments, reports, and other information available for retrieval and response by
anyone. Such information might consist of confidential data that has been implicitly shared
for several purposes. Some information might not be important to users but might be vital
to others. The publicly accessible information includes personal details (e.g., name, phone
number, electronic mail, home, or office address), job and affiliation, and health information
(e.g., medication lists, diagnostic tests, physical assessments, and history observations).
The high demand for such data input collected on the digital platform has confused in
determining the sensitivity levels of the data. This unnoticed data-sharing activity results
in data leaks and exploitation by irresponsible parties.

An open digital platform is an online space where people can interact with it because
technological advancements have drastically altered people’s daily lives. Public data is
mostly shared in an open digital space. There are lots of public data attributes that can be
found on open digital platforms. Some examples of public data attributes are gender, age,
education status, hometown, nationality, and email address. In our project, the information
refers to “public data,” which anyone can access from digital platforms such as social
media and company websites. Noticeably, the open digital platform creates great potential
for the economy and society; however, it may invade someone’s privacy as public data is
shared freely. The Australian Cyber Security Centre advises people to remain cautious when
disclosing too much personal information online (Analysis & Policy Observatory, 2020).
Someone who discloses their personal information risks becoming a victim of identity theft,
stalking, and harassment. For instance, protecting personal information can help avoid
phishing scams. The term “phishing” refers to a scam when fraudsters send emails or pop-up
messages that seem to have been sent by a bank, a government agency, or an online retailer.
The message directs the victims to a website or phone number that they can contact to update
their account information or to receive a reward. It can imply that something negative will
occur if the victims ignore it. It implies that someone’s privacy has been violated.

Individuals’ perceptions of privacy vary, which may result in a lack of knowledge.
For instance, some individuals could believe that their workplace is unrelated to privacy,
while others would hold the opposite opinion. In our work, we focus on developing a
data privacy classification using the Bayesian theorem to identify and classify the public
data attributes into different levels of privacy (i.e., low, medium, and high). Then, a data
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catalog containing our data attributes and their privacy classes is created and meant to
be shared with the public to increase their data privacy awareness. The remainder of this
paper follows the study background, public data classification process, results, discussion,
and concluding remarks.

LITERATURE REVIEW

Public data refers to available data and information accessed through an electronic or
digital platform. Organizations or individuals gather and make this information available
for various purposes. According to the MyGoverment (2019), each piece of data must have
a precise definition and set of characteristics. This document guideline aims to support the
implementation of open data, where the public should cultivate the basic skills to evaluate
information and determine its importance. It assists in justifying data and information
privacy and measuring before the information is publicly shared on any digital platform.
The data can be explained from various perspectives, including data acquisition, opinion
target recognition, feature identification, sentiment analysis, opinion summarization, and
sampling (Sanderson et al., 2019; Reza et al., 2020).

The ability of an individual to disclose just certain personal information about
themselves is known as privacy. In the social media era, people became concerned about
their data being visible online. However, the privacy policy on social networking sites is
unclear and not well-defined. Salim et al. (2022) and Cain and Imre (2022) identified the
different privacy options the social media site offers users to protect their information.
These security options strengthen users’ ability to divulge information while allowing the
information privacy settings to those requiring it. Another researcher stated that sharing
information on social media demands a lot of security and privacy settings (Rehman et
al., 2022). They also stated that it is difficult to enforce data privacy on social media when
people are willing to reveal their personal information publicly. Ravn et al. (2019) specified
that users disclose much personal information on Instagram without realizing it is putting
them in danger. From a Facebook security perspective, Rashid and Zaaba (2020) mentioned
that Facebook users frequently store and exchange different types of personal data, which
raises the risk of privacy breaches.

Researchers and practitioners conduct surveys to understand how users’ opinions can
be processed, analyzed, and used to raise public data privacy awareness. Their survey
findings are classified into several key levels for classifying the users’ responses in various
variables. Bibhu et al. (2021) conducted a survey analysis that revealed that around 56%
of people are very concerned about their privacy being publicly shared. Algarni (2019)
highlighted that those four sensitivity classifications—high, medium, low, and unclassified
are mostly used by researchers to leverage the data’s sensitivity. They also mentioned that
information that the public can view falls under the “unclassified” category. The information
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on the medium level is intended for a specific group of people, and the information on
the high level is the information that cannot be revealed, is extremely sensitive, and can
be accessed by certain people only. Wu et al. (2021) highlighted that the privacy concept
is based on 4 types, person, preference, event, and trait, for protecting privacy leakage.
They employed a deep learning model and an ontology-based classification approach for
grouping those privacy features.

The Bayesian network as a classifier has a transparent probability function and considers
the prior information of samples, making Naive Bayes a simple and powerful classification
model (Liu et al., 2013; Vu et al., 2022). The Bayes theorem is used by Abraham et al. (2019)
to find highly confidential and less confidential data. They proposed a method of classifying
emails according to their security levels, which are categorized as highly confidential and
lowly confidential emails, using a Naive Bayesian classifier. Vu (2022) proposed a privacy-
preserving Naive Bayes classification based on secure multi-party computation. While
achieving a high level of privacy, their model has higher accuracy compared to another
classifier. Those works, however, do not investigate public data attributes. Meanwhile,
Wibawa et al. (2019) showed the ability of the Naive Bayes classifier to classify the quality of
ajournal that ranks in Q1, Q2, Q3, Q4, and NQ. Their classifier approach classified the quality
of journals and achieved 71.60% accuracy. Zanella-Béguelin et al. (2022) employed the
Bayesian method for interpreting differential privacy to obtain a posterior for the confidence
interval of the false positive and false negative rates of membership inference attacks. The
result is promising but has not been analyzed from the public usability point of view. Besides
utilizing the Naive Bayes classifier, Shallal et al. (2020) proposed a k-nearest neighbors
algorithm (k-NN) to divide Internet of Things (IoT) data into three security levels. However,
the computation process of k-NN is very difficult due to the procedure of classification, which
will utilize whole training samples. However, their three security levels significantly make
the classification process more effective and less complex. Our work employs the Naive
Bayes classifier by classifying data privacy into three levels. The ranking of data attribute
privacy is initially established from the viewpoint of the public. The Bayes theorem will then
be used to quantify each data attribute. We solicit the public’s opinion once more to confirm
that they agree with the classified data attribute.

METHOD OF CLASSIFICATION PROCESS

This discussion details how the Naive Bayes method retrieves each attribute’s privacy class.
Additionally, we described each stage of the privacy classification process.

Naive Bayes Classifier for Privacy Classification

A classifier is a machine learning model using certain attributes to distinguish between
objects. The Bayes theorem can be used to calculate the likelihood of A occurring given
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the presence of B. A is the hypothesis in this case, while B is the proof or evidence (Vu,
2022). The features are thought to be independent. That is, one feature’s existence does not
change another’s behavior. As a result, it is known as naive. The fundamental idea of Bayes’
theorem is shown in Equation 1. P (A | B) is the posterior probability, where the conditional
probability distribution represents what parameters are likely after observing the data object
(Liuetal.,2013). P (B | A) is the likelihood function, expressing the probability of falling
under a specific category or class. P (A) is the prior probability distribution representing
prior knowledge or uncertainty about a data object.
P(B|A) x P (4)

PR =——F [1]

By adding new variables that matched our public data attributes privacy setting, we
modified Equation 1—given that Equation 2 modifies the Bayes theorem used in this work.

P (privacy level |weightage) X P (weightage)
- (2]
P (privacy level)

P(weightage | privacy level) =

It is described using Equation 2, where the posterior probability is P (weightage|privacy
level) or P(W|PL). It is the probability that the weight is True, given the evidence from
the chosen privacy level based on the public count. The public count is the number of
votes from survey respondents on the chosen privacy level. P (privacy level|weightage)
or P(PL|W) defines the probability of the chosen privacy level based on the public count
if the weight is true for the likelihood function. In other words, it uses the sum of the two
preceding values. The prior involved in this study is P (weightage), which is the probability
of assumed weightage, and P (privacy level), which is the evidence and is the probability
of the chosen privacy level based on the public count.

Methodology for Privacy Classification

This work takes several stages for the Data Observation
classifying process (Figure 1). The stages and Collection

are inter-operable with each other to ensure |~~~ K

the consistency of input and output between Questionnaire
stages. Survey Development

Modelling

________________

Data Observation and Collection. We

) ] Analyzing
observed the public data attributes and

Releases

Figure 1. Privacy classification process

collected 15 from various sources based
on Table 1. We believe there are 15 data
attributes that the public normally shares
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on an open digital platform. We then designed the respondent to represent the public. We
identified 40 people as our respondents (Budiu & Moran, 2021), representing a range of
ages. The focus of 40 respondents as hard-core Internet users is sufficient for obtaining
comprehensive insights on data attribute privacy levels. The respondents come from a variety
of social backgrounds, including friends, relatives, and individuals selected at random, and are
not part of any specific group. The respondent is engaged in our study through emails based
on their willingness to be part of this data collection. The age factor chosen is significant in
analyzing their digital data-sharing behaviors. University students and young adults between
20 and 29 are the first age group. Another age group is between 30 and 50 since they have
more experience dealing with privacy concerns in real life. Respondents over 50, who are
older individuals or may be retirees and are potentially exposed to data privacy exposure,
make up the last age group. As a result, there Table 1

are 3 age groups: 13 respondents between the sz;c data attributes and their sources

ages of 20 and 29, 14 respondents between

Public data attributes Sources
the ages of _30 and SF), and 13 re_spondents A ddross Dokuchaey et al. (2020)
above 50. Figure 2 displays the pie chart of Age Reza et al. (2020)
the respondents’ age group. Date of Birth Reza et al. (2020)
Education Level Wu et al. (2021)
Email Reza et al. (2020)
Gender Reza et al. (2020)
Hometown Reza et al. (2020)
Identity Card Number Wu et al. (2021)
Visited Location Dokuchaev et al. (2020)
Name Dokuchaev et al. (2020)
Nationality Dokuchaev et al. (2020)
Phone Number Indeed (2021)
Profile Picture Wu et al. (2021)
M20:29 u30-50 w51 orover Relationship Status Salim et al. (2022)
Figure 2. Respondents’ age group Workplace Salim et al. (2022)

Data Modeling. We created a survey through Google Forms to determine the respondents’
view on the privacy level of the selected public data attributes. Figure 3 shows the survey
question that requires the respondents to select the privacy level of 15 public data attributes
based on their point of view. The public data attributes are classified into three privacy
classes: low, medium, and high. It aims to observe initial respondents’ awareness of public
data privacy. Their response will then become the foundation element in our Bayes Theorem
model. The privacy classes—high, medium, or low are represented as follows:

e High privacy class: The attribute that significantly affects individuals’ privacy and
may cause security risks. For example, when data classified in this privacy class
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gets into the wrong hands, it may
result in people having their privacy
compromised, identities stolen, or
fraud committed in their names.

e Medium privacy class: The
attribute that has little effect on
the privacy of individuals and may
slightly cause security risks. The
real damage may lessen in this
privacy class compared to the high
privacy class. However, it could
occur to any individual as the data
in this privacy class might be a
turning point for the security risks.

e Low privacy class: The attribute
that does not significantly affect
individuals’ privacy and may not
cause security risks. For example,

From your point of view, select the privacy level of common public data attributes below. *
Dari sudut pandangan anda, pilih tahap privasi atribut data awam di bawah.

Mark only one oval per row.

Low/ Medium / High/
Rendah Sederhana Tinggi

Address / Alamat

Age / Umur

Date of Birth / Tarikh Lahir

Education Level / Tahap Pendidikan

Email / Emel

Gender / Jantina

Hometown / Tempat Asal

Identity Card (IC) Number / Nombor Kad
Pengenalan

Visited Location / Lokasi yang dilawati

Name / Nama

Nationality / Kewarganegaraan

Phone Number / Nombor Telefon

Profile Picture / Gambar profil

ip Status / Status Hub

Workplace / Tempat Kerja

Figure 3. Survey questions in the first-time
verification process

if the individual decides to expose

data that belongs in this privacy class, the invasion of privacy for this person may
not occur. It somehow will not impact the individual’s daily life as it is not really
involved with real damage.

The Bayesian value is calculated for each public data attribute using the designated
Bayes theorem from Equation 2. It includes the probability of assuming weight and the
probability of choosing a privacy level based on a public count. The public count is the
number of votes from the respondents’ feedback on the chosen privacy level. The weighting
is designed to prioritize the privacy of public data attributes. It is determined by 15 public
data attributes, divided into 3 classification classes. Hence, every rank increment of a public
data attribute is assumed to be 0.33. Each attribute’s weight is considered a multiple of 0.33,
with the highest privacy having the most weight. The highest weight is 4.95, given to the
highest privacy public data attribute, while the lowest weight is 0.33, given to the lowest
privacy public data attribute. This data modeling is repeated for the second time after the
respondents’ responses are analyzed and formulated through the Bayesian theorem. The
two-time public verification process ensures that our data privacy model is reliable and
accurately reflects our users’ perspectives.

Data Analysis. This stage analyzes the result obtained from two ranking steps: (1) the
respondents’ responses and (2) the Bayesian value. Public data attributes are initially ranked

Pertanika J. Sci. & Technol. 32 (1): 235 - 248 (2024) 241



Nur Aziana Azwani Abdul Aziz, Masnida Hussin and Nur Raidah Salim

based on the survey analysis according to the public count. For instance, one attribute will
be classified into the “high privacy” class if most respondents select that privacy level for
that attribute. Then, the respondents’ perspectives were further analyzed using the Bayesian
data model. The public data attributes are further ranked and compared between the survey’s
public count and the Bayesian value. The later discussion details the comparison of public
data attributes’ rankings and their privacy classes.

Releases and Feedback. The public data attributes catalog is developed based on the latest
privacy ranking generated from a two-step classifying process. This catalog aims to raise
public awareness about the privacy of their information and their right to keep it private.

RESULT AND DISCUSSION

We presented the results of the classification process according to mixed-method research,
which employs quantitative research (by utilizing the Bayesian theorem) and qualitative
research (by conducting surveys to get feedback from the respondents). Then, the final
ranking of public data attributes will be given.

The Ranking of the Privacy Level of each Public Data Attribute Based on the
Number of Public Counts

Table 2
Public count for each attribute based on chosen
privacy class

According to the first survey output, the
public data attributes classified into a high
privacy class are the identity card number,
phone number, visited location, and address.

Privacy class

Public data attributes

Low Medium High
Table 2 shows the number of counts from ldentity Card Number 0 s 2§
the public for each privacy class of the . - 13 20
public data attribute. Phone Number 9 13 18
Based on Table 2, we can see that  visited Location 10 14 16
the first row of public data attributes has ~ Workplace 8 16 16
the highest privacy as the public count  Education Level 9 27
is the highest, which is 25 votes, and the =~ Ag® 12 20 8
subsequent row follows in descending order ~ P2t¢ of Birth 10 19 1
of public count, as the address has 20 votes, Emai? ) t 19 10
. Relationship Status 10 18 12
the phone number has 18 votes, and visited Profile Picture 1 16 13
location has 16 votes. Most of the common . T 16 13
public data attributes fall into the medium  Name 14 14 12
privacy class that is ranked accordingly,  Nationality 21 12 7
which includes workplace, education level, = Gender 21 13
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age, date of birth, email, relationship status, profile picture, hometown, and name because
the workplace has 16 votes, education level has 27 votes, age has 20 votes, date of birth
has 19 votes, email has 19 votes, relationship status has 18 votes, profile picture has 16
votes, hometown has 16 votes, and name has 14 votes. While nationality has 21 votes
and gender has 21 votes, both are classified as having low privacy. However, public data
attributes with similar public counts on certain privacy classes are now classified into
medium privacy classes. It is evident when the workplace falls within the medium to high
privacy class, and the name falls within the low to medium privacy class since both have
the same public count.

The Ranking of the Privacy Level of each Public Data Attribute Based on the
Number of Public Counts Versus Bayes Value

The Bayes value is assessed using Equation 2 for each public data attribute. Table 3 is an
example of calculation in producing Bayes value. The value is calculated and assigned to
each public data attribute initially ranked based on the public count (Table 4).

We can see that the Bayes value is disorganized due to the different weights of each
data attribute and that it contradicts its public count. We then sorted the ranking of public
data attributes according to Bayes value and produced the new ranking list shown in Table
5. The difference only affects the high-priority class, where the address has replaced the
identity card number rank, the phone number has replaced the address rank, and the identity
card number has replaced the phone number rank. Meanwhile, other public data attributes
do not require re-ranking or exchanging the privacy classes.

The output of classifying the public data attributes in Table 5 was then distributed again
to the former respondents. Here, we assert a two-step verification process that ensures
the dependability of our public data attributes catalog. This second survey required the
respondents to state whether they “agree” or “disagree” with the current privacy level
for each attribute, as depicted in Figure 4. Table 6 shows the result of the second survey
analysis, which is the number of respondents that agree and disagree with the stated privacy
class of each public data attribute.

Table 3
Example data calculation (High privacy class)
# Public data attributes P (PL| W) P (W) P (PL) Bayes value
1 Identity Card Number 5.575 4.95 25/40 = 0.625 44.154
2 Address 5.12 4.62 20/40=10.5 47.308
3 Phone Number 4.74 4.29 18/40 = 0.45 45.188
4 Visited Location 436 3.96 16/40=10.4 43.164
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Table 4

Initial ranking of public data attributes based on the

public count

Table 5
Final ranking of public data attributes after arranging
Bayes value

Privacy Public data attribute ~ Bayes value Privacy Public data attribute ~ Bayes value
class class
Identity Card Number 44.154 Address 47.308
Hich Address 47.308 Hich Phone Number 45.188
i i
& Phone Number 45.188 & Identity Card Number 44.154
y
Visited Location 43.164 Visited Location 43.164
Workplace 36.572 Workplace 36.572
Education Level 19.433 Age 20.611
Age 20.611 Education Level 19.433
Date of Birth 17.312 Date of Birth 17.312
Medium  Email 13.543 Medium Email 13.543
Relationship Status 10.692 Relationship Status 10.692
Profile Picture 8.456 Profile Picture 8.456
Hometown 5.676 Hometown 5.676
Name 3.790 Name 3.790
L Nationality 1.489 L Nationality 1.489
oW ow
Age 0.537 Gender 0.537
. Table 6
Yes/Ya No/Tidak Number of respondents that agree and disagree
Address (Privacy Class : High) (@) -
Phone Number (Privacy Class : High) O O Privac Number of
Public data attributes y respondents
Identity Card Number (Privacy Class : High) () O class W
Visited Location (Privacy Class : High) Address 39 1
Workplace (Privacy Class : Medium) O O Phone Number Hich 37 3
. 1g
Education Level (Privacy Class : Medium) O (@) Identity Card Number 38 2
. Visited Location 32 8
Age (Privacy Class : Medium) O -
Workplace 34 6
Date of Birth (Privacy Class : Medium) O O Education Level 33 7
Email (Privacy Class : Medium) O - Age 32 8
Relationship Status (Privacy Class : — — Date of Birth 34 6
Medium) 7 7
) ) Email Medium 32 8
Profie Pictue (Pvacy Class:Medum) L Relationship Status 30 10
Hometown (Privacy Class : Medium) O _ Profile Picture 30 10
Name (Privacy Class : Medium) O - Hometown 33 7
Nationality (Privacy Class : Low) O - Name 36 4
Gender (Privacy Class : Low) O O Nationality L 34 6
oW
Gender 33 7

Figure 4. Survey questions in the second-time

verification process
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Comparing with the A-N/N Learning Machine Method

We also compare the Naive Bayes classification with the k-nearest neighbors algorithm
(k-NN) for an unsorted data set given in Table 7. In k-NN learning, the number of trained
data will be kept as a sample to identify different classes = (high, medium, low). The
training samples are taken from (Shallal et al., 2020), and the unsorted data set is given as
UnS= {da,, da,, ..
the k neighbor, we set & = the ratio of da, and 15, where 15 is the total of data sampling.
The comparison result in Table 8 shows slight differences in the data sorted within the
group. We also request that our respondents (the same group of 40 participants) give their
opinion on the classification using the &~-NN algorithm. It is shown in Table 9 that the five

., da,} where (da,, da,, da,,....., or da,) is independent of each other. For

data received disagreeing responses from respondents regarding the group. It might be
due to the A-NN algorithm’s required training sample, where a few training cycles lead to
misclassification. By comparing our Naive Bayes approach, which received agreement for
all data attributes, we conclude that our approach is suitable for identifying the respective
privacy levels for the data attributes.

Table 7
Unsorted data set

Public data attributes

Address, Age, Date of Birth, Education Level, Email, Gender, Hometown, Identity Card Number, Visited
Location, Name, Nationality, Phone Number, Profile Picture, Relationship Status, Workplace

Table 8
Comparison group of data classification

Public data attribute through Public data attribute through

Privacy class Privacy class

Bayes value k-NN value
High Address Address
Phone Number High Email
Identity Card Number Visited Location
Visited Location Age
Medium Workplace Gender
Age Name
Education Level Workplace
Date of Birth Medium Education Level
Email Identity Card Number
Relationship Status Date of Birth
Profile Picture Hometown
Hometown Profile Picture
Name Phone Number
Low Nationality Low Nationality
Gender Relationship Status
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Finally, we formed a catalog of public
data attributes for easier notifying the
users on privacy levels of their common
information, given in Figure 5.

CONCLUSION

The development of digital data sharing
and analysis procedures is important in the
digital era, especially with the advancement
of mobile technologies and social media
platforms. The data privacy policy should
be revealed to ensure public rights and
the usefulness of available electronic and
digital media. Aside from a thorough
understanding of public data privacy,
awareness of information sharing via digital
media improves socio-economic conditions.
It implicitly attracts many investors to make

Table 9
Number of respondents that agree and disagree with
k-NN approach

Public data Privacy Number of
attributes class —respond'ents
Agree Disagree

Address 39 1
Email High 10 30
Visited Location 32
Age 32
Gender 7 33
Name 36 4
Workplace 34
Education Level Medium 33
Identity Card Number 3 37
Date of Birth 34
Hometown 33
Profile Picture 30 10
Phone Number 2 38
Nationality Low 34 6
Relationship Status 14 26

PRIVACY CLASSIFICATION OF
COMMON PUBLIC DATA ATTRIBUTES

Attributes that do not make
significant effect on the privacy
of individuals and may cause
RELIANLS

1. Nationality
2. Gender

Attributes that have little effect
on the privacy of individuals
and may slightly cause
security risks

Attributes that have a
significant effect on the privacy
of individuals and may cause
security risks

1. Workplace
2. Age

-Ag
3. Education level

4. Date of birth

5. Small

6. Relationship status
7. Profile picture
8. Hometown

9. Name

Figure 5. The catalogue
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investments in the country. This work may lead one to perceive that public data also has
privacy. We used the Naive Bayesian classifier to classify public data attributes into low,
medium, and high privacy classes. Mixed-method research in verifying the classification
process further makes our public data attributes privacy ranking list reliable. Furthermore,
this acknowledges that public data privacy has its level that should be highlighted. It may
encourage individuals to be more cautious when exposing their information, especially
on open digital platforms.
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ABSTRACT

The Terahertz (THz) band antenna configuration operates in the 0.1-10 THz frequency range
and offers a stable performance for future 6th Generation (6G) wireless communication
systems. However, the available metallic axial mode helix antenna designs exhibit a peak
directivity of lower than 18 dBi within 0.5—-1 THz, making it inappropriate to be applied
in wireless communication systems. Therefore, this study proposed a high-performance
THz metallic five-turn axial mode helix antenna with an optimised truncated hollow
cone ground plane for 6G wireless communication systems. Following the creation of
the proposed antenna design using cost-effective copper (annealed), the truncated hollow
cone ground plane of the THz axial mode helix antenna was optimised via simulation
in a Computer Simulation Technology Microwave Studio (CST MWS) software and a
verification of the proposed THz antenna design in Analysis System High-Frequency

Structure Simulator (Ansys HFSS) software
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respectively. Within the 0.5—1 THz, the proposed optimised THz antenna design achieved
an outstanding performance, including an FBW of more than 50%, excellent directivity
of higher than 15.8 dBi, radiation efficiency of greater than 87%, circular polarisation,
and low-profile helix turns. In short, the proposed THz metallic axial mode helix antenna
with optimised truncated hollow cone ground plane design is appropriate for various THz
6G wireless applications.

Keywords: 6G wireless communication system, axial mode, helix antenna, high-performance, metallic, terahertz

INTRODUCTION

The Terahertz (THz) band antenna configuration has received overwhelming interest over
its compatible application in 6™ Generation (6G) wireless communication systems. The
0.1-10 THz range offers numerous advantages, such as non-ionic high-frequency range,
excellent resolution, broad bandwidth (Singhal, 2019), more robust information security,
and stable communication, making it a more favourable alternative for future wireless (6G)
communication (P. K. Singh et al., 2021). Nevertheless, one of the main drawbacks of the
THz frequency band is the high attenuation path loss and molecular absorption loss (P. K.
Singh et al., 2021; Ullah et al., 2019; Xia & Jornet, 2019). In particular, frequencies over
1 THz are inappropriate for wireless communication due to the absorption wavelengths
of humidity and other gases in the THz band (P. K. Singh et al., 2021). Thus, only the low
THz frequency range (0.1-1 THz) is suitable for future wireless communication, given
its fewer signal losses due to the effect of small fog and dust particles (P. K. Singh et al.,
2021; Ullah et al., 2019). Additionally, several low attenuation windows appear below 1
THz, specifically around 0.3, 0.35, 0.41, 0.65, and 0.85 THz (P. K. Singh et al., 2021),
w;=0.38-0.44 THz, w,=0.45-0.52 THz, w,=0.62-0.72 THz, and w,=0.77-0.92 THz (M.
Singh et al., 2021). In view of this, broad bandwidth THz band antennas could be utilised
for various THz band applications in future 6G wireless communication, such as medical
diagnosis (0.42, 0.50, and 0.80 THz), homeland defence (0.6-0.8 THz), video-rate imaging
(0.6 THz), explosive and weapon detection (0.41 THz), Terabits/sec links (0.2375, 0.350,
and 0.840 THz), space communication, and energy conservation devices (Ghalamakri &
Mokhtari, 2022).

The propagation path loss can be compensated by employing two key components,
namely, the high-gain and directive THz band antenna (Aqlan et al., 2020; Fan et al., 2016;
Faridani & Khatir, 2018; Kiirner, 2018; Pillai et al., 2022; Wu et al., 2019; Xia & Jornet,
2019). However, using metallic materials (Hajiyat et al., 2021b) to design Ultra-Wideband
(UWB) THz band antennas with high directional gain (Chen et al., 2020) is extremely
difficult due to the impact of antenna size on gain and bandwidth (Harrington, 1960; Huang
& Boyle, 2008). Besides, the decreased skin depth and conductivity of the copper metal at
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the THz band minimises the radiation efficiency of the antenna elements in the THz band
(Dash & Patnaik, 2018; Jamshed et al., 2020).

Antennas on-chip based on meta-materials and meta-surfaces are interesting
techniques to achieve high-performance THz antennas without altering their physical size
(Alibakhshikenari et al., 2022). Various studies have demonstrated the advantages of these
techniques in terms of smaller size, low profile, wider bandwidth, and better radiation
properties (Alibakhshikenari et al., 2022; Alibakhshikenari et al., 2021). However, these
studies only reported fractional bandwidth of lower than 50%.

Interestingly, Chetioui et al. (2022) and most research by Acharya et al. (2015),
Boudkhil et al. (2018), Guo et al. (2014) and Guo et al. (2016) operated THz band helix
antenna above 1 THz frequency. Although they provide wideband or UWB bandwidth
for THz 6G communication, such approaches are unsuitable for wireless communication
systems due to their frequency of over 1 THz. On the contrary, very few studies on THz
band axial mode helix antennas have reported such applications below 1 THz (Boudkhil
et al., 2019; Hajiyat et al., 2021a; Hajiyat et al., 2021c). Moreover, the study by Hajiyat
et al. (2021c¢) achieved a peak directivity of 13.4 dBi. Thus, the result implies that further
investigation is required to design a THz axial mode helix antenna with greater peak
directivity than 18 dBi to compensate for the propagation path loss in the THz range,
ultimately achieving effective UWB 6G wireless communication systems.

To the best of the author’s knowledge, a high-performance metallic axial mode helix
antenna with a peak directivity of higher than 18 dBi has not been reported in 6G wireless
communication systems at a frequency range of 0.5—1 THz. Therefore, this study proposed
a high-performance THz metallic axial mode helix antenna with an optimised truncated
hollow cone ground plane for the UWB 6G wireless communication system. The truncated
hollow cone ground plane parameters of the proposed metallic axial mode helix antenna
were optimised. Subsequently, the simulation results were computed using the Computer
Simulation Technology Microwave Studio (CST MWS) software. The performance of
the proposed antenna design was then verified via an Analysis System High-Frequency
Structure Simulator (Ansys HFSS). Finally, both findings were compared and revealed a
strong association. The computed results notably outperform similar research in terms of
directivity for frequencies between 0.5 and 1 THz.

METHODS

Design of the Proposed Axial Mode Helix Antenna with Optimised Truncated
Hollow Cone Ground Plane

This study investigated the performance of an optimised three-dimensional (3D) copper
ground structure added to the THz axial mode helix antenna. Figure 1(a) shows the proposed
optimised THz antenna design schematic diagram. Copper (annealed) was applied in the
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design due to its widespread use in antenna manufacturing and past literature studies on
copper antennas at THz frequencies. The ground plane of the proposed THz metallic axial
mode helix antenna was reshaped, designed, and optimised to reach exceptionally high
directional gain performance. Notably, this study introduced a truncated hollow cone ground
plane (3D-shaped), which differs from that of the circular ground plane (2D-shaped) in
Hajiyat et al. (2021c). Regardless, the same number of helix turns was used in this study
to maintain a low profile of helix turns.

The proposed optimised THz antenna design was fed with a 50-Q copper (annealed)
coaxial cable (vacuum as an insulator), where the inner conductor diameter of the coaxial
feed is equivalent to the diameter of the helix wire to simplify the antenna geometry for
enhanced and reproducible antenna design at THz frequency. The values of the optimised
truncated hollow cone ground plane parameters for the proposed axial mode helix antenna
are shown in Table 1.

Figure 1(b) presents the proposed five-turn axial mode helix antenna geometry with an
optimised truncated hollow cone ground plane fed with the 50-Q coaxial waveguide port
in the Computer Simulation Technology Microwave Studio (CST MWS) software based
on the Finite Integration Technique (FIT) (SIMULIA, 2019). A waveguide port was used
in the feeding line due to extremely low reflection levels at high frequencies. For analysis
purposes, a time-domain solver with a hexahedral mesh type of -50 dB accuracy and open
(add space) boundary conditions for all directions were utilised for the simulation setting.

Experimental measurements of THz band antennas are hampered by unresolved issues
in THz band antenna manufacturing technology, equipment availability, and expensive

3D view Front view Back view
(b)
Side view 3D view
(a) (c)

Figure 1. The proposed metallic axial mode helix antenna with optimised truncated hollow cone ground plane:
(a) Schematic diagram; (b) 3D view, front view, and back view in the CST MWS software with air surrounding,
respectively; and (c) Side view and 3D view in the Ansys HFSS Software plane

Note. Design drawn not to scale
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facilities (Akyildiz et al., 2020; Hajiyat et al., 2021b). Therefore, further software
comparisons were used in this work to validate the proposed optimised THz antenna
design. The proposed antenna design and optimisation were performed using the CST
MWS software, while Analysis System High-Frequency Structure Simulator (Ansys HFSS)
software version 2021 R1, which is based on the Finite Element Method (FEM) (Ansys
Inc, 2021), was used for antenna design validation and comparison. Figure 1(c) shows the
proposed optimised THz antenna design in the Ansys HFSS software.

Table 1

Design parameters for the proposed metallic axial mode helix antenna with optimised truncated hollow cone
ground plane

Parameter Value (mm)

Helix antenna with truncated hollow cone ground plane

Circumference of a turn (C) 0.40
Spacing between turns (S) 0.10
Height of the helix antenna (H,) 0.50
Diameter of the helix wire (D) 0.0150
Distance between the feed wire and the helix antenna (Dg;,) 0.0790
Distance between the ground plane and the helix antenna (D,.,) 0.0085
Upper diameter of the truncated hollow cone (D,) 1.70
Ground lower diameter of the truncated hollow cone (D)) 0.60
Height of the truncated hollow cone (H,) 1.950
Ground thickness of the truncated hollow cone (T,) 0.020
Thickness of the truncated hollow cone (shell thickness of loft) (T,) 0.035
Coaxial waveguide port

Inner conductor diameter of the coaxial feed (D;) 0.015
Vacuum diameter of the coaxial feed (insulator) (D,) 0.034
Outer conductor diameter of the coaxial feed (outer sheath) (Dy) 0.036
Height of the coaxial feed (Hy) 0.030
Parameter Value
Helix turn number (N) 5
Helix angle () 14.03°

Optimisation of Truncated Hollow Cone Ground Plane Parameters

The geometrical dimensions of the truncated hollow cone ground plane were determined to
maximise the antenna directivity while maintaining a high Fractional Bandwidth (FBW) in
the selected frequency range. The upper diameter of the truncated hollow cone, the ground
lower diameter of the truncated hollow cone, the height of the truncated hollow cone, and
the thickness of the truncated hollow cone were assessed as independent variables. Other
helix antenna dimensions were kept constant as control variables. Table 2 shows the data
input in the CST MWS software.
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Factors Affecting the Performance of the Table 2

Metallic Axial Mode Helix Antenna Investigated paramete.r range of truncated hollow
cone ground plane optimisation

The following sections describe the effects

Variable Parameter  Investigation range
H; (unit) 0.218-2.5 (mm)

D, (unit) 0.5-1.8 (mm)

D, (unit) 0.5-0.9 (mm)

of the truncated hollow cone ground plane
parameters (height, upper diameter, ground
lower diameter, and thickness) on the  Independent

directivity and FBW performance of the T, (unit) 0.01-0.07 (mm)
proposed optimised THz antenna design. C (unit) 0.40 (mm)

S (unit) 0.10 (mm)
Effect of Varying Height H,, (unit) 0.50 (mm)

D,(unit)  0.0150 (mm)
Dy (unit)  0.0790 (mm)

8t _ D, (unit)  0.0085 (mm)
proposed optimised THz antenna design N 5

The effect of the height of the truncated  Control
hollow cone ground plane (H,) of the

was assessed at fixed D,, D, and T, values. o 14.03°

The H, was varied to determine the height

effect on the directivity and FBW performance of the metallic axial mode helix antenna
in the THz band. Figures 2 (a) and 2(b) show that the increased H, led to an increase
in the directivity performance of the axial mode helix antenna but decreased the FBW
performance. Additionally, the directivity performance of the proposed optimised THz
antenna design has achieved over 18 dBi when the H, value was more than 1.95 mm. In
short, the analysis suggests that the directivity and FBW performance of the proposed
optimised THz antenna design are positively and negatively correlated with the H,
respectively.

Effect of Varying Upper Diameter

The effect of the upper diameter of the truncated hollow cone ground plane (D,) of the
proposed optimised THz antenna design was analysed at fixed H,, D, and T; values. As
shown in Figures 3(a) and 3(b), the directivity performance of the metallic axial mode helix
antenna enhanced as the D, increased. The FBW performance also increased until the D,
value reached 0.8 mm, where the FBW performance decreased and maintained within a
D,range of 1.3—1.8 mm. Based on the analysis, the directivity performance of the metallic
axial mode helix antenna is more positively correlated to the D, compared to the FBW
performance, with higher FBW recorded at specific D, values.

Effect of Varying Ground Lower Diameter

The effect of the ground lower diameter of the truncated hollow cone ground plane (D)) of
the proposed optimised THz antenna design was determined at fixed H,, D,, and T, values.
According to Figures 4(a) and 4(b), increasing the D, decreased the directivity performance
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of the proposed optimised THz antenna design. However, the FBW performance was
enhanced as the D, increased and stabilised at a D, range of 0.7-0.9 mm.

Effect of Varying Thickness

The effect of the loft (T,) shell thickness of the truncated hollow cone ground plane of
the proposed optimised THz antenna design was evaluated at fixed H,, D,, and D, values.
Figures 5(a) and 5(b) show that the increase in T, reduced the directivity performance but
increased the FBW performance of the metallic axial mode helix antenna. Thus, thickening
the ground plane of the truncated hollow cone significantly improved the FBW performance
of the proposed optimised THz antenna design compared to the directivity performance.

RESULTS AND DISCUSSION
Design Results of the CST MWS Software

Figures 6(a) and 6(b) depict the performance of the proposed optimised THz antenna
design using the CST MWS software in terms of the S, parameter and total efficiency and
radiation efficiency, respectively. Based on the results, the UWB bandwidth (|S;;| < -10
dB) operates between 0.52 to 0.98 THz with an FBW of 61.33%, impedance bandwidth
(BW) of 0.46 THz, and a deeper return loss of -29.73 dB at 0.709 THz. In addition, the
optimised metallic axial mode helix antenna exhibits two resonant frequencies at 0.710 THz
and 0.924 THz, with a total efficiency of 0.53—0.95 and radiation efficiency of 0.87-0.95
within a frequency range of 0.5—1 THz.

Furthermore, the directivity and realised gain of the proposed optimised THz antenna
design at 0.5—1 THz were 15.8-21.8 dBi and 15.1-21.5 dBi, respectively. Figure 7 shows
that the proposed optimised THz antenna design recorded a maximum directivity of 21.8
dBi with a realised gain of 21.5 dBi at 0.85 THz.

Validation Results of the Ansys HFSS Software

Figures 8(a) and 8(b) illustrate the performance of the proposed optimised THz antenna
design using the Ansys HFSS Software in terms of the S, parameter and radiation efficiency,
respectively. The UWB bandwidth was attained within the 0.52—0.98 THz range, which also
recorded an FBW (|S;,| <-10 dB) of 61.33%, impedance BW of 0.46 THz, and a minimum
return loss of -31.45 dB at 0.71 THz. The optimised proposed THz antenna design also
recorded three resonant frequencies at 0.57 THz, 0.71 THz, and 0.91 THz, with a radiation
efficiency of 0.87-0.99 at a frequency range of 0.5—1 THz.

Moreover, the proposed optimised THz antenna design recorded a directivity of
15.87-21.8 dBi and a realised gain of 14.1-21.6 dBi within the 0.5-1 THz frequency
range. Figure 9 shows a maximum directivity of 21.8 dBi with a realised gain of 21.6 dBi
at 0.85 THz by the proposed optimised THz antenna design.
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Comparison Between CST MWS and Ansys HFSS Results

Figure 10 compares the directivity findings from the CST MWS and the S,; parameter
(BW) from the Ansys HFSS software of the proposed optimised THz antenna design. With
respect to the CST MWS, the average relative difference' of the S, parameter and directivity
between CST MWS and Ansys HFSS within the 0.5-1 THz range is 5.5% and 0.65%,
respectively, signifying a good agreement between the two simulation results. The two
simulators’ different numerical approaches and mesh structure contributed to the varying
outcomes. These variations also match those reported in past literature. Remarkably, both
simulation results recorded an FBW of 61.33% within the 0.52—0.98 THz range and a peak
directivity of 21.8 dBi at 0.85 THz, which is effective for UWB 6G communication systems.

! Relative difference (%) = (Ansys HFSS value - CST MWS value / CST MWS value) x 100%

-10
-15

20 —CSTMWS

——Ansys HFSS
-25

Si; parameter [magnitude in dB]
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05 055 06 065 07 075 08 085 09 0.95 1
Frequency in THz
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17 —e— Ansys HFSS
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05 055 06 065 07 075 08 085 09 0.95 1
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(b)
Figure 10. Comparison between the Ansys HFSS and CST MWS results of the proposed metallic axial

mode helix antenna with optimised truncated hollow cone ground plane in terms of: (a) S, parameter; and
(b) directivity

Directivity in dBi
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Performance Comparison with Past Literature Studies

Table 3 displays the performance comparison of the proposed optimised THz antenna
design in this study to that of currently available THz helix antennas operating at similar
frequency ranges in terms of the FBW, directivity, radiation efficiency, physical dimensions,
applied antenna design method, and antenna design complexity. It is worth mentioning that
there are only a few axial mode helix antenna studies in the 0.5—1 THz frequency band.
Comparatively, most existing THz axial mode helix antennas achieved a lower directivity
with over 50% FBW (or less) compared to the proposed optimised THz antenna design
in this study.

Additionally, the physical antenna dimensions applied in past studies are smaller than
that of this study’s proposed optimised THz antenna design due to their simple ground
plane structure. In contrast, the proposed optimised THz antenna design recorded lower
profile helix turns without the ground plane compared to the smallest THz helix antenna
dimension (Boudkhil et al., 2019). Therefore, the results suggest that the optimised truncated
hollow cone ground plane structure (3D copper) enhanced the helix antenna directivity with
a slightly lower FBW in the THz band and large antenna size. Overall, the comparative
analysis verified the excellent performance of the newly proposed metallic axial mode
helix antenna in the 0.5—1 THz frequency range for potential application in 6G wireless
communication systems.

Table 3
Performance comparison of the proposed THz axial mode helix antenna design with other THz axial mode
helix antennas

Boudkhil etal.,  Hajiyat et al., Hajiyat et al.,

References 2019 20212 2021c This work
Frequency range (THz) 0.8 -1.05 0.52-1.03 0.52 - 1.057 0.52-0.98
BW % (FBW %) 25 51 (65.40) 53.70 (68.10) 46 (61.33)
Peak directivity, realised - 12.1, 11.8 134,13 21.8,21.5(0.85
gain in dBi (frequency) (1 THz) (0.95 THz) THz)
Radiation efficiency (%) - 90 - 96.92 89.69 - 96.6 87.09 - 95.77
Physical dimensions 0.07981 x 0.080 0.40 x 0.40 x  0.60 x 0.60 x 0.52 1.7x1.7x1.97
in mm (width, length, x0.18173 0.329 (D, D, H+ T,)
height)

Applied antenna design ~ 10.74 turns Three-turns of ~ Five-turns of Five-turns of uniform

method of tapered uniform helix uniform helix helix antenna with
helix antenna antenna with antenna with large truncated hollow
with coplanar circular ground circular ground cone ground plane
waveguide plane plane

Antenna design Higher number  Low number  High number of = High number of

complexity of helix turns of helix turns  helix turns with ~ helix turns with a
with a simple with a simple  a simple ground ~ complex ground
ground plane ground plane  plane plane

Pertanika J. Sci. & Technol. 32 (1): 249 - 264 (2024) 261



Zahraa Raad Mayoof Hajiyat, Alyani Ismail, Aduwati Sali and Mohd. Nizar Hamidon

CONCLUSION

A high-performance THz metallic axial mode helix antenna with an optimised truncated
hollow cone ground plane for 6G wireless communication systems was proposed in this paper.
The simulation results show that the optimised copper (annealed) axial mode helix antenna
performed well in the 0.52-0.98 THz frequency band with an impedance BW of 0.46 THz and
FBW of 61.33%. Additionally, the highest directivity and realised gain recorded were 21.8
dBiand 21.5 dBi at 0.85 THz, respectively. The comparative analysis between the CST MWS
and Ansys HFSS showed good agreement, further validating the proposed antenna design.
Moreover, the performance comparison of this study shows that the proposed optimised THz
antenna design offered an outstanding directivity performance compared to other available
THz axial mode helix antennas. In conclusion, the proposed axial mode helix antenna design
offers a promising approach for THz 6G wireless applications, including directional UWB
communication links, data centre networks, satellite communication, environmental pollution
monitoring, augmented reality, and entertainment technology.
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ABSTRACT

Parameter reduction without performance degradation is a promising task in decision-making
problems. For instance, a great challenge exists in constructing cost functions in gaming
theory. Nevertheless, soft set theory handles all its drawbacks conveniently through a new tool
for the choice function mathematically. In this paper, we propose an algorithm (SSPRDM)
for parameter reduction of soft sets through discernibility matrices, and it is implemented
in detecting the risk factor of heart disease problems by using six types of machine learning
techniques. The parameters are extracted from the heart disease patient data by the SSPRDM
algorithm, and then six machine learning techniques (LDA, KNN, SVM, CART, NB, RF)
are performed in the prediction of risk factors for heart disease. The experimental results
showed that the present hybrid approach provides an accuracy of 88.46% in the Random
Forest technique, whereas the same Random Forest classifier provides an accuracy of
69.23% in the prediction of risk factors of cardiovascular disease (CVD) diagnosis in the
earlier work which is a drastic improvement. Moreover, out of 18 parameter reductions, the
core component is identified as Total Cholesterol, which is to be considered in all types of
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INTRODUCTION

The difficulties that existed in the dissimilarities of set theory were overcome by the concept
of a soft set with suitable parameterizations (Moldostov, 1999). According to Moldostov
(1999), the definition of a soft set is a couple (S, A) over (X) iff there exists a mapping
from S on A to the collection of all subsets of the set X. Soft sets sidestep the limitations
on suitable interpretation in such a way it gets an apt and easy tactics in exercise. There is a
challenge in constructing cost function as far as gaming theory is concerned. Nevertheless,
soft set theory handles all its drawbacks conveniently through a new tool for the choice
function mathematically. The parameter reduction (Xie, 2016) on soft sets has been widely
exposed in the history of soft sets in recent days.

The usage of rough sets (Pawlak, 1982; Pawlak, 1991) in decision-making applications
is given by Maji et al. (2002). In the interim, some unsuitable and illogical reports in
minimizing the parameter are projected (Maji et al. 2002). These irrational reports
were pointed out and enhanced to reduce the complexity of collecting information and
making better conclusions through soft sets (Chen et al. 2005). Kovkov et al. (2007) used
optimization problems to reflect the idea of soft sets and also concentrated on validating the
idea of the estimated description of objects. The clue for a standard decrease of parameters
in soft sets is taken into account to find solutions to the problems of suboptimal choice and
supplemented parameter sets of soft sets (Kong et al., 2008).

The AND operation is used to reduce multi-valued information systems based on
soft-set. This strategy is recommended by Herawan et al. (2009). Rose et al. (2010) have
developed a novel approach for finding maximal supported sets using parameterizations and
diminution. These supported sets have been determined from the Boolean value information
system. This proposed methodology is considered to be a reliable decision-making system.
An uni-int decision-making method was provided (Cagman & Enginoglu, 2010). This
method links the decision function to choose the optimal choice fruitfully in day-to-day
problems that have no certainties naturally by descending as wide-ranging replacements.

A novel standard parameter-lessening procedure using soft sets was recommended
(Maetal.,2011). It is grounded on oriented-parameter sum ignoring parameter significant
grade and choice partition. A method was proven to diminish the number of parameters
for a soft set by not varying its unique classification ability (Ali, 2012). Considering the
age factors, prostate volume (PV), and prostate-specific antigen (PSA) of patients, a Soft
Expert System (SES) was developed to predict prostate cancer (Yuksel et al., 2013).

Normal parameter reductions based on soft sets are used to design the harmony
search algorithm and the intelligent optimization algorithm and are applied to solve the
same problems in data mining. By removing the unessential core, Kong et al. (2014)
used the particle swarm optimization method to minimize the attributes in the soft set. A
technologically progressive HPC algorithm is used to advance the choice of search area,
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which is also used to reduce choice costs by streamlining the real categorizations by choice
partition order (Mohammed et al., 2017). The restriction in the current prevailing algorithm
is broken by Khan and Zhu (2019), who proposed a procedure for standard parameter
reduction of soft set that finds application in the medical field. Sadiq et al. (2020) principally
focused on lessening implementation expenses by adapting the innovative organizations
by choice barrier order and refining the likelihood of probing the domain’s realm through
an advanced Markov chain model.

In the medical domain, there are many works related to the application of machine
learning in forecasting diseases (Mitchell, 1997). The major impact on the heart is due to
critical conditions caused by cardiovascular disease (Boukhatem et al., 2022). It requires
early disease prediction by finding reliable, accurate, and sensible approaches to identifying
the numerous risk factors related to heart (Shah et al., 2020). Jindal et al. (2021) classified
the patients with heart disease using logistic regression and KNN algorithms. The prediction
of sudden bursts of heart-related diseases among patients on dialysis grounded on machine
learning is given accurately by Mezzatesta et al. (2019). Bhat et al. (2022) created a strategy
for predicting the risk of developing diabetes in North Kashmir using machine learning
algorithms. Six MLA, including Random Forest (RF), Multi-Layer Perceptron (MLP),
Support Vector Machine (SVM), Gradient Boost (GB), Decision Tree (DT), and Logistic
Regression (LR), have been used successfully in the experimental study. For the balanced
data set, RF has the highest accuracy rate of any classifier.

A method to predict cardiac disease was proposed by Ansari et al. using a variety
of machine learning algorithms (MLA), including logistic regression (LR), k-nearest
neighbor (KNN), support vector machine (SVM), Naive Bayes (NB), random forest (RF),
and decision tree (DT) (Ansari et al., 2023). They assessed the model’s performance in
predicting heart disease using the testing data set, and their findings indicated that, compared
to other algorithms, the k-nearest neighbor method and random forest best fit the data.

In the ground field of medical sciences, these methods were beneficial in examining
and estimating a diversity of medicinal syndromes (Alotaibi, 2022). Nonalcoholic fatty
liver disease (NAFLD) is common among patients and results in cardiovascular disease
(CVD), which acts as the key source of death (Sharma et al., 2022). Palaniappan et al.
(2021) developed a machine learning model on modified SEIR, which is used to forecast the
epidemic disease dynamics on the contamination risk. The model used Multivariate Logistic
Regression. In early 2020, AlArjani et al. (2022) witnessed an outburst of COVID-19,
and the entire globe was affected by the same. Machine learning is an important tool in
screening, analyzing, forecasting, tracking, and predicting the features and tendencies of
COVID-19 (Rahman et al., 2021). Even though many articles on COVID-19 were published
in 2020, no effective estimation means still exist to identify the disease with a hundred
percent efficiency (Abirami & Kumar, 2022). The most common heart disease is coronary
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artery disease (CAD). Over 80% of the deaths are due to this disease, common among
developing countries, including Nigeria. This disease’s victims are under 70 (Muhammad
etal., 2021).

According to research, Alzheimer’s disease, a frequent form of dementia, has no known
cure. However, by raising the patient’s quality of life and offering a solution to strengthen
the patient’s cognitive capacities with Smartphones, the disease’s progression can be slowed
down. It highlights the necessity for relatively straightforward cross-platform mobile
application development with interactive GUIs to improve users’ cognitive capacities
(Gupta et al., 2018).

For more effective and accurate recognition of Tetralogy of Fallot (TOF), Wang et
al. (2021) suggest a new artificial intelligence model based on cardiovascular computed
tomography. Their model combines stochastic pooling, structural optimization, and
convolutional neural networks. It is known as SOSPCNN (structurally optimized stochastic
pooling convolutional neural network). Multiple-way data augmentation is also performed
to avoid overfitting. The proposed SOSPCNN model is given explainability using Grad-
CAM. Meanwhile, this SOSPCNN model is used to create desktop and web apps.

Zhang and colleagues used two-level stationary wavelet entropy (SWE) to extract
features from brain images. Next, they examined three machine learning-based classifiers:
the decision tree, k-nearest neighbors (kNN), and support vector machine (Zhang et al.,
2016). According to their experimental findings, the kNN performed the best among
the three classifiers. Furthermore, the proposed SWE+KNN technique outperforms four
cutting-edge approaches.

It motivates that more work on hybrid approach is essential in the routine life problems.
The current article aims to highlight effective procedures for parameter lessening using soft
sets with a discernibility matrix and to identify the core parameters involved in diagnosing
heart disease. Further, it is utilized to estimate the influence of risk associated with heart
ailment using machine learning techniques.

Soft Sets and Information Systems
Consider that X is a determinate collection of objects, and E is a finite set of attributes.
The pair (X, E, V, f) is known as an information system if f is an information function

fromX xEtoV= U V', where every V' az{f(x,a),a eE,xeX} is the value of the

ack
attribute a. An information system (X,E, V, f) is called a bi-value if V = {0, 1}. Suppose
that S = f; is a soft set over X. Then Ig = (X,E, V, fy) is called the bi-value information
I, xeF(a)
0, x¢F(x)
, forany x € X, a € E. Let I = (X,E, V, f) be a bi-value information system. Then, S;=

system persuaded by S where {S: V X E — V is well-defined by f5(x, a) = {
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(fi ,E) is called the soft set over U persuaded by I, where F: A — 2% is well-defined by
F, (a) = {x € X/f(x,a) =lLae E} Suppose that Y = {S/S =f, is a soft set over U} and
I'={l/l=(X,E, V, f) is a bi-value information system}. Then, there occurs a one-to-one
relation between ) and I'. Let f; be a soft set over X and let (X, E, V, f) be the bi-value
information system persuaded by f; over X. For any B € A, the association Rgis stated as
follows: Rg = {(x, y) € X x X/f(x, a) = (y, &), V a € B}. One can straightforwardly witness
that R, =R, and Ry = ﬂ R, . Let f;; be a soft set over X. (1) Any B € A is a parameter

aeB

lessening of f; if R,= Ry and R, Rj_, for any o € B. (2) The common collection of all
parameters lessening f; is called the softcore and is designated by core(fz). Suppose fg is
a soft set over |X| =n and let (X, L, V, f) be the bi-value info system persuaded by f; over
X. Forx,y € X ,d(x, y) is defined as follows: d(x, y) = {e € E/ g(x, ) # f(y, )}. (1) d(x,
y) is the collection of parameters that can distinguish the objects x and y. (2) D(fz) = (d;)
18 called the discernibility matrix of fg, where X = {x,, X,, ..., X,} and d;; = d (x;, X; ).

MATERIALS AND METHODS

Vignesh Clinical Laboratory, Karthik Laboratory and Keerthi X-Ray, and Vaishnavi Clinical
Laboratory are renowned laboratories in Kumbakonam, Tamilnadu, India. Data is collected
from the laboratories mentioned above. The dataset contains details: Blood-Glucose,
Blood—Urea, Serum—Creatinine, Total—Cholesterol, HDL—Cholesterol, LDL—Cholesterol,
Triglycerides, Risk—Factor—I and Risk—Factor—II. The total number of records is 110.
First, some efficient procedures to minimize the parameters using soft sets are proposed.
It is then used to predict the estimation of risk factors associated with heart ailment using
machine learning techniques. Finally, the results are discussed and compared with those
obtained by the authors with standard parameter lessening (without soft sets) and are
visualized in Figure 1.

Cardiovascular Soft-sets Machine
atient's data based ! leaming ] Risk-factor N Accuracy
P parameter ing prediction comparisons
set techniques

reduction

Figure 1. Methodology

Proposed SSPRDM Algorithm for Minimizing the Parameters Using Soft Sets

The succeeding discussion studies the procedure for effective parameter lessening through
a discernibility matrix, which contains the resulting steps and applies to decision-making
problems.
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Step 1: Finding Discernibilty Matrix

The algorithm Discernibilty Matrix takes map_matrix[][]as input (Kannan & Menaga,
2022). It constructs the dmatrix of size nxn. Here, ‘n’ defines the total number of objects.
The dmatrix[i][j] = null for every rowvalue(i) = columnvalue(j). That is, the diagonal
entries in the dmatrix are set to null. Each entry in the dmatrix is found by concatenating
the features[k] where k=1 to f provided the condition map_matrix[k][j] not equal to map
matrix[k][1] is satisfied. The process is repeated for n times. In the succeeding algorithm,
n is denoted as num.

Algorithm 1 Discernibility Matrix(map_matrix[][])
1: value = empty

2: for x «— 1 to num do

3: fory <« 1 tonum do

4 fork « 1to fdo

5 if matrix[k, y] <> matrix[k, x] then
6: value = value + features[k]
7 end if

8 Next k

9: end for

10: dmatrix[x, y] = value

11: value = empty

12: Nexty

13: end for

14: Next x

15: end for

16: Display the dmatrix

The number of comparisons done gives the time complexity to generate the
discernibility matrix. The inner loop consists of one comparison repeated for n x n x f.
Hence, the algorithm’s efficiency is given by O (n®) as f approaches n.

Step 2: Finding Discernibility Function

The algorithm takes Discernability matrix[][] as input and finds unique entries such that no
two entries are exactly equal. The first step removes the spaces in the leading and trailing
ends of the entries using trim(). Then, it takes the entries one by one, compares them with
the remaining entries, and sets null for the exactly equal entries. After n x n iterations, the
matrix consists of unique parameters and null entries. Excluding null entries, the remaining
parameters are stored in the Discenibilityfn_matrix for further processing. Regarding time
complexity, each entry is compared with all the remaining entries, and n is the count of
the objects. Hence, O (n?) gives the overall complexity.
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Algorithm 2 Discernibility Fucntion (Discernibility matrix[[[],num)
1: for x < 1 to num do
2: fory <« 1tonum do

3: Discernibility matrix[x][y] = Discernibility matrix[x][y].Trim
4: Nexty

5: end for

6: Nextx

7: end for

8: forx «— 1tondo

9: fory« ltondo

10: S = Discernibility _matrix[x][y]

11: for h < 1 to num do

12: for k «— 1 to num do

13: if S.Equals(Discernibility _matrix[h][k]) then
14: Discernibility matrix[h][k]=""
15: end if

16: Next k

17: end for

18: Next h

19: end for

20: Next y

21: end for

22: Next x

23: end for

24:q=1

25: for x «— 1 to num do

26: fory <« 1 to num do

27: if (Discernibility matrix[i][j] <> *”’) then

28: Discernibilityfn_matrix[q] = Discernibility matrix[h][k]
29: q=q-+1

30: end if

31: Nexty

32: end for

33: Next x

34: end for

Step 3: Parameter Reduction_Discernibility function

The chief goal of finding discernibilityfn matrix is to find the parameter reduction from the
discernibility matrix. It consists of unique entries. The next step is to take each parameter
and to find the list of parameters containing it, and it can be concluded that all the parameters
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containing it can be reduced to the parameter taken for the substring comparison. For this,
the Instr() function returns the index of the first occurrence of the substring contained in the
original string. Nevertheless, Instr() finds the pattern in another string bit, and it does not
return true if the original string contains the substring but not in the exact pattern. Another
function named check is used to find that.

The check function takes two parameter entries as strings as input. It finds the length of
the two strings. The function also converts the two strings to a character array. It compares
and finds the minimum length between the two strings. It then checks whether one string is
present in another character by character using string.contains(). If so, the function returns true
or false. It helps find the parameter reduction. It is used if Instr() fails to find the occurrence.

Algorithm 3 Algorithm Reduction Discernibility function(Discernibityfn

matrix|[],q)

1:// q is the total count of distinct entries in the Discernibilityfn matrix[]

2:fori«— 1toqdo

3: S = Discernibityfn matrix[i]

4: fork<—i+1toqdo

5: if (k <> 1) then

6: If instr(Discernibityfn matrix[ik], s) <> 0 or check(Discernibityfn

matrix[k], s) = true then

: Discernibityfn matrix[k] =

8: end if
: end if

10: Next k

11: end for

12: Nexti

13: end for

l4:m=1

15: fori« 1toqdo

16: if Discernibityfn_matrix[i] <> “”’ then

17: Reduction[m] = Discernibityfn matrix[i]
18: m=m+ 1

19: end if

20: Nexti

21: end for

22: fori<« 1tomdo
23: Display Reduction[i]
24: Nexti

25: end for

272 Pertanika J. Sci. & Technol. 32 (1): 265 - 284 (2024)



Soft set-based Parameter Reduction Algorithm

Algorithm 4 Algorithm Check(S1, S2)

1:// S1 and S2 are two string entries form Discernibilityfn matrix[][]
2: //Algorithm returns Yes if either S1 is in S2 or S2 is in S1
3:1=sl.length

4: j = s2.length

5: ¢1[] = sl.tochararray()

6: ¢2[] = s2.tochararray()

7:1if1>j) then

8 min=i
9: else

10: min =]
11: end if

12: if i <=j then
13: fork«<—0toi—1do

14: if s2.Contains(c1(k)) then
15: count = count + 1
16: end if

17: Next k

18: end for

19: else

20: fork «— 0 Toj—1do

21: if s1.Contains(c1(k)) then
22: count = count + 1
23: end if

24: Next k

25: end for

26: end if

27: if count = min then
28: return Yes

29: else

30: return No
31:endif

The running time performance of the algorithm Reduction_Discernibility function is
O(q?), where q defines the order of the disceribilityfn matrix. Also, it includes the time
taken to complete the execution of the function call. The major part of the check function is
the execution of contains(), which is repeated for the times, and it is equivalent to the total
count of the characters in the string that is minimum among two strings passed. Therefore,
O(q?) gives the complete complexity of the procedure.
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RESULTS AND DISCUSSION

The developed procedure is realized to identify the key Features that are to be applied in
the upcoming analysis of ailment of the affected from innumerable medicinal descriptions
comprising lipid profile.

Parameter Reduction on Cardiovascular Disease Patient Data Set

For our ease, we consider P= {E, E,, E;, E,, Es, Eq, E;, Eg, Eo, E o} to be the set of patients
and V={V,,V,, V3, V,, Vs, V¢, V;, Vg, Vo!} be the different levels of values of the parameters
blood glucose (mg/dl), blood urea (mg/dl), serum creatinine (mg/dl), total Cholesterol
(mg/dl), HDL cholesterol (mg/dl), LDL Cholesterol (mg/dl), triglycerides (mg/dl), risk
factor-1 and risk factor-II respectively that each patient in P has. The standard levels are
70-110 (mg/dl), 10-45 (mg/dl), 0.6—-1.5 (mg/dl), <200 (mg/dl), > 35 (mg/dl), < 130 (mg/
dl), <200 (mg/dl), 3.3-4.9, 1.2-3.5 for blood glucose V1 (mg/dl), blood urea V, (mg/dl),
serum creatinine V; (mg/dl), total cholesterol V, (mg/dl), HDL cholesterol Vs (mg/dl),
LDL cholesterol V¢ (mg/dl), triglycerides V, (mg/dl), risk factor-I Vg and Risk factor-II
V, respectively (Table 1).

Table 1
Several patients data
Patients
Parameters E. Es B Es Es Er Es Es Eu
Vv, 198 302 74 256 108 245 98 98 148 70
Vv, 65 75 20 45 26 26 26 26 30 22
V; 2.5 1.6 0.5 1.4 0.7 0.8 0.8 0.9 1.2 0.6
\/ 360 254 175 252 186 235 174 165 202 152
Vs 50 45 33 42 38 42 45 45 40 35
Vs 250 169 110 168 113 153 97 84 124 83
Vv, 298 198 156 206 175 198 156 178 186 168
Vi 7.2 5.6 5.3 6 4.9 5.6 39 3.7 5.1 4.3
V, 5 3.8 33 4 3 3.6 2.2 1.9 3.1 2.4

It gives the discernibility matrix D =

9,1,V U Ve B L) ]
[V, Vs, Vi, Vi, Ve, 1)

Ve Vove b Ve ) bV T Ve ) VL 1 VL L
v 1, Vs [V, 14} W, ¥ V)

vz, 1]
W,V
Vs,V [V, Vi,V

Vi, Ve, V)

i} i]
[¥i, VgV Vi Vi) [¥i, VgV Vi Vi)
i} i} {nvave) i}
] i vl fl
[V Ve ba) [V Ve ba) 1l
1] 1] v, ¥y, Vi)

Then, the discernibility function f, is given by
AfA = {V7} A {Vll VZ: V4, V5, V6: V7I V‘)} A {VZ, V3} /\{Vll VZl V31 V4, V6l V7I V8I V9} A\ {VZJ
V3l V7} /\{VZI V3l V6l V7l V9} A {Vll VZl V4l VSI V6I V9} /\{Vll VZ' V3l V4l V6P VB' V9} A {VZI
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V3! V6l V9} /\{Vll V3) V4F VSI V6l V7I V9} A {Vll V4l V6I V7) VS) V9} A{V6I V7l V9} A {V3! VS;
VS} A {Vlr V4-l VGI VB! V9} /\{Vll V4, VS} A {Vll V3I V4I VS: V6: V9} A {VGI V9} /\{Vll V3I V4l

VS} A {Vll VZ! V3l V6I VS! V9}'

Here, the various parameter reductions returned as output from the proposed

soft-set-based parameter reduction algorithms are taken as the data set for which the

standard machine learning classifiers are
applied, the model accuracies are evaluated,
and a comparison is made to identify
the predominant parameters with better
accuracy.

In a hybrid approach, all 11 independent
data set parameters are considered for
reductions (Table 2). For the convenience of
implementation, the parameters are labeled
using the alphabet indicated in Table 2.

The data set is represented as a soft-set,
and a sample of the data set is passed as
inputs to the proposed soft-set parameter
reduction algorithms—the set of parameter
reductions returned as output is indicated
in Table 3.

Risk Factor Prediction with Machine
Learning Techniques

The cardiovascular disease data set is
taken, and a machine learning technique is
applied to identify the accuracy of model
predictions. In our earlier work, out of 11
independent parameters namely Gender,
Blood Hemoglobin, Sugar Fasting, Sugar
PP, Urea, Creatinine, Total Cholesterol,
Triglycerides, HDL Cholesterol, LDL
Cholesterol and V LDL Cholesterol, there
occurs positive correlation between Sugar
Fasting and Sugar PP with a coefficient
equal to 0.847; Creatinine and Urea has
correlation coefficient equal to 0.625;
LDL cholesterol and Total Cholesterol has

Table 2
All 11 parameters with label
Label Parameters
A Gender
B Blood—Hemoglobin
C Sugar—Fasting
D Sugar—PP
E Urea
F Creatinine
G Total—Cholesterol
H Triglycerides
1 HDL—Cholesterol
J LDL—Cholesterol
K VLDL—Cholesterol
Table 3

List of parameter reductions

S. No Parameter Reductions
1. BCFGIJK
2. BCFGHIJK
3. CFGHIJK
4. ACFGIK
5. ACFGIJ
6. ABEGHI
7. ACEGIJ
8. ACEGHI
9. AFGHIJIK
10. ACEFGI
11. BEGHIK
12. AEGHIJ
13. AEFGHI
14. BCEGIK
15. CEGHIK
16. ABCEGI
17. ACEGK
18. AEGHK
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correlation coefficient equal to 0.983; VLDL cholesterol and Triglycerides has correlation
coefficient equal to 0.998 (Kannan & Menaga, 2022). Hence, to diagnose further Sugar
PP, creatinine, LDL cholesterol, and VLDL cholesterol were not considered. Henceforth,
8 parameters were considered for Risk Forecasting.

Subsequently, various supervised machine learning classification algorithms, namely
LDA, KNN, CART, Random Forest, SVM, and Nave Bayes were applied for the data set
with the model accuracies as 61.54%, 65.38%, 65.38%, 69.23%, 61.08%, and 57.69%
respectively. The result shows that the Random Forest method gives better accuracy than
all the applied classifiers.

Now, a hybrid approach is attempted to improve the prediction accuracy. The machine
learning classifiers KNN, LDA, SVM, CART, Random Forest, and Naive Bayes are
implemented for the above 18 parameter reductions, and the accuracy of model predictions
is evaluated.

True positive and negative are dealings of a test’s capability that properly categorize
an individual with or without illness. True positive mentions a test’s capability to designate
an individual with illness as positive. A highly sensitive test designates that there are few
false negative consequences, and thus, fewer belongings of illness are missed. The true
negative test is its ability to designate an individual who does not have an illness. A highly
specific test indicates that there are few false positive results. Having specificity as low will
not be appropriate for screening since many people without the illness will screen positive
and hypothetically collect redundant analytical measures. It is observed that the highest
values 0. 8462, 0.9231 are the sensitivity and specificity, respectively, in the parameter
reductions ACFGIJ and BCFGIJK, whereas 0.8462 and 0.5485 are the values for sensitivity
and specificity in ABCEGHI in Kannan and Menaga (2022). Table 4 recapitulates the true
positive and specificity metrics of various classifiers.

Accuracy is one of the measurements for assessing the efficiency of the model’s
classification. The informal meaning of accuracy is defining the segment of estimates for

Number of Correct Predictions

the right model. Formally, accuracy is defined as Accuracy = —
Total Number of Predictions

. For two-fold organization, accuracy can also be computed as positives and negatives as

TP+T.N .. .
follows: Accuracy = , where TP = True Positives, TN = True Negatives,
T.P+T.N+F.P+F.N

FP = False Positives, and FN = False Negatives.

From Table 5, it is known that improved accuracies are obtained by the Random
Forest method. The two-parameter reductions, namely Blood Hemoglobin, Sugar Fasting,
Creatinine, Total Cholesterol, HDL Cholesterol, LDL, VLDL (BCFGIJK) and Gender,
Sugar Fasting, Creatinine, Total Cholesterol, HDL Cholesterol, LDL (ACFGIJ), provide
the highest accuracy 88.46% out of all remaining parameter reductions. However, the
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Table 5

Accuracy
Accuracy Metric of various classifiers
Parameters LDAin% KNNin% SVMin% CARTin% NBin% RF in %
ABCEGHI in 61.54 65.38 65.38 65.38 61.34 69.23
(Kannan, 2022)
ACFGIJ 61.54 69.23 76.92 73.08 61.54 88.46
BCFGIJK 61.16 57.69 76.92 61.54 69.23 88.46
ACEGI 50 63.58 84.62 73.08 63.58 84.62
ABCEGI 53.85 63.58 61.54 57.69 61.54 80.77
BCFGHIJK 76.92 61.54 73.08 53.08 69.23 76.92
AEGHIJ 61.54 61.54 84.62 42.31 65.38 76.92
CFGHIJK 57.69 57.69 73.08 73.08 61.54 73.08
ACEFGI 53.85 65.38 65.38 42.31 53.85 69.23
BEGHIK 57.69 50 53.85 34.62 42.31 65.38
ACFGJK 61.54 65.38 57.69 73.08 65.38 61.54
ABEGHI 65.38 50 69.23 34.62 73.08 61.54
AEFGHI 65.38 50 73.08 34.62 42.31 61.54
ACEGHI 61.54 65.38 57.69 61.54 50 57.69
AFGHIJK 57.69 57.69 57.69 42.31 57.69 57.69
BCEGIK 53.85 57.69 61.54 57.69 46.15 57.69
CEGHIK 61.54 65.38 65.38 61.54 50 57.69
ACEGK 50 61.54 50 61.54 53.85 46.15
AEGHK 61.54 50 53.85 34.62 46.15 42.31

accuracies of LDA, KNN, SVM, CART, and RF in ACFGIJ are improved than that of
LDA, KNN, SVM, CART, NB, and RF in BCFGIJK respectively, whereas in NB, the
accuracy is decreased. At the same time, the accuracies of LDA, KNN, SVM, CART, NB,
and RF in ACFGIJ are either improved or remain the same as that of LDA, KNN, SVM,
CART, NB, and RF in ABCEGHI in Kannan and Menaga (2022), respectively. Hence, the
proposed hybrid approach drastically improves accuracy over the conventional ACFGIJ
and BCFGIJK methods (Figures 2, 3, and 4).

Moreover, Sugar Fasting (C), Total Cholesterol (G), and HDL Cholesterol (I) are the
core components identified in all these three parameter reductions. Then, the importance of
the parameters is identified (Random Forest) in BCFGIJK and ACFGIJ, shown in Tables
6 and 7, respectively.

Initially, the order of importance of the parameters in BCFGIJK [Figure 5(a)] is
HDL cholesterol, LDL cholesterol, Total cholesterol, VLDL cholesterol, Creatinine,
Blood Hemoglobin, and Sugar fasting, whereas, after tuning, it is LDL cholesterol, HDL
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cholesterol, Total cholesterol, VLDL cholesterol, Creatinine, Blood Hemoglobin and
Sugar fasting. Similarly, the order of importance of the parameters in ACFGIJ (Figure 5b)
is HDL cholesterol, LDL cholesterol, Total cholesterol, Creatinine, Gender, and Sugar
fasting, whereas, after tuning, it is LDL cholesterol, HDL cholesterol, Total cholesterol,
Sugar fasting, Creatinine and Gender.

B - 69.23 s B 692 I
v
£1.54/61.16/61.54
= — I 7.69

LDA KNN SVM CART NB RF

h m ABCEGHIin[10] mBCFGUK m ACFGL

Figure 2. Comparison of accuracy
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Figure 3. Comparison of accuracy: (a) ABCEGHI in (Kannan, 2022); (b) BCFGIJK; and (c) ACFGIJ
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Table 7
Importance of parameters in random forest in ACFGLJ
Parameters There is no risk There is risk Mean decrease Mean d.e?rease
accuracy Gini
Gender 0.7070882 6.234695 5.186608 1.745934
Sugar Fasting 1.6658202 4.722036 4.421667 9.171790
Creatinine 3.1746004 5.079762 5.521531 6.397909
Total Cholesterol 17.3298524 17.734249 24.069675 14.070509
H.D.L Cholesterol 26.4972019 26.996690 33.388424 16.315529
L.D.L Cholesterol 19.8903453 23.907039 29.075341 16.724294
(a) (b)

Figure 5. Importance of parameters in: (a) BCFGIJK; and (b) ACFGIJ

CONCLUSION

The present paper proposes an algorithm to minimize the parameters based on a soft-set
discernibility matrix. The execution time analysis of the suggested procedure is calculated.
Further, parameter reduction algorithms are implemented in a real-time decision-making
application, i.e., for predicting cardiovascular disease risk factors. Also, a hybrid approach
combining soft-set and machine learning techniques is proposed for efficient parameter
reduction, and accuracy comparisons were made. In the existing approach, the Random
Forest provided better accuracy (69.23%), and the proposed hybrid approach provided
improved accuracy (88.46%) for the same classifier, which is a drastic improvement. A more
comparative analysis between multiple datasets and their properties might be undertaken
to find all the essential elements for forecasting the risk factor. Furthermore, rather than
conventional machine learning approaches, deep learning techniques like artificial neural
networks and structural equation modeling can be used in the future.
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ABSTRACT

Pesticides are commonly applied in agriculture to manage pests, parasites, weeds, and
other crop diseases to maximise product output value and minimise or reduce yield losses.
Pesticides are widely and indiscriminately used in crop production in most countries.
Carbofuran is a highly toxic insecticide commonly used to protect crops in agricultural
areas. Exposure to carbofuran can cause harmful effects on both the ecological environment
and human health, particularly on non-target species such as birds and aquatic organisms.
Carbofuran continues to be used, although it has been banned in some countries. This
review paper highlights carbofuran usage, its residue, toxicity, and mechanisms of
degradation pathways in water, soil, and food, especially in agriculture. It has been shown
that hydrolysis, photolysis, and microbial degradation are the main pathways for carbofuran
degradation. Carbofuran phenol is significantly less toxic than all photo-metabolites,
while 3-ketocarbofuran and 3-hydroxycarbofuran are practically as harmful as the parent
compound. Hence, more study is needed on degradation pathways that may thoroughly
minimise the toxicity of this deadly pesticide.
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industry, “synthetic pesticide” refers to any pesticide manufactured and not found
naturally. Synthetic pesticides are generally produced through chemical synthesis and are
designed to be more potent and persistent than their natural counterparts (Ahmadi, 2019).
Organochlorines, organophosphates, carbamates, and pyrethroids are classes of synthetic
pesticides. In contrast to synthetic pesticides, pesticides derived from natural sources, such
as plants or microbes, are often called “biopesticides” or “organic pesticides”. Biopesticides
are derived from living organisms and their by-products, and they typically have low
toxicity levels and little environmental impact (Ayilara et al., 2023).

Pesticides are used to control a wide range of pests, such as insects, plant pathogens,
weeds, microbes, nematodes (roundworms), molluscs, mammals, birds, and fish, which
cause massive losses in plantations and properties, spread infectious diseases, and act
as disease vectors. Moreover, applying pesticides against pests and air-borne diseases
improves the agricultural sector’s economic output and boosts crop yields (Idayu et al.,
2014; Okoli et al., 2017). Despite having significant benefits, there are serious concerns
regarding the effects of pesticides, such as their potential toxicity toward humans and other
animals (Daliya et al., 2020).

Malaysia is an agriculture-based country with vast areas reserved for plantations and
farming. 70% of the cropland is devoted to oil palm and rubber plantations, which occupy
more than 3.8 million hectares (Fatah et al., 2017). Given the massive demand for plantation
produce in recent years, pesticides have been extensively used. It has been reported that
applying pesticides leads to ground and surface water contamination and causes many
undesirable effects and problems in tropical countries with heavy rainfall, high humidity,
and high temperatures (Farahani et al., 2007; Ismail et al., 2004). In Japan, China, and the
Republic of Korea, more than 10 kg/ha of pesticide are applied, while most Asian countries
are below 1 kg/ha (Figure 1).

It represents an average annual growth rate of 1.6% in the net value of agricultural
pesticides used during the past 15 years. Recently, about two million metric tonnes of
pesticides have been used annually: herbicides (50%), insecticides (30%), fungicides
(18%), rodenticides (9%), and nematicides (Sharma et al., 2019). Their transport, transfer,
and transformation mechanisms determine pesticides’ environmental fate. Herbicides in
paddy fields, vegetable plantations in the Cameron Highlands, Pahang, Johor and tobacco-
growing areas were studied (Boh & Yeang, 2002; Nashriyah & Azimahtol, 2002; Halimah
etal., 2005; Ismail et al., 2015). It was also reported that surface and groundwater pollution
due to pesticides had become a growing concern in tropical countries, including Malaysia
(Sapari & Ismail, 2012).

Carbofuran is a highly hazardous pesticide that harms people, animals, and the
environment. Due to its adverse effects, many countries, including Malaysia, have
prohibited its use. However, as an alternative to chemical pesticides, there has been a recent
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Figure 1. Pesticides use per cropland area, 2018 (FOA, 2020)

interest in using biological agents and natural pesticides. Natural pesticides are derived from
natural sources such as plants, minerals, or microorganisms, whereas biological control
agents are living organisms that feed on or parasitise pests (Yubak-Dhoj et al., 2021).

Biological control and natural pesticides are effective in pest control while posing
the least risk to humans and the environment. They are frequently more specific and
targeted than chemical pesticides, which can have unintended consequences for non-target
organisms. Biological agents and natural pesticides are becoming more popular as safer
and more sustainable alternatives to chemical pesticides such as carbofuran (Torres &
Bueno, 2018).

In a study by Mustapha et al. (2019), 3-hydroxycarbofuran and 3-ketocarbofuran
as carbofuran by-products are more polar but equally toxic to target and non-target
organisms. Other known by-products of carbofuran include carbofuran phenol, 3-hydroxy-
7-carbofuran phenol, and 3-keto-7-carbofuran phenol (through phenyl-ring oxidation/
reduction and hydroxylation reactions), N-hydroxymethyl carbofuran, and 3-hydroxy-
N-hydroxymethylcarbofuran (through methyl hydroxylation reactions). In plant tissue
samples, 3-hydroxycarbofuran was higher and lasted longer than the parent compound
(Ramasubramanian & Paramasivam, 2018; Ramesh et al., 2015).

The reaction pathways and breakdown of pesticides are crucial to determining
the process involved, especially the nature of the reactive intermediates and their final
products. In this way, proper management and control of the discharge of pesticides into
the environment can be implemented (Fenner et al., 2013; Bose et al., 2021). For instance,
water management is vital in rice production since the growth of the paddy field requires
a large amount of water supply. Water from the main canal is channelled into each plot
and retained for a certain period before being drained from the paddy field. Therefore,
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the pesticides used in surface water would significantly affect the water quality and could
threaten the lives of aquatic animals in the surrounding plantation.

This review aims to assess the reported concentrations of carbofuran residues and
their effects on the environment and human health, as well as to discuss their insights
on carbofuran usage, toxicity, and degradation, particularly in agriculture. Thus, we aim
to emphasise the comprehensive mechanism of the carbofuran degradation pathway via
hydrolysis, photolysis, and microbial degradation into its significant metabolites.

CARBOFURAN

Carbofuran (2,3-dihydro-2,2-dimethyl benzofuran-7-yl-N-methylcarbamate) is a broad-
spectrum insecticide, acaricide, and nematicide. Carbofuran is classified under the general
group of carbamate derivatives called furadan, curaterr, carbodan, carbosip, and chinufur,
with its chemical structure shown in Figure 2 (Pyne, 2015; Mukaj et al., 2017).

It was during World War II that a lot of new methods were developed for dealing with
pests. Many manufactured chemicals were tested for their insecticidal efficacy because
of the pressing need to reduce human disease transmission by pests in tropical areas.
Figure 3 displays a timeline of carbofuran usage throughout history. Carbamates, a third
class of chemically synthesised insecticides, were

identified by Swiss scientists in the 1940s. In the
. . . . (0]
mid-1940s, the Geigy Chemical Company aimed
to create an insect repellent and began working on ~ )k
carbofuran. A set of tests on carbamate compounds N %
found that these compounds were ineffective insect
repellents and poisonous to flies, mosquitoes, ©
aphids, and other smaller pests. Geigy was prompted
by this situation to explore the development of
dimethyl carbamate insecticides instead of carbamate
repellents (Mahindru, 2009). Figure 2. Carbofuran chemical structure
1940s Mid 1940s 1953 1954
Synthetic organic Geigy Chemical Union Carbide Corporation Carbofuran
insecticides, the Company aimed synthesized a new family of was derived
carbamates, were to create an insect carbamate compounds in from these arvl
also discovered in repellent and which the dimethyl carbomyl y
. . ) ; . N-methylcarbamate
the 1940s by Swiss began working on moiety was substituted with a insecticides
workers. carbofuran. monomethyl moiety ’

Figure 3. Timeline showing the history of the production of carbofuran
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In 1953, Union Carbide Corporation Table 1
Carbofuran's physical and chemical characteristics

synthesised a new family of carbamate (Otieno et al,, 2010a)

compounds in which the dimethyl carbamoyl

moiety was substituted with a monomethyl Chemical for@ﬂa Ciz His NOs

. . . Molecular weight 221.6 g/mol
m(_)lety' Co.mpare.d‘ to dlmethyl_ carbamic Physical state White crystalline solid
acids, the insecticidal properties of aryl Flammability Not flammable
N-methylcarbamate were superior (Park  wfelting point 15 to 154°C
etal., 2013). Carbofuran was derived from  Density 1.180 (20 °C)
these aryl N-methylcarbamate insecticides.  Vapour pressure 2x 10-5 mmHg

Carbofuran (2,3-dihydro-2,2-dimethyl- (33°C)

. 1.1 x 10-4 mmHg

7-benzofuranyl-methylcarbamate) is a (50°C)

nematicide generally applied to soil or  Octanol/water partition  42.5

grassland. It is highly mobile and soluble  coefficient
Water solubility 351 pg/ml (250°C)

K. 9-36 ml/g

in water (351 g/mL), posing a danger
of environmental water pollution (Table
1) (Cwielag-Piasecka et al., 2021). The
pesticide has moderate sorption to soil, based on organic matter and clay mineral

composition, though it is unclear which soil element has the strongest affinity (Caceres et
al., 2019; Khairatul et al., 2013). Carbofuran degrades faster in an alkaline medium but
is relatively stable in neutral or acidic environments. It is hydrophilic at concentrations
up to 700 mg/L, while its solubility decreases in organic solvents at less than 30 mg/L
(Brasel et al., 2007).

As with carbofuran, it has a low solubility in water but a high solubility in acetone,
acetonitrile, benzene, and cyclohexane. It degrades at temperatures above 130°C and
stimulates combustion when ignited. The substance is available as a powder, granules, and
flowable formulation in a solvent (USEPA, 2006). It has a shorter environmental half-life
than chlorinated hydrocarbon insecticides, degrades faster, and is excreted by nontarget
organisms. Carbofuran may reach the aquatic environment by runoff from treatment
plantation fields, direct application or broadcasting of granular formulations, or drift from
sprayable mixtures (Valente-Campos et al., 2019).

CARBOFURAN USAGE/RESIDUE IN AGRICULTURAL PRODUCTS

Carbofuran is a pesticide that is commonly used to repel pests and nematodes on a wide
range of crops, including rice, potatoes, corn, and soybeans, because of its broad-spectrum
biological action and comparatively low persistence compared to organochlorine pesticides
(Kuswandi et al., 2017; Bedair et al., 2022).

In Asia, Australia, and South America, its use is widespread. Meanwhile, Canada,
Kenya, Brazil, the United States, and the European Union are among the countries that
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have banned or restricted the use of carbofuran. Canada banned carbofuran-containing
pesticides in 2009 when Health Canada’s Pest Management Regulatory Agency (PMRA)
cancelled all carbofuran registrations (Health Canada, 2020). In 2010, Kenya prohibited
carbofuran import, distribution, and sale. Carbofuran’s registration in Brazil was suspended
in 2011, effectively banning its use there. In 2008, the European Union banned the use of
carbofuran in all its member countries. The United States Environmental Protection Agency
(EPA) banned all carbofuran uses in the country in 2009, claiming risks to human health
and the environment (U.S. EPA, 2009).

Aubergines and other vegetables in Malaysia are often treated with carbofuran (Sim et
al., 2019). It is an approved insecticide until May 2023, when it will be banned in agriculture
(Pesticides Act 1974, 2021). The Pesticides Board of Malaysia, which oversees controlling
pesticides in Malaysia, has said that carbofuran will be banned on April 20, 2021. The ban
was put in place because the chemical was harmful to people and the environment, as well
as to wildlife and organisms that were not its intended target.

About 1% of the earth’s surface is used to grow paddy rice (Oryza sativa) because it
is grown on every continent except Antarctica. Over half of the world’s population uses
rice as its primary food, which ranks second to wheat in global cultivation (Kumar et
al., 2020). Given that rice is the only food crop cultivated during the rainy season in the
tropical areas of Asia, the region has contributed over 90% of the world’s rice production.
Malaysia’s land area used for rice cultivation has remained consistent since the 1980s at
roughly 0.7 million ha. Nevertheless, rice productivity increased yearly, from 2.1 t/ha in
1961 to 3.6 t/ha in 2008. Similarly, total rice production has increased yearly since 1985,
with an average annual increase of 28,000 metric tons (Ibitoye et al., 2014).

Table 2 summarises the amounts of carbofuran residues in water from the different
agricultural industries. Carbofuran is a pesticide that can leave residues in treated products
and is subject to maximum residue limits (MRL). However, it is important to note that
MRLs for carbofuran may vary by country or region and are subject to periodic updates.
Carbofuran levels in Canadian freshwater ranged from 0.03 to 158.5 mg/L, which is
high. Carbofuran was discovered once (at 3.0 pug/L) in 678 samples from 1971 to 1986
(Health Canada, 2020). As for the USA, 1 pg/L of carbofuran was detected in streams
(Papadakis et al., 2015), and 1 to 30 pg/L was discovered in groundwater (Conway
& Pretty, 2013). For example, carbofuran has been heavily used in Kenya, increasing
environmental contamination. (Otieno et al., 2011). Several samples of surface water from
paddy fields were found to contain carbofuran at concentrations ranging from 0-3.395
pg/L, and those from lakes had carbofuran concentrations ranging from 0.949-1.671
ug/L, respectively (Chowdhury et al., 2012). It has been discovered that concentrations of
carbamate insecticides in the environment that are higher than the limit set by the European
Community (0.5 g/L) are unusual (Plese et al., 2005; Zhang et al., 2016).
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Table 2
Concentration of carbofuran residues in water from the various matrixes
Concentration Matrix Reference
0.03-158.5 mg/L Freshwater Health Canada (2020)
1 pg/L Streams Papadakis et al. (2015)
1-30 pg/L Groundwater Conway and Pretty (2013)
0.18-14 png/L Drinking water Howard (2017)
1-5 ng/L Water table aquifers Howard (2017)
0.1-0.5 pg/L Rainwater Howard (2017)
0.005-0.495 mg/L Rivers Otieno et al. (2011)
2.301 mg/L Ponds and dams Otieno et al. (2011)
0.949-1.671 pg/L Lake’s water Chowdhury et al. (2012)
0-3.395 png/L Paddy water Chowdhury et al. (2012)
233 ug/L Paddy water Clasen et al. (2014)
16-28 pg/L Runoff water Larson et al. (2019)
4.3 ng/L Ground water Moreira et al. (2015)

The highest values found in the paddy water exceed the values approved by the
American Environmental Protection Agency (EPA) (40.0 g/L) and the European Community
(<0.10 pg/L). The concentration of paddy water, 0-3.395 ng/L reported by Chowdhury et
al. (2012), was below both MRL, but Clasen et al. (2014) showed carbofuran concentration
exceeded the MRL with 233 pg/L. The United States Environmental Protection Agency
(EPA) has set a Maximum Residual Disinfectant Level (MRDL) of carbofuran in drinking
water at 0.04 parts per million (ppm), which is the highest level of a disinfectant allowed
in drinking water, while the World Health Organization (WHO) recommends a detection
limit of 0.9 pg/litre for carbofuran in water and provides analytical methods to measure
its concentration (Edzwald, 2011; World Health Organization, 2020).

Also, Farahani et al. (2007) and Khuntong et al. (2010) measured the amount of
carbofuran residue in agricultural fields, rivers, and estuaries worldwide. However,
understanding the breakdown of carbofuran and its transformation products is limited solely
to the parent compounds. To date, researchers have not considered the potential hazards of
its derivative products. Carbofuran pollution in rice-field waterways, mainly contributed
through runoff, is plausible due to its widespread use in paddy cultivation and relatively
good solubility in water (320 mg/L at 20°C) (Clasen et al., 2014).

Table 3 shows carbofuran concentrations in surface soil. Even though soil residue levels
were low, water contamination by runoff and secondary transfer to smaller birds were still
feasible. Carbofuran concentrations were relatively higher in the rainy season than in the
dry season, indicating that it dissolves quickly and can be detected in the soil soon after
application. Moreover, Otieno et al. (2012) reported that pesticide residues, including
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Table 3
Carbofuran concentration residues in soil from various agricultural areas
Concentration Soil type Region Reference
0.146 mg/kg Farm soil Isiolo Otieno et al. (2011)
0.176 mg/kg Farm soil Laikipia Otieno et al. (2011)
4.9 mg/dm Sandy soil Netherland Leistra and Boesten (2008)
0.01-0.54 pg/kg Polish soil Poland Ukalska-Jaruga et al. (2020)
0.2479 mg/L Paddy soil Brazil de Melo Plese et al. (2005)
2.35 ng/g Sandy clay soil N. Sembilan Farahani et al. (2008)
5.80 ng/g Clay soil Perak Farahani et al. (2008)
148 ng/g Alluvial soil Orissa Ripley and Chau (2020)
202 pg/g Laterite soil Kerala Ripley and Chau (2020)
0.178 £ 0.01 mg/kg Paddy soil Bangkok Khuntong et al. (2010)
0.01-1.08 mg/g Clay soil Kenya Jemutai-Kimosop et al. (2014)

carbofuran were elevated during the monsoon season due to increased agricultural runoff
that discharged large amounts of pesticide residues into waterways.

In addition, carbofuran is known to be more resistant to insecticides than other
organophosphorus (OP) or carbamate insecticides. Since 0.15-0.33 mg/kg of carbofuran
was found in milk products, hens’ tissues, and eggs (World Health Organization, 2020),
carbofuran has been banned in several countries (Mishra et al., 2020). Plants are more
tolerant to carbofuran than animals. Migratory waterflow risks can be decreased by
restricting granular formulations with more than 3% active components.

Trevisan et al. (2004) found more carbofuran traces in the bagasse than in the whole
fruit, but they decreased quickly during the sampling time. This insecticide was found to
stay in the bagasse for at least 28 days, and there was evidence that it tended to build up
when treated with multiple sprays and went down more slowly during this time. It shows
that carbofurans are degraded quickly into their metabolites. Also, 3-hydroxy-carbofuran
was found in a few bagasse samples from the treatment with the double rate (20 g a.i.100 L-1
water), but only in very small amounts (0.05-0.09 mg/kg). The summary of concentrations
of carbofuran residues in vegetables, fruits, and food from the various agricultural industries
is shown in Table 4.

Food safety is a major public concern worldwide, and most governments, private
companies, and international organisations have established MRLs for food commodities
to control an unacceptable risk of human toxicity. To avoid unacceptable health risks,
pesticide residues in food commodities such as fruits and vegetables must be below
MRLs. In developing countries, more cases of pesticide poisoning were reported than
in developed countries (Azam et al., 2020; Latif et al., 2011). Carbamate concentrations
significantly exceeded MRLs in many samples; carbofuran concentrations exceeded MRLs
in 80 samples, respectively. Carbamates, like OPs, are acetylcholinesterase enzyme system
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Table 4
Concentration of carbofuran residues in vegetables, fruits, and food from various agricultural products
Concentration Vegetable, fruit, and food Reference
0.15-0.33 mg/kg Milk product & eggs Health Canada (2020)
48.3+5.3 nugl/g Long bean Lan et al. (2019)
73.7+4.9 ngl/g Chives Lan et al. (2019)
22.6+3.2 ug/g Mango Lan et al. (2019)
51.9+6.1 png/g Watermelon Lan et al. (2019)
0.001 mg/kg Apples EFSA (2014)
0.001 mg/kg Potato EFSA (2014)
0.002 mg/kg Lettuce EFSA (2014)
0.01 mg/kg Citrus fruit EFSA (2014)
8-17 ng/kg Tobacco USEPA (2006)
19-36 pg/kg Corn USEPA (2006)
14-18 pg/kg Cotton USEPA (2006)
0.075 mg/kg Sugarcane Kabir et al. (2007)
0.86 + 0.10 mg/kg Orange (bagasse) Trevisan et al. (2004)
0.07 £ 0.02 mg/kg Orange (Whole fruit) Trevisan et al. (2004)

inhibitors, but because of their high mammalian toxicity and the even greater toxicity of
their intermediates, carbamates are a potential environmental concern (Liu et al., 2019;
Syed et al., 2014).

TOXICITY OF CARBOFURAN

The acute toxicity level of carbofuran differs between organisms. The toxicity of carbofuran
to mammals is higher through the oral and inhalation routes than the dermal route.
Furthermore, carbofuran effects in humans are associated with reproductive disorders,
endocrine-disrupting activity, and cytotoxic and genotoxic abnormalities (Mishra et al.,
2020). In past years, carbofuran has emerged as a global contaminant that can harm health
and the environment (Figure 4). Massive carbofuran use can significantly affect non-target
species via many pathways.

The World Health Organization (2020) classified carbofuran as a highly hazardous
class 1b pesticide (rat oral [lethal dose 50%] LD50 ranging from 5 to 50 mg/kg). Despite
the decision by WHO, the classification does not take into consideration the fact that the
technical product provided a safer profile through the dermal route (LD50 > 1,000 mg/kg
and LD50 > 2,000 mg/kg in rats and rabbits, respectively), which should have classified
carbofuran as class II or III (moderately or slightly hazardous) under WHO guidelines
(Numan et al., 2018). Although such classifications help standardise the comparison of
technical products, the information becomes less relevant under practical field applications
as pesticide users are in direct contact with the formulations and not the technical product.
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Figure 4. Contamination and degradation of carbofuran from the natural environment (Zhang et al., 2021)

Hence, the information regarding the toxicity of the end-use formulation only serves as a
guideline to establish relevant warnings for users.

Carbofuran has caused the deaths of irregular fish, animals, and invertebrates
recommended application rates and compositions. In short-term laboratory studies, sensitive
aquatic biota died at 200 ppb carbofuran (in water), 238 ppb (acute oral), 190,000 ppb for
birds, 2,000 ppb (acute oral) and 100,000 ppb (dietary) for mammals. Carbofuran is toxic
and often life-threatening to fish at> 15 ppb and aquatic invertebrates at > 2.5 ppb. A level of
10 to 50 ppb in food and 1,000 ppb in drinking water is toxic to birds and mammals (Eisler,
1985; Kanedi, 2017). “Safe” carbofuran levels in beef are 50 ppb. The current allowable
carbofuran aerosol levels of 0.05 ppb (50.0 g/m?) appear sufficient to preserve animals, but
data suggests they should never exceed 2 ppb (Eisler, 1985; Otieno et al., 2010b).

According to the National Centre for Biotechnology Information (2023), carbofuran
has one of the highest acute toxicities to humans of any insecticide widely used on field
crops, and it is stated that 1 ml (1/4 teaspoon) of carbofuran can be fatal to humans. This
statement is supported by the National Oceanic and Atmospheric Administration’s Chemical
Emergency Response Tool, which indicates that a lethal oral dose for humans is 5 to 50
mg/kg or 7 drops to 1 teaspoon for a 150 Ib. person (Alexeeff, 2000). It is important to
note that carbofuran can cause serious effects on the maternal-placental foetal unit, and
its toxicity can be potentiated by simultaneous exposure to other cholinesterase inhibitors.
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The acceptable daily intake (ADI) estimates the amount of a substance that can be
ingested daily over a lifetime without posing an appreciable health risk. The Food and
Agriculture Organization (FAO) and the World Health Organization (WHO) have derived
the ADI of carbofuran as 1.0 mg/kg bw per day (Ostergaard & Knudsen, 1998). The
National Institute for Occupational Safety and Health (NIOSH) and American Conference
of Governmental Industrial Hygienists (ACGIH) stated that the recommended airborne
exposure limit for carbofuran is 0.1 mg/m? averaged over an 8 or 10-hour work shift (Satar
et al., 2005).

In rats, mice, and lactating cows, carbofuran metabolism and excretion have been
the subject of significant research. Absorption, degradation, and elimination from the
oral dosage occur very quickly. Mixed-function oxidases are mammals’ main enzymes
responsible for metabolism, as 3-hydroxycarbofuran and 3-ketocarbofuran are the most
prevalent carbamate metabolites. The toxicological effects of the carbofuran range on
various matrixes are shown in Table 5.

A recent study (Mishra et al., 2020) found that grain farmers exposed to a low dose of
carbofuran through the skin and the air for four days had carbofuran in their urine. Even
though none of the farmers showed outward signs of being poisoned, the blood cholinesterase
was significantly slowed down. Moreover, another study thoroughly discussed the metabolic

Table 5
Toxicological effects of carbofuran range on various matrixes

Concentration/Median Lethal Concentration

Study Sample (LC50)/Median Lethal Dose (LD50) Reference
Cattle 3-19 mg/kg Choez and Evaristo (2018
Chickens 2.5 mg/kg Lehel et al. (2010)
Hamster 5-100 mg/mL Soloneski et al. (2008
Rat 75 mg/kg Gammon et al. (2012
Rat 1 mg/kg mg/kg Islam et al. (2008)
Rat 1.2 x 10 mg/kg Ferguson et al. (1984)
Human 4.6 x 10 mg/kg Soreq and Zakut (1989)
Fly 2.5 x 10 pg/kg Metcalf et al. (1968)
Birds 238 ng/kg Eisler (1985)
Mammals 2000 pg/kg Eisler (1985)
Catfish 23 ug/kg Liong (1988)
Fish fillets 10.50 pg/kg Tejada (1995)
Cat 2.5-3.5 mg/kg Daul et al. (2012)
Guinea pig 9.2 mg/kg Daul et al. (2012)
Dog 15.38 mg/k Daul et al. (2012)
Rabbit 7.5 mg/kg Daul et al. (2012)
Honeybees 0.16 png/bee USEPA (2006)
Japanese quail 1.7-1.9 mg/kg Daul et al. (2012)
Pheasant 4.15 mg/kg Smith (1992)
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activity of carbofuran since the metabolites pose a substantial effect on the general toxicity of
carbofuran (Ruiz-Hidalgo et al., 2016). Due to frequent reports of bird poisoning, carbofuran
has been prohibited in several countries, particularly the United States, Canada, and the
European Union (Sparling, 2016). The Royal Society for the Protection of Birds reported
316 incidents of bird poisoning due to carbofuran in the United Kingdom between 2002 and
2011 (Vincent, 2014). In addition, 3-ketocarbofuran and 3-hydroxycarbofuran, secondary
metabolites of carbofuran, were also identified as poisonous. It was recorded that 187 vultures
and hyenas died in 2004 after they scavenged bird carcasses containing carbofuran residue
and its by-products (Plaza et al., 2019). Regardless of its severe effects, carbofuran is still
broadly applied in Asia, South America, Australia, and Malaysia, which registered carbofuran
as a legal pesticide (Sim et al., 2019).

CARBOFURAN DEGRADATION PATHWAYS IN THE ENVIRONMENT

Pesticide degradation breaks down pesticides into less toxic derivatives or their original
elements (Sidhu et al., 2019). The degradation occurs through various processes or
dissipation mechanisms once the pesticide enters the water and soil. Pesticides from the
soil usually migrate into surface water, such as rivers, lakes, streams, and estuaries. Once
in the water, it degrades according to the pseudo-first-order rate equation (Villaverde et al.,
2018). The half-life of carbofuran in the environment is 30—120 days, based on where it is,
the temperature, the pH of the soil or water, and medium humidity. The most common ways
carbofuran and its by-products degrade are through hydrolysis, sunlight exposure, and
biodegradation (Morales et al., 2012).

Various factors have been identified to influence the dispersion and degradation of
pesticides, including the country’s climate and the properties of the water and soil. In
addition, the physical-chemical properties of the pesticides also determine how they
disperse and degrade in the environment (Kumar et al., 2015). Because of its widespread
use in agriculture, Carbofuran can react with water to form C-N bonds and break C-X
bonds (X representing —OH group)
(Jaiswal et al., 2017). Biodegradation

regulates the fate and transformation

of carbofuran use in nature. Research

into the degradation of pesticides is :
. . Microbial Degradation
widespread. Generally, carbofuran is icrobia of Photolysis
degradation
carbofuran

degraded by hydrolysis, photolysis,

microbial degradation and oxidation,

as described in Figure 5 (Prosen, o
Oxidation

2012; Elbashir & Aboul-Enein, -

2015).

Figure 5. Degradation pathways for carbofuran
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Hydrolysis Degradation

Most studies have concluded that hydrolysis and photolysis are the two most important
degradation pathways for pollutants. Understanding the fate of a pesticide in water requires
knowledge of the transformation mechanisms. Pesticide hydrolysis is a secondary and
nucleophilic substitution reaction and fits first-order reaction kinetics (Singh et al., 2017).
Morrica et al. (2001) state that temperature and pH are common hydrolysis factors. The
degradation pathway takes place in both water and sediment through base-catalysed
hydrolysis, which generates carbofuran phenol as well as other degradation products, such
as 3-hydroxy-7-phenolcarbofuran and N-methylcarbamic acid via hydroxylation of the
benzofuranyl moiety (Evert, 2002; Howard, 2017; Nafeesa et al., 2017; Sandin-Espafia
& Sevilla-Moran, 2012). The carbofuran (2,3-dihydro-2,2-dimethyl-7-benzofuranol
methylcarbamate) molecule degrades when it reacts with water to form a new C—N bond
and break a C—X bond in the parent molecule. The net reaction is a direct removal of X
by OH (Plese et al., 2005; Ripley & Chau, 2020).

Carbofuran is generally stable in water at acidic and neutral pH, but the hydrolysis rate
increases rapidly with increasing pH. The chemical degradation controls the environmental
persistence of carbofuran, as shown in Figure 6. Hydrolysis is an effective alternative
degradation route, with average lifetimes in waters ranging from 2 days at pH = 9.5 to
1,700 days at pH = 5.2 (Marine, 1999). Besides the pH, the temperature directly influences
the degradation rate in hydrolysis.

It was reported that the hydrolysis half-life, t'* of carbofuran was 35 days at pH 7.0
and 350 days at pH 6.0 (Gammon et al., 2012). Acidic hydrolysis occurs under acidic
conditions, which degrades slower than in alkaline conditions. For carbofuran, hydrolysis
involves the cleavage of the carbamate bond in the compound, resulting in the formation of
3-hydroxy-carbofuran, which is less toxic than the original compound. Another previous
study reported that carbofuran spikes recovered between 80% and 95% after 1, 3, and 6
hours at 25 °C and pH 8. On the contrary, the original amount of carbofuran recovered at
pH 10 after 1, 3, and 6 hours was only 65, 35, and 10%, respectively (Bailey et al., 1996;

(0]
\N)J\o OH
H
o o
H,0
: + CH;NH, + CO,

Hydrolysis

Carbofuran Carbofuran phenol Methylamine

Figure 6. Hydrolysis mechanism of carbofuran (Filik and Cekig, 2011)
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Cycon et al., 2017). The measured half-lives of carbofuran under acidic and alkaline
conditions were 320 days and 150 days, respectively (Pinakini & Kumar, 2006).

Seiber and colleagues demonstrated that at pH 10, carbofuran hydrolysed 700 times
faster than at pH 7, with half-lives of 1.2 and 864 hours, respectively. These results were
collected from granule-treated paddy water. In addition, paddy water was hydrolysed faster
than deionised water. At pH 7, paddy water half-lives were 240 and DI water 864 hours. At
pH 8.7, paddy water and deionised water each had half-lives of 13.9 hours. Based on the
results, the carbofuran half-life in paddy water (laboratory) at pH 8 was 40 hours, which
was similar to the 57-hour half-life recorded from field samples at the same pH level, given
slight variations in several factors, such as the source of light, pH level, the surrounding
temperature, and the rate of microbial degradation (Howard, 2017; Mackay et al., 2006;
Seiber et al., 1978).

Moreover, a higher rate of carbofuran hydrolysis was reported in anaerobic conditions.
The hydrolysis rate of carbofuran under aerobic environments was compared to that in stable
and undisturbed flooded conditions. Nevertheless, the degradation products, consisting of
carbofuran phenol and 3-hydroxycarbofuran, were stable under anaerobic conditions, while
further degradation was only observed under aerobic conditions. So, it was thought that
the rapid hydrolysis of carbofuran was caused by cycles of flooding and drying that led to
alternating anaerobic conditions (Venkateswarlu & Sethunathan, 1978; Ramakrishnan et
al., 2019; Mohamed et al., 2021).

Hydrolysis was considered the most important degradation pathway, with a half-life
ranging from 0.2 days at pH 9.5 to 1,700 days at pH 5.2. The rate of carbofuran hydrolysis
in aqueous solutions accelerates significantly as the pH of the solution increases. The
hydrolysis half-lives of carbofuran in water at 25°C is 690, 8.2, and 1.0 weeks at pH values
of 6.0, 7.0, and 8.0, respectively. Hydrolysis reactions involve adding water to a large
molecule to break it into multiple smaller molecules (Bailey et al., 1996).

The degradation pathways of carbofuran in water systems are shown in Figure 7.
Hydrolysis was reported as the main mechanism leading to degradation in alkaline soils.
On the other hand, acidic and neutral soils were dominated by microbial and chemical
mechanisms, which led to slower degradation. Carbofuran phenol, 3-hydroxycarbofuran,
and 3-ketocarbofuran are among the transformation products of carbofuran degradation
that can be detected in soil (Acharid et al., 2006; Achik & Schiavon, 1989; Katagi, 2016).

One factor that reduces the effectiveness of insecticides in controlling the infestation
of the brown planthopper Nilaparvata lugens, a significant pest of rice plants, is the rapid
chemical hydrolysis of carbofuran in paddy water (Hayasaka et al., 2012). It was revealed
that carbofuran phenol production from carbofuran degradation took only 5 days under
alkaline paddy water conditions.

Furthermore, the effect of paddy water pH on carbofuran persistence was demonstrated
in another study in which less than 5% of carbofuran remained after 5 days of application
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Figure 7. Environmental fate of carbofuran in water (Evert, 2002)

at pH 8. In contrast, the remaining amount of intact carbofuran after 10 days was 70%
and 14% at pH 6 or lower and pH 7.1, respectively (Siddaramappa & Seiber, 1979; Roger
& Bhuiyan, 2012; Xu et al., 2014). Other studies have also shown that hydrolysis and
photochemical degradation are the major degradation pathways for carbofuran in water
(Farahani et al., 2012; Tien et al., 2017). The biodegradation and pH of the water were
among the main factors influencing the degradation of carbofuran.

Photolysis Degradation

Photolysis of pesticides leads to chemical changes in pesticides by absorbing light radiation
directly and indirectly. In direct photolysis, the pesticide molecules absorb the photons
directly, whereas in indirect photolysis, a carrier and other photochemical processes
(photosensitizers) are involved (Fang et al., 2022). Photolysis and hydrolysis produce
more polar and stable pesticides than the parent compounds. Some pesticides persist for
several months, polluting the environment (Tien et al., 2017; Sim et al., 2019). There is,
thus, a need for research into the by-products of carbofuran.

A less significant degradation pathway of carbofuran is through the photolysis
reaction. Carbofuran is not likely to accumulate in sunlight-exposed water and does
not bioaccumulate (Baumart et al., 2011). The metabolic product of photolysis includes
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2,3-dihydro-2,2 dimethyl benzofuran-4,7-diol and 2,3-dihydro-3 keto-2,2 dimethyl
benzofuran-7-yl carbamate (3-ketocarbofuran) (Mahalakshmi et al., 2007; Remucal,
2014). A comparison was made between the rate of carbofuran recovery in deionized
water exposed to sunlight and laboratory light for 96 hours. According to the results, the
average recovery of carbofuran was 75.6% for the sunlight-exposed samples and 93.3%
for the artificial light-exposed samples, respectively. The large difference suggested the
significant photolytic aqueous decomposition of carbofuran (de Melo Plese et al., 2005;
Gunther & Gunther, 2013).

Carbofuran photolyzes directly, producing photoproducts. At the same pH level,
photolysis occurs more rapidly in pesticides in seawater, freshwater, and humic acid
solutions than in distilled water. Meanwhile, although no control was used, carbofuran
in freshwater photolyzes faster than seawater. In one case, adding humic acids decreased
carbofuran’s direct photolysis rate (Raha & Das, 1990; Mahalakshmi et al., 2007). Figure
8 shows the metabolites’ chemical structure. The transformation of carbofuran generated

carbofuran

H H

3-hydrocarbofuran

Y

v
° <~
(;EX N o & %

7-phenolcarbofuran

3-hydroyx-7-phenolcarbofuran

3-Ketorarbofuran
0]

3-keto-7-phenolcarbofuran
+ other intermediates

y

Mineralization

Figure 8. The chemical structure for the detected by-products of carbofuran (Mishra et al., 2020)
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7-phenolcarbofuran, 3-hydroxycarbofuran, and 3-ketocarbofuran in all cases, while ZnO
formed 3-keto-7-phenolcarbofuran.

Meanwhile, the vapour pressure and Henry’s Law constant of carbofuran in the air are
low, indicating that carbofuran has a low potential to volatilise from moist soils or water
(Cid et al., 2011). Once carbofuran vaporises into the air, it is subjected to vapour-phase
photooxidation by reacting with hydroxyl radicals. The half-life of this reaction at standard
atmospheric conditions was estimated to be 4.6 hours (Howard, 2017). However, the
oxidation and volatilisation of carbofuran in water were considered insignificant dissipation
pathways (Wijesinghe et al., 2011).

As demonstrated in Table 6, the carbofuran half-lives in the Laysan and Ottawa sands
were comparable (40—41 days), according to Campbell et al. (2004). In comparison, Seiber
et al. (1978) found that the half-lives of carbofuran in DI water and paddy water (pH 7)
were only slightly different when both were exposed to ultraviolet (UV) light and darkness
in the lab. Bachman and Patterson (1999) suggested that the increase in the amount of
dissolved organic matter (DOM) inversely reduced the photolysis rate of carbofuran. The
assumption was made that the level of inhibition is proportional to the binding capacity
of a specific DOM sample. Therefore, the binding of DOM reduced the rate of photolysis
and slightly improved the persistence of carbofuran (Bolan et al., 2011).

It is interesting to highlight that the rate constant for the degradation of carbofuran in
sunlight-exposed seawater was higher than in sunlight-exposed fresh water. Consequently,
the half-life of carbofuran in sunlight-exposed fresh water was longer than that in sunlight-
exposed seawater, in line with a similar trend observed by others (Farahani et al., 2012).
Campbell et al. (2004) observed that the half-life of carbofuran in sunlight-exposed
seawater (7.5 hours) was approximately 6 times faster than in sunlight-exposed DI water
(41.6 hours), with the same rate of degradation in seawater (0.1 hours) as in DI water (3.1
hours) under a light intensity of 300 nm. This difference (631 folds) and the differences

Table 6
Carbofuran half-lives and photodegradation constants, k
Matrix Light source -k Half-life
Ottawa sand Dark 0.0151/day 39.7 day
Laysan sand Dark 0.0182/day 40.9 day
Distilled deionised water 300 nm 0.1941/h 3.1h
Seawater 300 nm 0.328/h 0.1h
Distilled deionised water Sunlight 0.0162/h 41.6h
Seawater Sunlight 0.1284/h 7.5h
Distilled deionised water Ultraviolet (UV) light 0.105 x 102 27.5 day
Paddy water Ultraviolet (UV) light 0.04 7.2 day
Distilled deionised water Dark 0.092 31.4 day
Paddy water Dark 0.41 9.3 day
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observed in the present research were presumably due to differences in water composition
(Campbell et al., 2004; Remucal, 2014; Mishra et al., 2020; Maksuk, 2021). Carbofuran’s
photodegradation may be aided by the existence of organic compounds, ions, and chemical
sensitizers (Wang et al., 1998; Huang & Mabury, 2000; Seo et al., 2012; Wols & Hofman-
Caris, 2012).

The degradation rate of pesticides also varies between countries with tropical and
temperate climates. Among the main climate elements that affect the rate of pesticide
degradation are the mean temperature in the region, the mean amount of rainfall, the
average amount of sunlight emitted, and the existence of microbes (Daam et al., 2008).
Tropical countries generally experience more rainfall than temperate-climate countries.
According to past studies, the pesticide contamination of soil and water can be influenced
by rainfalls through the dilution of the concentration of pesticides in the environment or
by leading to pesticide runoffs that could flow into the watersheds and irrigation channels
(Abdullah et al., 1997; Daam & Van den Brink, 2010).

Microbial Degradation

Microbial degradation mainly occurs in water and soil when microorganisms are present.
Microbial degradation includes complex biological processes. Therefore, it requires
ideal conditions such as pH, temperature, and nutrient availability (Grandclément et al.,
2017). The pH level and microorganism types in the water determine the rate of microbial
degradation in a flooded rice field (Hayasaka et al., 2012). Depending on the metabolic
pathways of microbes, microbial degradation can occur under either acrobic or anaerobic
conditions, depending on oxygen availability.

Aerobic metabolism is the process of converting organic compounds into energy
using oxygen. This reaction occurs in the presence of oxygen, and the end products are
typically carbon dioxide and water. Aerobic microorganisms are commonly used to degrade
organic pollutants in the environment in bioremediation processes. These microorganisms
use enzymes such as monoxygenases and dioxygenases to oxidise and degrade organic
compounds (Diale et al., 2022).

Breaking down organic compounds without using oxygen is known as anaerobic
metabolism. This process occurs without oxygen and can be carried out by microorganisms
such as bacteria and fungi. In terms of energy production, anaerobic metabolism is less
efficient than aerobic metabolism, and the end products vary depending on the metabolic
pathway. Some anaerobic bacteria, for example, use sulphate or nitrate as a final electron
acceptor, producing hydrogen sulphide or nitrogen gas.

Fungi are also essential in microbial degradation, particularly in the breakdown
of lignin, a complex polymer found in plant cell walls. Fungi use enzymes like lignin
peroxidase and manganese peroxidase to break down lignin into simpler compounds that
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other microorganisms in the environment can use. The fungal metabolism of carbofuran
is a new area of study, and it has been shown that different fungal strains from the
genera Trichoderma, Pichia, Trametes, Aspergillus, Aschochyta, Xylaria, Acremonium,
Gliocladium, and Mucor can degrade carbamate pesticides (Mustapha et al., 2019).

Carbofuran was metabolised by Mucor ramannian to produce carbofuran phenol,
which was then metabolised to yield 2-hydroxy-3-(3-methylpropan-2-ol) phenol, also
known as 7a-(hydroxymethyl)-2,2-dimethylhexahydro-6H-furo[2,3-b]pyran6-one and
3-hydroxy carbofuran-7-phenol (Sun et al., 2022). Among the pyrethroid pesticides,
Trametes versicolor has been found to degrade carbofuran, imiprothrin, and cypermethrin.
In the spent media analysis, 3-hydroxycarbofuran was the only intermediate of carbofuran
degradation. It has been reported that the non-specific monooxygenase cytochrome-P450
plays a significant role in carbofuran metabolism in this strain. (Mir-Tutusaus et al., 2014).

Pesticides degraded by microorganisms serve as a food supply for growth and energy.
Based on recent studies, microbes are responsible for the breakdown of natural organic
materials and the degradation of numerous xenobiotic chemicals such as petroleum
hydrocarbons, pesticides, and organic solvents (Ariffin & Rahman, 2020). Strachan et al.
(2018) reported that microorganisms used s-triazine herbicide as an energy source during
their degradation. The conversion of contaminants into less harmful substances via microbial
degradation is likely in the case of mineralisation, while in certain situations, mostly under
anaerobic transformation, toxic products can also be produced (Onunga et al., 2015).

Bacteria capable of efficiently degrading carbofuran have been discovered in soil,
sludge, and water contaminated with carbofuran (Mishra et al., 2020). Pseudomonas,
Flavobacterium, Achromobacterium sp., Sphingomonas sp., Arthrobacter sp., Enterobacter
sp., Burkholderia sp. PLC3, Cupriavidus sp. ISTL7 and Bacillus sp. were isolated and
characterised to determine their mechanisms for degrading pesticides. Sphingomonads
(Sphingomonas, Novosphingobium, Sphingopyxis, and Sphingobium) may be the ideal
carbofuran-degrading bacteria. These bacteria degrade carbofuran and carbofuran-phenol
better than others (Nguyen et al., 2015; Yan et al., 2007). So far, numerous bacterial strains
from the genera Stenotrophomonas, Achromobacter, Flavobacterium, Pseudomonas,
Sphingomonas, Novosphingobium, Paracoccus, Aminobacter, and Cupriavidus can degrade
carbamate insecticides (Gupta et al., 2019; Jiang, Zhang, et al., 2020).

Microbial degradation can benefit the environment by using microorganisms to
break down and transform pollutants into less harmful substances. Microbes play key
roles in biodegradation, which recycles biologically essential elements within the earth’s
biogeochemical cycles (Jorgensen, 2008). Microbial degradation is a possible and
environmentally friendly way to degrade carbofuran. However, most prior studies on
carbofuran degradation have focused on bacterial degradation, and the degradation rates
remain slow (Mishra et al., 2020).
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In general, the use of microbial degradation for environmental remediation can have
several advantages over other methods, such as physical or chemical treatments. For
example, microbial degradation can be a cost-effective and environmentally friendly
approach, as it can occur naturally and may not require additional chemicals or energy
(Liu et al., 2021). Continuous exposure to pollutants and synergy with other strains make
microbial consortiums more suitable for environmental remediation. Microbial consortiums
or mixed cultures degrade carbofuran residues on a large scale. Tondon et al. (2018)
discovered four carbofuran-degrading bacterial strains from contaminated soil samples:
Arthrobacter globiformis, Bhargavaea indica, Bacillus beijingensis, and Streptomyces sp.
Table 7 shows an overview of the microbial species studied for carbofuran biodegradation.
Several strains of bacteria and fungi from different sources have been studied.

Microbial degradation completely mineralizes carbofuran into non-toxic substances
and CO,. As a result, microbial carbofuran degradation is an effective and practical method.
Microbes mostly use oxidative and hydrolytic mechanisms to eliminate carbofuran. Figure
9 illustrates carbofuran’s comprehensive microbial degradation pathway and describes
carbofuran’s microbial degradation into its significant metabolites: carbofuran phenol,
methylamine, and CO,. Carbofuran and carbofuran phenol are formed in Sphingomonas
sp, but the bacterium cannot grow on them. The hydroxylase-reductase pair CfdCX and
Novosphingobium sp conduct carbofuran phenol production.(Malhotra et al., 2021).

Table 7
Microbial degradation of carbofuran in soil by different microbes
Microbial species, Strain or Community Sample sources Reference
Sphingomonas sp. Soil Park et al. (2006)
Mucor ramannianus Soil Seo et al. (2007)
Novosphingobium sp. FND-3 Sludge Yan et al. (2007)
Paracoccus sp. YM3 Sludge Peng et al. (2008)
Enterobacter sp. Soil Mohanta et al. (2012)
Pseudomonas and Alcaligenes Soil Omolo et al. (2012)
Burkholderia sp. PLC3 Soil Plangklang and Reungsang (2012)
Novosphingobium sp Soil Nguyen et al. (2014)
Bacillus sp. Soil Onunga et al. (2015)
Consortia Soil Tien et al. (2017)
Pseudomonas sp. Soil Devi et al. (2017)
Aspergillus sp. Soil Devi et al. (2017)
Enterobacter cloacae strain TA7 Soil Fareed et al. (2017)
Arthobater globiformes Soil Tondon et al. (2018)
Streptomyces sp. Soil Tondon et al. (2018)
Cupriavidus sp. ISTL7 Landfills Gupta et al. (2019)
Sphingbium sp. CFD-1 Sludge Jiang et al. (2020)
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Carbofuran phenol is further degraded into novel metabolites by carbofuran-degrading
microorganisms and their hydrolase enzymes. In Novosphingobium sp. In KN65.2, the
initial step involves hydrolysis of the carbamate linkage to form carbofuran phenol,
methylamine, and CO, (Duc, 2022; Yan et al., 2018),

The hydrolytic pathway is more uncomplicated and produces fewer toxic by-products
than the oxidative pathway (Kim et al., 2004; Nguyen et al., 2014). Hydrolase enzymes
break methyl and N-methyl carbamic acid’s amide and ester bonds to yield carbofuran
7-phenol, CO,, and methylamine. The inducible oxidative enzyme hydroxylase transformed
carbofuran to 4-hydroxycarbofuran. (Malhotra et al., 2021).

According to Garcia-Saavedra et al. (2018), a bacterial consortium degraded 34.99%
of carbofuran in soil samples. Advances in biochemical, molecular, and biotechnological
techniques have increased the potential of carbofuran-degrading microorganisms. Catabolic
genes, enzymes, plasmids, mobile elements, and transposons all play essential roles in
catalysing novel biochemical pathways during microbial degradation (Mishra et al., 2020).
However, dehydrogenase and alkaline phosphatase activities in fertilised soil were greatly
decreased by increasing carbofuran dosage (0.02—1.0 kg/ha to 5.0 kg/ha) compared to
control soils (Singh et al., 2012).

The degradation process involves microbes (biodegradation), chemical reactions
(chemical degradation), or light (photodegradation) (Tiryaki & Temur, 2010). The process
relies on the pesticide’s chemical composition and environmental conditions. Degradation
of herbicides by soil bacteria and fungi can take hours to years. The degradation rate by 11
microorganisms increased under warm temperatures, ideal soil pH, appropriate oxygen, soil
moisture, and good soil fertility and decreased under less favourable conditions (Meftaul et
al., 2020). Pesticides degrade when they react with soil chemicals like water or oxygen. As
soil pH becomes more alkaline or acidic, chemical degradation increases because microbial
activity decreases (Tiryaki, 2017). In aerobic conditions, microorganisms convert organic
contaminants to CO, and H,O. On the contrary, anaerobic metabolic reactions occur without
molecular oxygen (Furmanczyk et al., 2018; Kaida et al., 2018; Chaudhary & Kim, 2019).

Oxidation and Volatilization

Carbofuran is a commonly used carbamate derivative pesticide and a priority pollutant.
Several studies have been conducted on the degradation of carbofuran by oxidation and
volatilization processes. Considering that biological treatment methods involve lengthy
residence times and thermal treatment can generate secondary pollutants, oxidative
reactions are favoured for the rapid degradation of contaminants (Zheng et al., 2022).
Therefore, a variety of effective treatment techniques, such as ultrasonic process, UV +
Fe(Ill), UV/TiO, and UV/O; have been applied for carbofuran removal from aqueous
samples (S. Lu et al., 2021; Oliveira et al., 2006).
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Figure 9. The microbial metabolic mechanisms for the carbofuran degradation in Asperagillus niger,
Sphingomonas sp., and Novosphingobium sp. (Jiang, Gao et al., 2020; Mishra et al., 2021)
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Ma et al. (2009) analysed four degradation products that produced three intermediates,
including 1,4-benzenedicarboxaldehyde anion, 7-benzofuranol, 2,3-dihydro-2,2-dimethyl
(also known as 2,3-dihydro-2,2-dimethyl-benzofuran-7-ol), and 7-hydroxy-2,2-dimethyl-
benzofuran-3-one, using GC/MS at retention times of 3.6 min, 7.44 min, and 13.8 min,
respectively. The experimental results show that the Fenton process is an effective method
for degrading carbofuran-contaminated water.

Javier Benitez et al. (2002) investigated how ozonation affects the breakdown of
carbofuran. The research concluded that pseudo-first-order kinetics could be used to explain
the global ozonation reaction. Temperature and partial ozone pressure significantly influence
the removal rate of carbofuran. In contrast, similar degradation rates are obtained for pH
2 and 9 experiments, indicating a negligible contribution of the reaction with hydroxyl
radicals generated by ozone self-decomposition at pH 9. The apparent pseudo-first-order
rate constants for the ozonation reaction are calculated and found to be in the 5.1 x 10+
to 19.5 x 10 s”! range. A kinetic competition model was used to calculate the actual rate
constant for the reaction between ozone and carbofuran at 20°C, which was 1108 1/mols
(Bhat & Gogate, 2021; Javier Benitez et al., 2002).

In addition to these studies, advanced oxidation processes (AOP)s, which include
ultraviolet radiation, ozone, and hydrogen peroxide, are the most effective at degrading
carbofuran. Several studies have proven that AOPs are promising and attractive alternatives
in treating organic pollutants that are either toxic or refractory to biological treatments
(Pignatello et al., 2006; M. Zhang et al., 2019). AOPs mainly generate highly oxidative
free radicals, mostly the hydroxyl radical (*OH) with an E° of 2.8 V/SHE (L.-A. Lu et al.,
2011; Thomas et al., 2021).

In a separate investigation by Ma et al. (2010), the degrading of carbofuran was
investigated using three different processes: ultrasound, the Fenton reaction, and a
combination of the two. The researchers monitored the effects of various factors on the
kinetics of carbofuran’s degradation, including the dosages of H,0O, and Fe,+ as well as
the initial concentrations of carbofuran. After 30 minutes of reaction time with an initial
carbofuran concentration of 20 mg/L and H,0, and Fe,+ dosages of 100 mg/L and 20
mg/L, more than 99% carbofuran degradation efficiency and 46% mineralization were
achieved, all at pH 3, respectively. Increases in the Fenton reagents H,0O, and Fe,+ improved
degradation efficiency, but increases in the initial carbofuran concentration had the opposite
effect (Anandan et al., 2020; Bhat & Gogate, 2021; Ma et al., 2010).

CONCLUSION

This review focused on carbofuran usage, toxicity, and degradation pathways for
agricultural purposes. Hydrolysis and photolysis were suggested as the major degradation
routes of carbofuran, followed by microbial degradation and oxidation. This process
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generally reduces aqueous carbofuran concentrations when combined with microbial
activity.

Several metabolites are formed during the breakdown of carbofuran. These include
3-hydroxy-carbofuran, 3-ketocarbofuran, carbofuran-phenol, and 3-hydroxy-5-nitrophenol.
These metabolites vary in toxicity and persistence in the environment, with some being
more lethal than the parent compound. The detailed pathways and mechanisms of their
formation are determined by the degradation method involved. For example, microbial
degradation can involve hydrolysis, oxidation, or reduction pathways, while photolysis
can generate various metabolites via direct or indirect light reactions.

Based on the current research on carbofuran degradation, there are a few
recommendations for future studies, such as bioremediation, advanced oxidation processes
(AOPs), enzymes, and phytoremediation. Combining these methods can be an effective
strategy for remediating soil and water bodies contaminated with carbofuran. Further studies
are needed to enhance the conditions and increase the efficacy of these methods, not only
on a laboratory level but also on a wide scale in field applications to benefit the community.
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ABSTRACT

Piper sarmentosum was found to have various phytochemicals such as polyphenols and
flavonoids but also contains asarone isomers, which were reported as carcinogenic in
several preclinical studies. Therefore, reducing asarone isomers from this functional food is
important while retaining its functional properties. This study compares the total phenolics,
total flavonoids, vitexin and naringenin contents, cytotoxicity, and anti-hyperglycaemic
activity between various solvent extracts using a two-step extraction with SC-CO, pre-
treatment and a single-step conventional solvent extraction without SC-CO, pre-treatment.
The findings showed that phenolic content was significantly enhanced in ethanol, 50%
ethanol, and water extracts pre-treated with SC-CO,, significantly correlated with
a-glucosidase inhibitory activity. SC-CO, pre-treated extracts enhanced the viability of
two normal fibroblasts NIH/3T3 and CCD-18Co cell lines. It is concluded that SC-CO,
extraction offers a rapid pre-treatment step to produce safer extracts with better quality

and efficacy.
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2014). The fundamental benefit of this method is that by adjusting pressure and temperature
settings, the physicochemical properties of the solvent may be changed to increase
extraction selectivity (Fayaz et al., 2021). SFE was proven to be beneficial in the removal
of toxic and undesirable compounds such as aristolochic acid from Aristolochia plants
(Liang et al., 2010), phthalate plasticiser residue in Ganoderma lucidum (Li et al., 2018),
and many other undesirable substances from food and herbal-based supplement products
(Kobori et al., 2013; Shinde & Mahadik, 2019). Previously, we established a condition
to reduce potentially carcinogenic asarone isomers from Piper sarmentosum leaves by
removing 80.42%—100% of a-asarone, 91.26%—100% of B-asarone, and 89.24%—100%
of y-asarone by using supercritical carbon dioxide (SC-CO,) extraction while applying the
Box—Behnken experimental design at optimised pressure (P) = 81.16 bar, temperature (7)
=50.11°C, and time (7) = 80.90 min (Hamil et al., 2022).

Piper sarmentosum Roxburgh (Piperaceae), a creeping terrestrial shrub native to
Malaysia, Cambodia and Thailand, is widely used in medicinal as well as culinary
applications. In traditional medicines, all plant parts are utilised in treating health problems.
Leaves and roots of P. sarmentosum are usually used to alleviate headaches, toothache,
pleurisy, flu, rheumatism, cough and asthma (Ismail et al., 2018). Apart from that, the whole
P, sarmentosum parts are used as an antispasmodic, expectorant, antiflatulence, and appetite
enhancer, as well as for treating diabetes in Thailand (Rahman et al., 2016). The roots and
leaves were also reported as carminative, stomachic and able to reduce ostalgia (Muhamad
& Mustafa, 2010; Ridtitid et al., 1998). Areca catechu and P. sarmentosum roots can be
taken together to relieve asthma and cough (Seyyedan et al., 2013). Furthermore, taken
together with ginger or nutmeg, it may alleviate toothache and pleurisy. Anti-pyretic and
stomachic activities have also been established from the plant leaves in Chinese traditional
medicine (Sun et al., 2020).

Traditional and modern medicinal knowledge of the plant has led to scientific
investigations of its pharmacological potential. One of the pharmacological properties
reported was in treating diabetes or hyperglycaemia. Krisanapun et al. (2012) reported
that the aerial part of P. sarmentosum water extract (5 and 10 mg/mL) substantially
reduced glucose absorption, which was similar to positive control (sodium fluoride). The
improvement of glucose metabolism and reduction of its absorption were credited with the
hypoglycaemic activity. In another study, oral administration of aqueous extract (125 mg/
kg) significantly reduced blood sugar after 7 days of treatment (Peungvicha et al., 1998).
Hussan et al. (2013) also reported that 28 days of administration of P. sarmentosum leaves
water extract (125 mg/kg) in streptozotocin-induced diabetic rats successfully decreased
blood sugar levels. In addition, there was an improvement in glomeruli, suggesting that
the extract exerted a nephroprotective effect.
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SC-CO,; is a new, simple, yet rapid method in P. sarmentosum pre-treatment to
remove carcinogenic asarones from the raw leaves selectively. The pre-treated leaves
can be re-extracted using solvents to extract beneficial phenolics, flavonoids and other
phytochemicals. However, no study is available on the phytochemical and bioactivity
profiles of the SC-CO, pre-treated P. sarmentosum extracts. Therefore, this work focused
on evaluating the phytochemical contents, cytotoxicity and anti-hyperglycaemic activity,
including a-glucosidase and a-amylase-inhibitory assays between three solvent extracts,
namely ethanol, 50% ethanol and water extracts with their extracts after being treated
with SC-CO,.

MATERIALS AND METHODS
Plant Material

Fresh P. sarmentosum leaves were collected from Batu Gajah, Perak, Malaysia. The plant
was identified by a botanist at the School of Biological Sciences, USM, Penang, Malaysia
(voucher specimen number 11481). The plant materials were washed thoroughly and dried
at 40°C for five days. The thoroughly dried leaves were ground into fine powder and stored
in a 2-7°C container before further use.

Treatment of P. sarmentosum Leaves Using SC-CO,

Dried powdered leaves (50 g) were extracted using a 1-litre SC-CO, extractor (Separex,
France). The experimental parameters were set according to the method established by
Hamil et al. (2022): pressure = 81.16 bar, temperature = 50.11°C and dynamic extraction
time = 80.90 min. The flow rate was maintained at 30 g/min, and the static extraction time
was fixed at 30 min. The residue of the leaves was subsequently extracted with conventional
solvents for analysis.

Conventional Extraction of P. sarmentosum Leaves

Three types of extraction solvents, ethanol (EM), 50% ethanol (EWM) and water (WM),
were used in the present study. First, powdered material (10 g) was macerated with one of
the stated solvents or solvent mixtures at 50°C for 24 hrs. The raw material to solvent ratio
was fixed at (1:20). The samples were prepared in triplicate. The same extraction methods
were performed on the SC-CO, treated leaves material for each type of solvent used,
namely ethanol maceration residue (EM-R), 50% ethanol maceration residue (EWM-R)
and water maceration residue (WM-R). The extracts were concentrated, and their yields
were calculated using Equation 1:

Dried extract weight
£ 100

Yield (%) = [1]

Original sample weight
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Determination of Total Phenolics Content

A colorimetric assay was performed to determine total phenolic content (TPC) as
Ghasemzadeh et al. (2010) described with slight modification. P. sarmentosum extracts
(100 pg/mL) were prepared in methanol. Next, distilled water (1 mL) was added, followed
by Folin-Ciocalteu phenol reagent (100 pL). The samples were incubated for 5 min in
dark conditions before adding 20% sodium carbonate (200 pL). Further incubation was
performed in dark conditions for 60 min, and absorbance was measured at 750 nm. Gallic
acid prepared in the range of 0.20-200 pg/mL was used to construct the standard calibration
curve. Total phenolics were calculated based on the linear regression and expressed as mg
of gallic acid equivalent (mg GAE/g).

Determination of Total Flavonoids Content

The aluminium chloride (AICI;) method was used to determine total flavonoid content
(TFC), as described by Asha et al. (2010). P. sarmentosum extracts (500 uL) were mixed
with 1.5 mL of methanol. Then, 10% AICIl; and 1M potassium acetate (100 pL each)
were added. Absorbance was measured at 415 nm after 30 min incubation against a blank
containing all reagents and samples except AICl;. Quercetin in the 3.125-100 pg/mL range
was used to construct the standard calibration curve. Total flavonoids were calculated from
the linear regression and expressed as mg of quercetin equivalent (mg QE/g).

HPLC Analysis of Vitexin and Naringenin

A gradient HPLC system for the separation of vitexin and naringenin was performed
based on the validated method described by Hamil et al. (2016) using an Agilent 1100
HPLC system and ZORBAX Eclipse Plus C-18 column (Agilent, USA). The mobile phase
consisted of A (0.1% formic acid) and B (0.1% formic acid in acetonitrile). The mobile
phase composition (A: B) was initially set at 85:15 before gradually increasing solvent B
to 75% for 10 min, remaining constant for 1 min, and then changing to 85:15 in the final
5 min. An injection volume (10 pL) and flow rate were set at 1 mL/min. The temperature
and detector were operated at 30°C and 330 nm.

Preparation of Reference Markers and Samples. Vitexin and naringenin were dissolved
in HPLC grade methanol (Merck, USA) and mixed to obtain a 1 mg/mL solution. The
mixture was then serially diluted (1.56-50 pg/mL) to produce calibration curves. P.
sarmentosum extracts (2 mg/mL) were prepared in their respective solvents and filtered
through 0.45-pum syringe filters prior to analysis.

Quantification Analysis of Vitexin and Naringenin. 10 pL of each extract was injected,
and peak areas corresponding to the reference markers were recorded. The linear equations
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for each marker were used to calculate the concentration of vitexin and naringenin in the
samples, and the findings were given as the average of wt/wt% using Equation 2 (n=3):
mass of marker

wt/wtdp = S ST o 90 2]

mass of extract

Cytotoxicity Study

Cytotoxic activities of P. sarmentosum extracts were determined using mouse embryo
fibroblast (NIH/3T3) and human colon fibroblast (CCD-18Co) normal cell lines using the
method proposed by Tajudin et al. (2012). The cells were seeded in Dulbecco’s Modified
Eagle Medium (DMEM) supplemented with 10% foetal bovine serum (FBS) with 1%
penicillin/streptomycin. Following a 24-hour incubation, different concentrations of
P. sarmentosum extracts (0—100 pg/mL) were added and further incubated for 72 hrs.
Next, 3-(4,5-Dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide (MTT) reagent
(20 pL) was added and subsequently incubated for 4 hrs. After that, the growth medium
was removed, 100% of dimethyl sulfoxide (100 puL) was added and incubated for 15
min. Cell viability was quantified using an M200 ELISA microplate reader (Tecan,
Switzerland) at 570 nm and 630 nm. Graphs of the cell’s proliferation percentage against
the concentration of the extracts were used to determine ICs,. Doxorubicin was used as
a positive control.

Determination of a-Glucosidase Inhibition Activity

An a-glucosidase inhibition assay was evaluated according to Feng et al. (2011) with
some modifications. Baker’s Yeast a-glucosidase and P-Nitrophenyl-a-D-glucopyranoside
(PNPG) were purchased from Sigma (USA). 20 uL of yeast a-glucosidase (0.8 U/mL) in
0.1 M phosphate buffer (pH 6.8) were added to 120 uL P. sarmentosum extracts (50-2000
pg/mL). The mixture was incubated for 15 min. Next, 20 uL of PNPG (0.005 M in 0.1M
phosphate buffer at pH 6.8) was added and further incubated at 37°C for 15 min. Eighty
puL of 0.05 M sodium carbonate was added to the mixture to stop the reaction, and the
absorbance was read at 405 nm. Control samples were prepared without plant extracts,
and acarbose was used as a positive control. The percentage of inhibition was calculated
according to Equation 3 (n=3):
__ Abs (Control )—Abs (Extract )

Inhibition (%) = Abs (Control ) x 100 [3]

The ICs, values were determined from plots of percentage inhibition versus log inhibitor
concentration.
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Determination of a-Amylase Inhibition Activity

An a-amylase inhibition assay was adapted from Bharathi et al. (2014) with slight
modification. Different concentrations (100-5000 pg/mL) of P. sarmentosum extracts
were prepared in 1 mL DMSO. 500 pL of a-amylase solution (0.5 mg/mL) in 0.02M
sodium phosphate buffer (pH 6.9) were mixed with 500 pL of the extracts. The mixture
was incubated at 25 °C for 10 min. Next, 500 pL of 1% starch solution in 0.02 M sodium
phosphate buffer (pH 6.9) was added and incubated at 25°C for 10 min. After that, 3, 5
dinitrosalycylic acid (DNSA) colour reagent (1 mL) was added to stop the reaction. After
a 5S-minute incubation in a boiling water bath, the tubes were cooled to room temperature.
Distilled water (10 mL) was finally added, and absorbance was measured at 540 nm.
Acarbose was used as a positive control. The percentage of inhibition by a-amylase was
calculated using Equation 4 (n=3):

Abs (Control )—Abs (Extract )

Inhibition (%) = Abs (Control )

x 100 [4]

The ICs, values were determined from plots of the percentage of inhibition versus log
inhibitor concentration.

Statistical Analysis

Statistical analyses were conducted using the SPSS 22.0 software package (IBM, USA).
Analysis of variance (ANOVA) was performed to estimate significant differences between
samples, and unpaired #-tests were used to compare two groups (SC-CO,-treated vs.
untreated). Correlation coefficients between a-glucosidase and cytotoxicity assay with
metabolites profile including total phenolics, flavonoids, vitexin and naringenin were
calculated using Pearson correlation analysis. Statistical significance was determined at
p<0.05 in all the analyses.

RESULTS AND DISCUSSION
Enhancement of Phenolics and Flavonoids in SC-CO, Pre-Treated Extracts

The total phenolic and flavonoid content between EM, EWM, and WM and their SC-
CO, pre-treated extracts (EM-R, EWM-R, and WM-R) are shown in Table 1. All extracts
found total phenolics in a range of 39.29-107.91 mg/g gallic acid equivalent (GAE).
Comparatively, total phenolics in EM-R, EWM-R and WM-R were significantly enhanced
at p<0.05. The highest enhanced total phenolics was obtained in EM-R with 107.91 mg/g
compared to EM with 105.52 mg/g. The enhancement in EWM-R (75.56 mg/g) and WM-R
(43.26 mg/g) was observed compared to non-treated EWM and WM with 68.11 and 39.29
mg/g, respectively. Total flavonoids ranged between 0.30—1.36 mg/g QE for ethanol, 50%
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ethanol, and water extracts. Enhancement of total flavonoids in SC-CO, pre-treated extracts
was observed in EM-R and EWM-R; however, the differences were not significant.

SC-CO, has been proven to enhance the extraction of metabolites from plant materials.
It was used as a pre-treatment to remove non-polar compounds from elderberry (Seabra
et al., 2010). Subsequent re-extraction of the residue material with 50% ethanol showed
an enhanced concentration of phenolic contents. Comparing the two-step extraction to the
standard single-step extraction, the total phenolics recovered were substantially higher.
The enhanced extraction efficiency of phenolic compounds was attributed to the effective
removal of non-polar components by CO, and the breakage of the cell walls in plant tissues,
which was caused by high pressure (Vatai et al., 2009). Another study reported that an
optimised SC-CO, pre-treatment removed 80.1% of caffeine from cocoa powder. Besides
that, the residual powder re-extracted with solvent retained polyphenols and theobromine
in the sample at 84.7% and 94.1%, respectively.

The study reported a significant enhancement in the antioxidant activity of SC-CO,-
treated cocoa powder compared to the untreated sample (Kobori et al., 2013). Vuong
and Roach (2014) also reported that functional polyphenolics such as catechins were
maintained and preserved in green tea after decaffeination using SC-CO,. Our previous
study successfully produced an asarones-free (a-, B- and y-asarones) ethanol extract using
the two-step extraction technique (Hamil et al., 2022). The present study showed that SC-
CO, pre-treatment could retain and enhance the quantity of other beneficial components in
the sample material, such as polyphenols and flavonoids, apart from removing unwanted
compounds.

Table 1
Total phenolics and flavonoids content in P. sarmentosum extracts. Results displayed as mean + standard
deviation, (n = 3)

Sample Total Phenolics (mg/g GAE) + SD Total Flavonoids (mg/g QE) + SD
EM 105.52 +0.39 0.30£0.11
EM-R 107.91 £ 0.08* 0.51+0.23
EWM 68.11 +£0.16 0.75+0.05
EWM-R 75.56 +0.32% 0.78 £0.24
WM 39.29+0.12 1.36 £0.28
WM-R 43.26 +0.19%* 1.07 £0.24

Note. The symbol asterisk (*) indicates statistically significant (p<0.001) compared to their non-treated extracts

Quantification of Vitexin and Naringenin in P. sarmentosum Extracts

Figure 1 shows the concentration of reference markers in P. sarmentosum extracts. The
peak of naringenin was eluted at 9.40 min, whereas vitexin was observed at 5.80 min.
All extracts contained vitexin with a concentration ranging from 0.40%-0.58%. In 50%
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Figure 1. (A) HPLC chromatogram of P. sarmentosum ethanol extract, (B) chromatogram of the vitexin and
naringenin standards, and (C) amount of vitexin and naringenin in SC-CO, pre-treated and non-treated extracts.
The symbol asterisk (*) indicates statistically significant (p<0.01) compared to their non-treated extracts

ethanol extracts, EWM-R showed a significant increase in vitexin (p<0.01). Vitexin
was not significantly enhanced in EM-R and WM-R. Naringenin was observed in all P
sarmentosum extracts. It was significantly increased in EM-R and EWM-R with 0.23%
and 0.05%, respectively. WM-R also shows an increase in naringenin concentration, but
there was no significant difference.

Our study’s findings were slightly lower than those reported by Ugusman et al. (2012).
The authors reported that the vitexin concentration in P. sarmentosum water extract was
0.52%. They also reported that naringenin was absent in the extract. On the other hand,
vitexin was reported at 0.23% in aqueous extract using a high-speed extractor machine at 80
°C for 3 hours (Azmi et al., 2021). Naringenin was previously reported from P. sarmentosum
leaves methanol extract; however, data on the quantification of the chemical compound
was not available (Subramaniam et al., 2003). P. sarmentosum s flavonoids vary due to
both internal and external factors. Some internal factors contributing to phytoconstituent
variation are chemotypic, ecotypic, ontogenetic and genotypic. Externally, factors such
as growth conditions, collection time, age of plants and storage conditions may affect
their chemical compositions (Hussain et al., 2009a). Additionally, the type of solvents
also contributed to the extraction efficacy of flavonoids. Generally, flavonoids have poor
aqueous solubility (Zhao et al., 2019). They will likely have higher solubility in ethanol,
methanol and ethyl acetate. Ethanol used in our study has the highest efficacy in extracting
naringenin. Vitexin showed better extraction efficacy in 50% ethanol, possibly due to the
presence of a glycoside side chain. Sugar moiety in flavonoids increases the compound’s
polarity, thus possessing higher solubility in polar substances (Ko et al., 2014).

Biological Assay of P. sarmentosum Extracts

Cytotoxic Activity of P. sarmentosum Extracts using MTT Assay. The cytotoxic activity
of P. sarmentosum SC-CQO, pre-treated and non-treated ethanol, 50% ethanol and water
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extracts were determined on normal colon fibroblast (CCD-18Co) and normal fibroblast
(NIH/3T3) cell lines (Figure 2). From the experiment, it was found that the percentage
viability of both cell lines was enhanced with SC-CO, pre-treated P. sarmentosum extracts.
At 100 pg/mL, all SC-CO, pre-treated extracts showed higher cell viability than the non-
treated extracts. For NIH/3T3 cells, EWM-R showed significantly higher cell viability
at 81.29% compared to EWM at 68.08%. As for the CCD-18Co cell, EM-R and WM-R
showed significant cell viability at 80.21% and 96.85% compared to their non-treated
counterparts (54.63% and 73.09%), respectively. The positive control, doxorubicin, showed
ICs at 1.0 pg/mL against NIH/3T3 cell lines and 1.0 pg/mL against CCd18-Co and cell
lines, respectively.

Cytotoxicity screening on normal cell lines provides significant information on the
substances’ potential toxicity and safety profiles. According to the United States National
Cancer Institute (NCI), a plant extract is regarded to have an active cytotoxic effect if its
ICy, value is 20 g/mL or below (Boik, 2001). In a previous study, chloroform extract of
P. sarmentosum showed ICs, at 64.43 pg/mL against normal human umbilical vascular
endothelial cells (HUVEC) (Hussain et al., 2009b). The present study found that SC-CO,
pre-treated extracts showed higher cell viability than non-treated extracts at different
concentrations. However, all the extracts did not exhibit cytotoxic effects up to 100 pg/
mL and thus can be considered safe for animal and human consumption.
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Figure 2. Percentage viability of NIH/3T3 cells treated with P. sarmentosum extracts in a dose-dependent
manner (A), 100 pg/mL (B), percentage viability of CCD-18Co cells treated with P. sarmentosum extracts in
a dose-dependent manner (C) and 100 pg/mL (D). The symbol asterisk (*) indicates statistically significant
(p<0.05), and ns indicates not statistically significant (p>0.05) compared to their non-treated extracts
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o-Glucosidase Inhibition Assay
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The in-vitro a-glucosidase inhibition assay
demonstrated that the ethanol extract
exhibited considerable inhibitory activity
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Figure 3. 1Cs, values for in vitro a-glucosidase
inhibition assay of P. sarmentosum extracts. The
symbol asterisk (*) indicates statistically significant
(p<0.01), and the symbol asterisk (**) indicates
statistically significant (p<<0.001) compared to their
non-treated extracts

EWM-R and WM-R compared to their
respective non-treated extracts; however,
the inhibition was lower than that of ethanol
extracts. The 1Cs, values of EM and EM-R
were 1236.21 + 8.40 ug/mL and 869.72 +
9.39 ug/mL, respectively. The ICs, of the
positive control (acarbose) was recorded
at 181.03 + 2.98 pg/mL. The chemical
markers naringenin and vitexin also showed

Table 2
1Csyvalues for in vitro a-glucosidase inhibition assay

significant a-glucosidase inhibition activity,
with ICs, values of 87.35 + 1.05 pg/mL and
76.49 £ 2.32 ng/mL, respectively (Table 2).

of chemical markers in P. sarmentosum and positive
control acarbose. Results are displayed as mean +
standard deviation (n=3)

Flavonoids are well-known as potent Sample ICs, value (ug/mL) = SD
a-glucosidase inhibitors. Chen et al.  Vitexin 76.49 +2.32
(2013) reported that a strong a-glucosidase ~ Naringenin 87.35+1.05

Acarbose 181.03 £2.98

inhibitory effect (ICs, 61.30 pg/mL) was
obtained from Microctis folium extract.
Isovitexin, isorhamnetin 3-O-B-D-rutinoside and vitexin were discovered as main
flavonoids in the plant, which contributed to the activity. Another study demonstrated
that 25 mg/kg naringenin administration in T2D rats significantly inhibited a-glucosidase
activity. They mentioned that carbohydrate absorption was successfully delayed, thus
decreasing the postprandial blood glucose levels (Priscilla et al., 2014). In a recent
study, Daud et al. (2021) reported that phytochemical constituents, including phenolics,
flavonoids, terpenoids, as well as saponins and tannins in P. sarmentosum extract may
associated with the potent a-glucosidase inhibition activity. Our study showed a strong
negative correlation between ICs, of a-glucosidase and phenolics content (p<0.01).
Naringenin also exhibited significant correlation (p<0.05) with the activity (Table 3).
Therefore, this class of compounds P. sarmentosum extracts may contribute to the
extracts’ a-glucosidase inhibition activity.
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Table 3
Correlation among the phytoconstituents and activities observed in P. sarmentosum extracts

Variables Phenolics Flavonoids Vitexin Naringenin NIH/3T3 CCD-18Co  a-glucosidase
Phenolics 1.00

Flavonoids -0.65 1.00

Vitexin -0.29 0.18 1.00

Naringenin 0.80%* -0.60 -0.76* 1.00

NIH/3T3 0.87%* -0.72 0.02 0.55* 1.00

CCD-18Co -0.43 0.44 0.16 -0.36 -0.21 1.00

o-glucosidase  -0.94%%* 0.74 0.02 -0.62* -0.94 0.25 1.00

Note. The symbol asterisk (*) indicates statistically significant (p<0.05); the symbol asterisk (**) indicates
statistically significant (p<0.01)

o-Amylase Inhibition Assay

In this assay, all the extracts showed no inhibition towards a-amylase enzyme up to 5000
png/mL. The positive control (acarbose) showed inhibition with an ICs, value of 325.39 +
1.32 pg/mL. Concentration above 5000 ug/mL led to high turbidity and poor solubility.
Hence, higher concentrations were not determined as they would not produce reliable
results. According to Salehi et al. (2013), a-amylase inhibition activity did not correlate
with the extracts’ phenolic content. In another study, a combination of quercetin-myricetin,
hyperin-avicularin and kaempferol-quercetin did not exhibit synergistic effects against
a-amylase inhibition activities (Wang et al., 2010).

The present result was corroborated by a study conducted by Wongsa et al. (2012).
Their study reported that P. sarmentosum extract did not inhibit a-amylase but showed
70% inhibition activity against a-glucosidase. Similarly, Phyllanthus amarus, Euphorbia
hirta, and Lagerstroemia speciosa extracts also showed no inhibition against a-amylase
with mild to moderate a-glucosidase inhibition despite high levels of tannins, terpenoids
and phenolic acids (Binh et al., 2016). It can be postulated that although P. sarmentosum
extracts showed the presence of vitexin and naringenin, these flavonoids did not contribute
to the a-amylase inhibition activity of the extracts. A good herbal medicine for early
management and treatment of hyperglycaemia should have good inhibition activity against
a-glucosidase and moderate a-amylase inhibitory activity. Inhibition of a-amylase in
excess is not favourable as it could cause upset and discomfort in the stomach (Cheplick
etal., 2010).

CONCLUSION

Using an optimised SC-CO, extraction method for the removal of toxic asarone isomers
from P. sarmentosum, two-step extraction successfully demonstrated the feasibility of
using supercritical fluid extraction as a pre-treatment step to enhance total phenolics
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content significantly and produced better inhibition against a-glucosidase compared to the
conventional solvent extraction method. This study found that solvents that produced the
total phenolic content enhancement showed a significant correlation with a-glucosidase
inhibition activity, with ethanol showing the best activity, followed by 50% ethanol and
water extracts. SC-CO, pre-treatment also enhances the viability of NIH/3T3 and CCD-
18Co cell lines, thus improving the safety profile of the extracts. It is concluded that
SC-CO, extraction offers a rapid pre-treatment step to produce safer extracts with better
quality and efficacy.
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ABSTRACT

This study aims to calculate the avoided leachate volume and treatment cost from waste
segregation practices compared to the existing waste disposal methods of landfilling. The
mathematical equations were used to analyse the waste segregation rate, leachate volume
and treatment cost. The study findings reveal that 99.4% of mixed waste was disposed of
in landfills, resulting in an annual generation of 565 thousand cubic meters (m?) of leachate
with an estimated treatment cost of MYR 19.82 million (USD 4.36 million). The segregated
waste, which accounts for only 0.06%, reduces 354 m? in leachate volume and a cost-
saving of MYR 12.42 thousand (USD 2.73 thousand) in the treatment expenses per year.
The findings concluded that waste segregation practice could reduce waste management
costs by reducing leachate production and treatment costs and environmental impacts.
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a growth of over 40% by 2050 (Kaza et al., 2018). In Malaysia, the available data showed
a significant increase in daily waste generation in recent years, from 36,843 tonnes in
2018 to 39,936 tonnes in 2022 (Bernama, 2022). In a year, the country generates about
12,840,000 million t/yr. Of waste (Jain, 2017). A Malaysian generates about 1.03 kg of
waste per day, which is higher than Japan (0.98 kg/capita/day), China (0.63 kg/capita/day),
and India (0.5 kg/capita/day) (Hoornweg & Perinaz, 2012). The Malaysian recycling rate
has increased from 24.6% in 2018 to 31.5% in 2021; by 2025, the government will achieve
a 40% recycling rate (Jamliah, 2022; Kamel, 2021). Other countries, such as Germany,
South Korea, and Austria, have a higher recycling rate than Malaysia, which are 67.1%,
59.7%, and 59%, respectively (Tiseo, 2022).

Approximately 37% of global waste is disposed of in landfills, 31% is dumped in
open sites, 19% is recycled and composted, and 11% is disposed of through incineration.
The remaining 8% of waste is disposed of in sanitary landfills with landfill gas collection
systems (Kaza et al., 2018). About 65% of waste in Malaysia comes from households,
28% from commercial and institutions, and 7% from industrial waste (National Solid
Waste Management Department, 2013). The country disposes of 69% of waste in landfills,
which does not include illegal or open dumping waste where the amount may be higher
than reported (Jamliah, 2022). There are 158 active landfills throughout the country,
with 141 non-sanitary and 17 sanitary landfills (National Solid Waste Management
Department, 2021). Landfilling is the primary waste disposal method in the country due
to its low maintenance cost and ease of operation (Imran et al., 2019). However, it is not
the best solution for waste management, as landfills cause environmental degradation.
One of the landfills’ problems is leachate generation and uncontrolled discharging into the
environment. A recent study indicated that an effective solid waste management system
should encompass environmentally friendly and cost-effective solutions while requiring
collaboration among government, non-governmental agencies, and the community. The
study emphasised that this can be accomplished by implementing waste segregation using
the 4Rs approach: reduce, reuse, recycle, and recover (Mor & Ravindra, 2023).

Landfill leachate is the liquid formed when rainwater filters through waste in a landfill.
When this liquid encounters buried waste, it leaches or draws out chemicals or constituents
from it (USEPA, 2023). The volume of leachate and its compositions depend on the waste
compositions, moisture availability, age of landfill sites, rainfall intensity, and land area.
Organic waste and construction and demolition debris contribute to organic and inorganic
constituents in leachate; for example, disposal of lead batteries, cans, steel scrap, electronic
devices, thermometers, fluorescent lights, and other products in a landfill will generate
leachate containing heavy metals (Maiti et al., 2016). The high moisture of the waste or
landfill causes a high volume of leachate due to the moisture in the stabilisation rate and
supports the methanogenic fermentation of solid waste (Adhikari et al., 2014). In terms of
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landfill age, leachate generation decreases over time due to waste stabilisation and reduced
filtration rate (Aziz et al., 2012). Even a closed landfill produces some leachate (Ibrahim et
al., 2017). Rainfall intensity influences leachate generation because intensive precipitation
increases the volume of leachate (Aziz et al., 2012). A large landfill area also generates a
high volume of leachate (Ibrahim et al., 2017). Its compositions are categorised into three
groups: organic matters (i.e., biochemical oxygen demand, chemical oxygen demand),
inorganic matters (i.e., phosphates, sulphates, ammonia, nitrate, nitrogen, and chlorides),
and heavy metals (i.e., cadmium, chromium, lead, nickel, zinc, mercury, copper) (Maiti et
al., 2016; Magda & Gaber, 2015).

Leachate generation in landfills has become a concern as improper landfills and leachate
management will lead to environmental pollution, such as groundwater and soil pollution.
For instance, a study conducted by Suratman et al. (2011) in Malaysia reported that leachate
quality from most non-sanitary landfills exceeded the standard limits, and water sources
were polluted. Non-sanitary landfills in Malaysia have a more severe impact on surface
and groundwater contamination than sanitary landfills (Taha et al., 2011). For example,
a study in Nigeria determined a high concentration of heavy metals in landfill leachate
and water samples (Aderemi et al., 2011). A study by Sharifah et al. (2015) also reported
a high concentration of heavy metals in Malaysia’s topsoil of non-sanitary landfills. The
contaminated groundwater with heavy metals that serve as a source of drinking water, as
well as the accumulation of heavy metals in soil and vegetables in high amounts, can cause
adverse health effects to both animals and human beings (Foufou et al., 2017; Khaled &
Muhammad, 2016).

Thus, it is necessary to design the engineering control of leachate pollution properly
and build treatment facilities to reduce these adverse environmental impacts. For example,
properly lining landfill cells and leachate ponds can minimise groundwater contamination
(Magda & Gaber, 2015). A combination of conventional (i.¢., nitrification and denitrification
process) and advanced technologies (i.e., integrated method of physiochemical, biological,
chemical, and physical treatment) provide a sustainable, cost-effective, and environmentally
friendly (Aziz & Ramli, 2018; Show et al., 2019). Despite this, developing countries like
Malaysia face barriers to these good facilities, such as budget constraints and trained
operators (Aziz & Ramli, 2018). On average, the Malaysian government requires USD5
billion per year to manage waste in the country (Utusan Online, 2017). The fee for leachate
treatment alone is about 35 Malaysian Ringgit (MYR) per cubic meter (m?®) (Ministry of
Housing and Local Government, 2015).

Waste minimisation and recycling are proven to be the best methods to reduce the
amount of waste being dumped in landfills as well as reduce the generation of leachate.
Under the Solid Waste and Public Cleansing Management Act, 2007 (Act 672), waste
segregation at the source is mandatory, as stated in Section 74 (1) and (2). Households need
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to segregate their waste into food, paper, plastic, miscellaneous, and non-recyclable waste,
and noncompliance may result in a fine of no more than RM 1000. It is crucial to enhance
waste segregation programmes to facilitate the separation of recyclable materials, organic
waste, and hazardous waste for recycling, composting, or treatment. These approaches will
aid in reducing the overall volume of waste being disposed of in landfills, thus promoting
resource conservation and minimising the environmental impacts associated with waste
generation (Coelho & Lange, 2018; Slagstad & Brattebg, 2012).

Proper waste segregation enables effective recycling and resource recovery, which
helps conserve natural resources, save energy, reduce the demand for raw materials, and
mitigate emissions (Liikanen et al., 2018). The programmes also promote the separate
collection and treatment of organic waste, reducing the volume of waste in landfills and
contributing to renewable energy generation in the form of biogas through anaerobic
digestion treatment (Liu et al., 2017). Diverting organic waste from landfills significantly
reduces the generation of greenhouse gas emissions. The study by Turner et al. (2015)
reports that recycling source-segregated materials can reduce 70% of GHG emissions and
global warming potential. Similarly, achieving a source-separated collection efficiency of
25% for food waste and 17% for other wastes can help avoid 77% of GHG emissions (Jun
et al., 2013). The government can implement this strategy as part of its efforts to mitigate
climate change and achieve environmental goals in Malaysia.

Separating hazardous materials, such as batteries, chemicals, and electronic waste, at
the source enables proper handling and disposal, thereby preventing environmental and
human health harm (Kaya, 2016; Pathak et al., 2019). For example, increasing the source
segregation intensity from 25% (74.6% residual MSW, 19.0% paper, 6.40% packaging) to
52% (51.9% residual MSW, 11.6% paper, 12.1% light packaging, 17.9% organic, 3.30%
glass, 3.20% metals) could result in significant reductions in the potential for human
toxicology, terrestrial eco-toxicity, GHG emissions, and leachate production (Maria &
Micale, 2014). Environmental pollution, such as soil and water pollution, can be prevented
if hazardous and non-hazardous are properly managed.

Promoting waste segregation practices has a positive impact on raising public awareness
and education. It helps foster a sense of environmental responsibility and sustainability
among individuals and communities. Increased awareness can drive long-term behaviour
change and cultivate a culture of sustainable waste management practices (Debrah et
al., 2021; Knickmeyer, 2020). In addition, waste segregation programmes support the
principles of a circular economy by promoting the recovery of valuable resources from
waste streams (Ministry of Economy, 2021). Separating recyclable materials to be recycled
and reused reduces the demand for virgin resources. It conserves natural resources
and reduces energy consumption and associated environmental impacts from resource
extraction and manufacturing processes (Ministry of Economy, 2021). Thus, Malaysia
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needs to implement waste segregation effectively to aid the country in moving towards
sustainable waste management practices as well as contributing to achieving national and
international environmental goals (Ministry of Economy, 2021; Ministry of Housing and
Local Government, 2015).

There are limited studies done to elucidate the contributions of waste segregation to
the avoided leachate generation in landfills and the cost savings to the leachate treatment,
especially in Malaysia. The available study by Abunama et al. (2018) only determined the
elements that contribute to leachate production, such as waste volume, rainfall level, and
emanated gases, using the developed model of adaptive neural fuzzy inference system
(ANFIS). A previous study by Ibrahim et al. (2016) only estimated the volume of leachate
generated by closed landfills in Selangor using simple mathematical models where rainfall
level and landfill size were considered. Another study by Aziz et al. (2012) also analysed
the leachate generation rate by applying the field measurements and the Water Balance
Method (WBM). A recent study conducted in Malaysia has shown that the commercial
and industrial sectors actively reuse and recycle end-of-life vehicles (ELVs) to reduce
waste disposal. It is achieved through donating, selling, trading, and sending unused
vehicle parts to workshops (Othman et al., 2021). Most studies did not focus on the cost
estimation for the leachate treatment. Recent studies on waste management have reported
the development of composites from plastic waste and the transformation of waste into
green building materials (Soni et al., 2022; Soni et al., 2023). These approaches can reduce
the volume of waste as well as leachate generation when waste segregation and recovery
are effectively implemented.

Thus, the present study aims to estimate the volume of leachate generated from
landfilled waste and the avoided volume from segregated waste. The study intended to
estimate the cost of leachate treatment through waste landfilling and cost savings through
waste segregation. Waste segregation efficiency is the key factor in estimating leachate
volume in a waste segregation program in Malaysia. Efficient segregation methods help
divert recyclable and biodegradable waste from landfills, reducing waste volume and
potential leachate generation. The second factor is the waste generation rate. The volume
of waste generated is a crucial factor in estimating leachate volume. The higher the
amount of waste generated, the greater the potential for leachate production. In addition,
the composition of the segregated waste plays a significant role in estimating leachate
volume. The estimations will aid authorities in designing and operating effective treatment
systems, determining treatment requirements such as the capacity of the leachate collection
system, and facilitating financial planning by providing cost estimates for maintenance
and operational budgeting. The waste volume (tonnes) data was obtained from SWCorp
and analysed using the adapted mathematical models. Six states of Malaysia and two
Federal states were selected as the study area as the waste segregation programme under
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Act 672 has been imposed in these states since 2015. The study’s findings are expected
to aid the authorities in planning waste management strategies regarding waste reduction
and environmental impact protection. A model of leachate quantification and treatment
cost estimation could also serve as the baseline data expected to stimulate more research
on waste management in Malaysia.

METHODOLOGY
Study Area

The states under Act 672 were selected as the study area. The selected states were Kuala
Lumpur (KUL), Putrajaya (PJY), Pahang (PHG), Perlis (PLS), Kedah (KDH), Negeri
Sembilan (NSN), Melaka (MLK), and Johor (JHR) as shown in Figure 1. Pahang is the
largest state, with around 35,965 square kilometres (km?). The second-largest state is Johor
(19,166 km?), followed by Kedah (9,492 km?), Negeri Sembilan (6,656 km?), Melaka (1,720
km?), Perlis (816 km?), Kuala Lumpur (243 km?) and Putrajaya (49 km?) (Department of
Statistics Malaysia, 2019b). Johor has the largest population (3,776.0 million), followed
by Kedah (2,178.7 million), Kuala Lumpur (1,796.7 million), Pahang (1,679.7 million),
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Negeri Sembilan (1,142.2 million), Perlis (255.2 million) and Putrajaya (92.6 million)
(Department of Statistics Malaysia, 2019a).

The states were chosen because household waste segregation at source is mandatory
under Act 672. Selangor, Perak, Penang, Terengganu, and Kelantan were excluded as they
still did not conform to the Act when the study was conducted. The Act only applied to
Peninsular Malaysia. Thus, the Borneo regions of Malaysia (Sabah and Sarawak) were
excluded from the study as both states have their law and regulations.

Study Variables and Mathematical Models

Segregation Rate (SR). The segregation rate (%) was determined using Equation 1, adapted
from the National Solid Waste Management Department (2013). Waste segregation rate
(SR) is defined as the total segregated waste (SegW) volume divided by total solid waste
volume (tSW) multiplied by one hundred. The tSW is the total volume of landfilled and
segregated waste (tonne).

SR=Z[‘S;eSgV£V}<IOO (1)

The Volume of Leachate (VL). The mathematical model of Equation 2 was used to
estimate the volume of leachate generated in landfills. It was adapted based on the reported
value by the KPKT (2015). Where the volume (m?) of leachate (VL) is equal to the volume
(tonne) of solid waste (SW) multiplied by 0.21 cubic meters (m’t'), a tonne (t) of waste
could generate 0.21 cubic meters (m?) of leachate (KPKT, 2015).

VL=Y"SWx0.21 @)

Leachate Treatment Cost (LTC). The leachate treatment cost (LTC) was calculated
using Equation 3. The costs were estimated based on the volume (m?) of leachate (VL)
from Equation 2 multiplied by the treatment price (TP). In Malaysia, the TP is RM35/m’
of leachate (KPKT, 2015).

LTC =Y VLxTP 3)
The mathematical models are summarised in Table 1.

Data Collection and Calculation

The solid waste data (tonnes) of the selected states were obtained from SWCorp as presented
in Table 2, as first published in the Journal of Material Cycles and Waste Management,
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2022 by Springer Nature (Rangga et al., 2023). The MSW (in tonne) was categorised as
landfilled waste (i.e., MWS that had been disposed of in landfills) and segregated waste
(i.e., separated waste or materials for recycling purposes). The available data at the time
of the study was only from 2014 to 2018. Microsoft Excel 2016 was used to calculate the
parameters of the study. The mathematical models were inserted and programmed in the
Excel “function formula” to avoid any errors during the analysis.

RESULTS AND DISCUSSION

The present study reported that the country’s overall waste segregation rate was 0.06% (Figure
2). It was analysed based on the segregated waste volume divided by the total volume of
waste. The waste segregation rate increased from 0.02% in 2015 to 0.06% in 2018 after the
government made it compulsory by implementing the Act 672. Still, enormous amounts of
waste were deposited in landfills, averaging 99.94% annually. Based on the reported data,
the amount of waste generated and disposed of in the country’s landfills increased from 33
thousand tonnes per day in 2012 to 39 thousand tonnes per day in 2022 (Hassan et al., 2022).

Low segregation practices in the country were influenced by knowledge, attitude,
awareness, facilities, and incentives (Irina et al., 2014; Azilah et al., 2015; Low et al.,
2016; Malik et al., 2015).

The findings in Figure 3 show that the volume of leachate was reduced from 579
thousand cubic metres (m?) in 2014 to 548 thousand m? in 2018, which parallels the
reduction in the volume of waste disposed of in landfills through waste segregation. About
565 thousand m® per year (m3/yr.) of leachate is generated in landfills. The waste segregation
practice increased the avoided volume of leachate discharge into the environment from 104
m?in 2015 to 422 m® in 2018. On average, 354 m*/yr of leachate was avoided.
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Figure 2. Waste segregation rates
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Among the states under Act 672, Johor produced the highest volume of leachate (about
178 thousand m3/yr.) as the state disposed of the highest volume of waste in the landfills. Tt
was followed by Kuala Lumpur (104 thousand m?/yr.), Kedah (79 thousand m*/yr.), Pahang
(55 thousand m?/yr.), Negeri Sembilan (50 thousand m*/yr.), Melaka (55 thousand m*/yr.),
Perlis (nine thousand m?/yr.) and Putrajaya (five thousand m?®/yr.), as shown in Figure 3.
Johor avoided a high volume of leachate discharge into the environment (102 m*/yr.). Waste
segregation practices in other states also avoided the production of leachate, for example,
Kuala Lumpur (62 m®/yr.), Pahang (57 m3/yr.), Melaka (43 m3/yr.), Negeri Sembilan (40
m?¥/yr.), Kedah (25 m*/yr.), Putrajaya (19 m?/yr.), and Perlis (3.27 m*/yr.).

2014 2015 2016 2017 2018
< 600 -
E
o 400 A
(]
5 200
®©
o 0 -
G
o J
g -200
3 -400 1
3
-600 - EDischarged (thousand m®)  BAvoided (m?)
State KUL PJY PHG PLS KDH NSN MLK JHR
Discharged (thousand m®yr.) | 131.45| 5.98 | 55.86 | 9.03 | 79.87 | 50.10 | 55.06 | 178.51
Avoided (m3/yr.) -62.21|-19.34 | -57.01 | -3.27 | -25.99 | -40.79 | -43.62 | -102.34
(a)
KUL PJY PHG PLS KDH NSN MLK JHR
200 -
£ 150 |
£ 100 1
S
3 50 A
© 0 -
g ‘
=] '50 T
o
> -100 A
-150 . . . ,
@ Discharged (thousand m3®)  BAvoided (m?)
State KUL PJY PHG PLS KDH NSN MLK JHR
Discharged (thousand m®/yr.) | 131.45 | 5.98 | 55.86 | 9.03 | 79.87 | 50.10 | 55.06 | 178.51
Avoided (m3/yr.) -62.21| -19.34 | -57.01 | -3.27 | -25.99 | -40.79 | -43.62 | -102.34

(b)
Figure 3. The estimated volume of leachate (m®) generated (a) from 2014 to 2018 and (b) among the states
under Act 672. Negative (-) indicates the avoided volume of leachate discharged in landfills
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A previous study by Ibrahim et al. (2017) reported that six Selangor landfills produced
an average of 3,936 m*/yr of leachate by considering the factors of rainfall intensity and
landfill area. The present study used the mathematical models from the literature in which
one tonne of waste could generate 0.21 cubic meters (m?) of leachate (Ministry of Housing
and Local Government, 2015). The study estimated the volume of leachate based on the
volume of waste generated. Similarly, a study in Jordan proved that 30 kilograms of waste
(52% organic waste, 13% paper, 17% plastic, 3% glass, 1% metals, and 14% others)
generated about 15.7 litres of leachate (i.e., equivalent to 1 tonne of waste generates 0.52
m?® of leachate) after 200 days of decomposition (Aljaradin & Persson, 2016). Therefore, the
present study’s findings can be used as the baseline data to improve the waste management
strategy. It shows that waste segregation can increase the recovery of recyclable materials
and waste deviation from landfills and reduce leachate generation in landfills.

Improper waste segregation leads to a high generation of landfill leachate volume
but also causes adverse impacts on the environment and human health. Landfill leachate
contains heavy metals (such as cadmium, copper, lead, and zinc), organic matter, and
inorganic matter, resulting from the disposal of mixed waste in landfills (Maiti et al., 2016;
Magda & Gaber, 2015), which leads to contamination of soil and water bodies. A recent
study reported that heavy metal concentrations in leachate from Ethiopia’s dump site
exceeded the permissible limits set by WHO standards, with nearby stream water highly
polluted with chemicals, having chemical oxygen demand (COD) values ranging from 10
mg/l to 61 mg/l in all water samples (Mekonnen et al., 2020). A study in Saudi Arabia also
revealed high concentrations of heavy metals in leachate, soil, and waste samples. They
found that 59.3% of water samples were contaminated, rendering the groundwater unsafe
for drinking (Alghamdi et al., 2021).

In Malaysia, a recent study reported that the leachate from the Simpang Renggang
landfill had high volumes of COD (1712-1633 mg/1), biological oxygen demand (137—138
mg/l), ammonia (405 mg/l), and suspended solids (341-359 mg/1), exceeding Malaysian
standards (Detho et al., 2020; Zaini et al., 2022). The disposal of a large volume of mixed
waste in landfills also contributes to the emission of greenhouse gases (GHGs) and other
toxic pollutants such as non-methane organic compounds (NMVOCs) (Wu et al., 2018;
Cheng et al., 2019). People living near landfill sites are exposed to landfill pollutants through
inhalation, ingestion, and dermal contact, resulting in a higher risk of carcinogenic and
non-carcinogenic health issues, especially among children, who are a vulnerable group,
compared to adults (Nai et al., 2021; Obiri-Nyarko et al., 2021; Yao et al., 2019).

Therefore, comprehensive mitigation strategies are necessary to ensure proper waste
segregation practices and minimise the risks associated with waste management. One such
strategy is encouraging and mandating waste segregation at the source. The community
must be aware of and actively participate in waste segregation, particularly when it comes
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to food waste, which accounts for 45% of the total waste generated (National Solid Waste
Management Department, 2013). In Malaysia, approximately 17,000 tonnes of food waste
are generated daily (Noor, 2022). Malaysian waste composition shows a high moisture
content, with 59.45% being a mix of 45% food waste, 13% plastic, 9% paper, 12% diapers,
6% garden waste, and 16% other materials (e.g., glass, metal, leather, wood & rubber
textiles). The high moisture content of the waste contributes to increased degradation and
leachate production in landfills (Aljaradin & Persson, 2016). Waste segregation helps reduce
the moisture content and the amount of waste disposed of in landfills. Waste segregation
alone is insufficient; it must be integrated with other strategies to achieve sustainable waste
management. An effective combination of recycling, composting, anaerobic digestion, and
incineration, supported by efficient separate waste collection, is considered the best option
for integrated solid waste management (Coelho & Lange, 2018). A study by Yong et al.
(2015) stated that a combination of waste separation at the source with other approaches
has a significant environmental impact, saving on global warming (30%), acidification
(18%), nutrient enrichment (28%), and photochemical ozone formation (29%).

Another mitigation strategy to minimise the environmental impact of landfill leachate
is the utilisation of effective and efficient leachate treatment methods prior to discharging
it into the environment. Various leachate treatment technologies, such as photocatalysis,
advanced oxidation processes (AOPs), electrooxidation (EO), electrocoagulation, and
bio-granulation, can be practised, and improvement is required to increase the efficiency
in leachate management (Bandala et al., 2021). Previous studies have shown that
photocatalysis can remove 61% to 85% of COD and 52% of phthalates in leachate (Azadi
et al., 2021; Eslami et al., 2021). AOPs, specifically using supercritical water oxidation
(ScWO) as a reagent, can remove 96% of phosphorus, 70% of nitrate, 94% of total dissolved
solids, and 87% of true colour (Martins et al., 2020). EO can effectively remove 68% of
COD and 40% of total organic carbon (Yan et al., 2021). Electrocoagulation, as indicated
in a study by Dia et al. (2018), can reduce turbidity by 82% and Zn content by 95% in
leachate. Moreover, bio-granulation can eliminate nearly 100% of ammonia and 90% of
COD in leachate (Moa et al., 2021). Thus, treating landfill leachate before its discharge into
the environment is crucial, albeit incurring some costs to operate the treatment facilities.

Table 3 indicates the estimated costs of leachate treatment for different regions.
Johor is projected to have the highest cost of leachate treatment, requiring MYR 6.25
million (USD 1.38 million) annually. Kuala Lumpur follows with MYR 4.60 million
(USD 1.01 million) yearly, and Pahang with MYR 1.96 million (USD 0.43 million)
yearly. On average, the total annual cost for leachate treatment amounts to approximately
MYR 19.82 million (USD 4.36 million). Implementing waste segregation practices that
divert waste from landfills can help avoid these leachate treatment costs, saving about
MYR 12.42 thousand (USD 2.73 thousand) annually. Among the regions, Johor shows
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Table 3
The estimated cost of leachate treatment, MYR (USD)

Leachate treatment cost

VARIABLE STATE
MYR USD
Landfilled waste (million/year) KUL 4.60 1.01
PJY 0.21 0.05
PHG 1.96 0.43
PLS 0.32 0.07
KDH 2.80 0.62
NSN 1.75 0.39
MLK 1.93 0.42
JHR 6.25 1.38
TOTAL 19.82 4.36
Segregated waste (thousand /year) KUL 2.18 0.48
PJY 0.68 0.15
PHG 2.00 0.44
PLS 0.11 0.02
KDH 091 0.20
NSN 1.43 0.31
MLK 1.53 0.34
JHR 3.58 0.79
TOTAL 12.42 2.73

the highest savings in leachate treatment costs, amounting to MYR 2.18 thousand (USD
3.58 thousand) per year, which is attributed to its high volume of waste segregation.
Kuala Lumpur follows with MYR 2.18 thousand (USD 0.48 thousand) per year, and
Pahang with MYR 2 thousand (USD 0.44 thousand) per year. The economic benefits of
waste segregation programs include avoiding costs associated with leachate treatment,
such as construction, operation, and maintenance.

The operational process involved in leachate treatment, which incurs ongoing costs like
energy consumption, labour expenses, and chemical usage (Almeida et al., 2020; Cingolani
etal., 2016), can be reduced by minimising leachate generation through waste segregation
practices. In addition to cost savings in leachate treatment, waste segregation contributes
to savings in developing new landfill sites. Treating 60% of waste can help save up to 40%
of landfill area requirements (Pujara et al., 2019). Leachate contaminants can potentially
degrade the quality of landfill liners (Ozgoban et al., 2022). Controlling the amount of
leachate discharged into landfills minimises landfill liner degradation, thus extending
the lifespan of the landfills and reducing the costs of landfill construction. In Malaysia,
constructing a new landfill requires approximately USD 7.75 million (Zaipul & Ahmad,
2017). Avoiding leachate treatment costs also helps to prevent or reduce clean-up and
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remediation expenses associated with environmental liabilities, as the volume of leachate
discharge in landfills is decreased. For instance, the costs associated with environmental
clean-up resulting from leachate leakage in landfills can be avoided.

The estimated costs in the present study were based on the estimated volume of leachate
generated in landfills. The study used the cost of leachate treatment in Malaysia, which
was MYR 35 m? (USD 7.41 m?) multiplied by the estimated volume of leachate (m?).
According to Almeida et al. (2020), in Brazil, the estimated cost of leachate treatment for
the reverse osmosis (RO) process was USD 8.58 m™ for 20 years of the RO unit operation
after landfill closure. In Italy and China, the estimated cost of leachate treatment for the
RO process was USD 2.7 m™ and USD 3.86 m™, respectively (Cingolani et al., 2016; Sato
et al., 2021). It indicates that the leachate treatment cost used in this study aligns with the
estimated costs from previous studies, showing little difference. Therefore, the method
and estimated treatment cost based on the leachate volume presented in this study can
be utilised by the authorities for conducting cost analyses and budget planning for waste
management, even though specific treatment methods and other factors such as operating
and capital costs were not analysed.

The treatment costs depend on the methods and technologies used to treat leachate in
a landfill. For example, the conventional leachate treatment method, such as denitrification
and nitrification, requires a high operation cost because the method requires high oxygen
and carbon, respectively (Show et al., 2019). An integrated method of leachate treatment,
which combines conventional and advanced processes, should be practised as it is cost-
effective, sustainable, and acceptable to the community (Show et al., 2019). There are some
constraints in implementing an integrated treatment technology, especially for developing
countries like Malaysia. High costs of operation and maintenance and well-trained operators
are required. As the treatment costs can be avoided through segregation and the deviation
of waste from landfills, the best options for the country are waste reduction, recycling, and
segregation strategies that are inexpensive and environmentally friendly.

Increasing the intensity of waste segregation can enhance the recovery of recyclables
and decrease the amount of waste dumped in landfills (Maria & Micale, 2014), leading to a
reduction in leachate generation and a decrease in treatment costs. Malaysia must implement
the best practices for waste segregation, focusing on achieving the maximum reduction
in leachate volume and treatment costs. These practices should increase segregation and
recycling rates by promoting public awareness and education (Otitoju & Lau, 2014;
Knickmeyer, 2020). The best practice for waste segregation programmes in Malaysia to
ensure maximum reduction of leachate volume and treatment cost avoidance is through
law enforcement. Enforce mandatory waste segregation, not only at the residential level but
also among industrial and commercial sectors, providing clear and consistent guidelines
for implementation (Fauziah & Agamuthu, 2010; Yiing & Latifah, 2017).
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The Malaysian government should ensure the availability of adequate infrastructure,
such as separate bins, collection trucks, and recycling centres, to promote waste segregation
(Ting et al., 2016). Previous studies indicate that incentives and rewards motivate
individuals to participate actively and effectively in waste segregation programmes (Ali et
al.,2015; Low et al., 2016). Continuous evaluation and active monitoring should be carried
out to enhance the quality of waste management and reduce waste generation and disposal
in landfills (Abas & Wee, 2014). Another approach is to identify new waste management
techniques and technologies that can minimise leachate generation and improve the
treatment process in terms of both costs and environmental impact (Bandala et al., 2021).
It can be achieved through active research and development initiatives and stakeholder
collaboration (Abas & Wee, 2014; Samsudin & Don, 2013). The goal of reducing leachate
volume and treatment costs can be accomplished by exploring innovative solutions.

Waste Segregation Challenges in Malaysia

There are several challenges in implementing waste segregation programmes in Malaysia.
One of the constraints is the level of public awareness and knowledge about waste
segregation (Malik et al., 2015). Effective awareness campaigns and education programmes
should be conducted through various platforms such as workshops, social media, and public
outreach (Otitoju & Lau, 2014). While a high percentage of people have heard about waste
segregation (86%), the actual participation in waste segregation practices is relatively low
(42%), as reported in Sarawak (Otitoju & Lau, 2014). Previous studies have shown that
people possess a high level of knowledge but only a moderate attitude and practice towards
waste segregation (Al-Naggar et al., 2019; Mahat et al., 2019). Individual behaviour is one
of the factors that influences waste segregation practices. For example, a study conducted
in Putrajaya reported that 52% of the community practised waste segregation at the source,
while 47% did not (Malik et al., 2015). Similarly, a study in Johor found that only 37%
of the respondents claimed to practice waste segregation and recycling actively (Azilah et
al., 2015). Thus, behaviour change strategies can be implemented in addition to awareness
campaigns to overcome these challenges. For example, applying social norms strategies
in the community, led by leaders and local influencers, can positively influence others and
attract more people to participate (Knickmeyer, 2020).

The limited availability of segregation facilities, collection systems, and recycling
centres for the public to participate in waste segregation programmes poses a challenge
to good waste segregation practices in Malaysia. It has been reported that 48.37% of
respondents in Selangor agreed to practice waste segregation and recycling if they had
access to recycling bins (Ting et al., 2016). Similarly, in another state, 90% of households
in Kuala Lumpur were willing to practice waste segregation if infrastructure and facilities
were provided (Irina & Chamburi, 2015). Thus, the respective agencies of the local authority
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need to overcome this problem by investing in the development and expansion of waste
management infrastructure. Previous studies have also reported that socioeconomic factors
impact households’ waste segregation practices. In Malaysia, most recyclers (84.2%) had
a family income above MYR4000, higher education levels, lived in two-storey terraced
houses, and most were Chinese. They were actively involved in recycling compared to those
with lower income, lower education levels, and living in one-storey terraced houses(Irina
etal., 2014).

The authorities need to ensure that waste management services are accessible and
affordable for all segments of society and provide incentives to promote participation.
People tend to refuse to participate in waste segregation and recycling programmes when
they have limited access to them and no financial incentives, such as rewards or penalties,
are provided (Ali et al., 2015; Low et al., 2016). The lack of stakeholder collaboration is also
a challenge in implementing good waste segregation practices in Malaysia. More intensive
collaboration between the government and non-governmental organisations (NGOs) is
crucial in promoting and inspiring public participation in waste segregation activities
(Abas & Wee, 2014; Mor & Ravindra, 2023; Samsudin & Don, 2013). Another challenge
is Malaysia’s lack of enforcement and monitoring of waste management. For example,
although Act 672 was introduced in 2007, it was officially implemented in 2011 to improve
the quality of waste management in the country (Abas & Wee, 2014). The impact of the
Act on current waste management practices is still limited (Abas & Wee, 2014; Yahaya &
Larsen, 2010) due to several factors, such as a lack of manpower and financial resources
to effectively conduct enforcement and monitoring activities (Abas & Wee, 2014; Manaf
et al., 2009). To mitigate regulations, fines for noncompliance and strict adherence to the
law should be strengthened and implemented with a robust monitoring system.

The Role of Government Policies and Regulations

Government policies and regulations are crucial in promoting waste segregation programmes
and reducing leachate volume in Malaysia. Their key role encompasses various aspects,
such as establishing and developing legislation and frameworks, implementing waste
management plans, enforcing mandatory waste segregation, developing infrastructure,
fostering community awareness and education, facilitating enforcement measures,
promoting collaboration and partnerships, and supporting research and development. For
instance, in the 8" Malaysia Plan (2001-2005), the emphasis was placed on the 3Rs program
(reduce, reuse, and recycle) to encourage participation. The program was relaunched, and
the National Recycling Day was announced to be celebrated annually on November 11,

The National Strategic Plan for Solid Waste Management (NSP) was also implemented
in 2005 to enhance the efficiency of non-sanitary landfills and construct new sanitary
landfills, promoting environmental sustainability in Malaysia (Sreenivasan et al.,
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2012). During the 9" Malaysia Plan (2006-2010), the Master Plan on National Waste
Minimization was implemented to provide a clear vision, strategies, and stakeholder roles
in minimising solid waste disposal (Yiing & Latifah, 2017). Establishing a national solid
waste management policy aimed at building an integrated system that is comprehensive,
sustainable, cost-effective, and protects the environment and human health (Agamuthu &
Victor, 2010).

Act 672 and the Solid Waste and Public Cleansing Management Corporation Act
(Act 673) were gazetted as part of these efforts on August 30th, 2007. These acts aimed to
improve service quality in waste collection, transportation, treatment, and disposal, protect
the environment and human well-being, standardise solid waste management and public
cleansing services, and ensure proper waste management throughout the country. The
JPSPN and SWCorp were introduced to enhance waste management. JPSPN, established
under Section 6(1) of Act 672, is responsible for formulating policies, plans, and strategies
for waste management and public cleansing. SWCorp, under Section 17(1) of Act 673, is
responsible for recommending and implementing policies, plans, and strategies for waste
management and public cleansing (Anuar & Wahab, 2015).

Enforcement of Act 672 commenced on September 1%, 2011, during the 10" Malaysia
Plan (2010-2015), as the federal government assumed full responsibility for solid waste
management and privatisation of concessionaires from local authorities, aiming to improve
waste management quality (Yiing & Latifah, 2017). Mandatory solid waste separation at
source was introduced under Section 74(1) of Act 672, with a fine of up to one thousand
ringgits imposed on individuals who fail to comply. Starting in 2016, solid waste segregation
at source became mandatory in states governed by Act 672, aiming to increase the recovery
of recyclables, reduce waste disposal in landfills, and ensure their long-term sustainability
(Fauziah & Agamuthu, 2010; Yiing & Latifah, 2017). Part XI of Act 672 establishes the
“Solid Waste and Public Cleansing Management Fund,” which is used to finance solid
waste and public cleansing activities, services, and research and development related to
waste management in Malaysia (Fauziah & Agamuthu, 2010). The government also plans
to implement an integrated waste management system nationwide. This system has already
been initiated in Johor as a “test bed” and involves the combination of a sanitary landfill,
waste-to-energy (WTE) facilities, anaerobic digestion, and a materials recycling facility
(MRF) (Ministry of Housing and Local Government, 2015).

In the 11" Malaysia Plan (2016-2020), the government aims to manage various types of
waste, including solid, agricultural, construction, radioactive, mining, sewage, and scheduled
waste, more comprehensively through a life cycle approach. As part of this strategy, the
government encourages the adoption of 3R practices among the community to increase
recycling rates and invests in converting waste into electricity through energy recovery.
Since 2016, other strategies have been implemented, such as enforcing Government Green
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Procurement (GGP) to promote product recycling in public procurement, implementing
a media strategy to raise awareness and provide public education, establishing a code of
practice for construction and demolition (C&D) waste management, and fostering smart
partnerships between NGOs, private sectors, academic institutions, and communities in
3R activities (Ministry of Housing and Local Government, 2015).

The pay-polluter principle (PPP), also known as Pay-As-You-Throw (PAYT), was
introduced in 2018 as part of the key initiative under Thrust 1. It aims to enforce waste
reduction and separation at the source, encourage recycling activities among the community,
and promote cost control, equality, and environmental quality. Polluters will be charged
based on the volume, weight, or hybrid waste disposal system. The Take Back System,
launched in 2018, aims to boost recycling demand among manufacturers, producers,
importers, and retailers to increase the recycling rate in the industrial sector (Ministry of
Housing and Local Government, 2015). Under the 12 Malaysia Plan (2021-2025), the
government targets a recycling rate of 40% by 2025. Therefore, there will be intensified
enforcement of waste segregation at the source and the implementation of 3R initiatives,
particularly in urban areas. More waste collection, segregation, and recycling facilities will
be introduced, especially in residential, institutional, and commercial areas.

The government has also introduced a sustainable economy cycle that emphasises the
restoration of resources through reuse and recycling initiatives. This approach follows the
principles of the 3Rs, aiming to minimise resource consumption, maximise product reuse,
and recycle materials back into the manufacturing cycle. The economic cycle is expected
to reduce waste generation and disposal, as well as minimise the environmental and health
impacts associated with solid waste management in Malaysia (Ministry of Economy,
2021). Thus, the effective implementation of these approaches is expected to encourage
waste segregation practices, reduce waste volume, and minimise leachate generation in
Malaysia’s landfills.

CONCLUSION

The present study reports that many mixed wastes are sent to landfills, resulting in a high
volume of landfill leachate generated in a year. Discharging untreated leachate can cause
environmental problems such as soil pollution and surface and groundwater contamination,
as well as impact human health. The treatment is crucial, with the high costs required to
operate the treatment facilities. The waste segregation practices showed they potentially
avoid leachate production and benefit leachate treatment cost savings. The savings cost can
be used and allocated for sustainable approaches such as conducting awareness programmes
and improving recycling facilities in the country. It is expected that the government in
Malaysia can use the model described in this study to plan waste management strategies,
create legislation, and support segregation and recycling efforts. The findings of the study
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are summarised as follows:

*99.94% of waste is disposed of in the landfills.

*  0.06% waste segregation rate in the country.

* 565 thousand m® of leachate generated by landfilled waste per year.

* 354 m? per year of leachate can be avoided through waste segregation practices.

* USD 4.36 million per year is required for landfill leachate treatment.

*  Waste segregation practices can prevent USD 2.73 thousand per year leachate

treatment costs.

However, the waste segregation rate was reported as low. Thus, promoting community
engagement and education is important to encourage waste segregation practices and reduce
landfill leachate in Malaysia. One approach that can be taken to raise community awareness
is through an educational campaign that utilises various mediums such as social media,
posters, pamphlets, and community meetings to disseminate information effectively. At
the school level, for example, waste management and segregation can be introduced in the
curriculum as an early step to educate and encourage students to practice waste segregation.
Authorities should also establish community waste segregation centres or recycling stations
that provide convenience for households to drop off their segregated waste. It can be
achieved by ensuring the availability of proper waste segregation infrastructure, such as
separate bins for different waste. Another approach to encourage community engagement
and education is the establishment of public-private partnerships, which can contribute
resources, expertise, and infrastructure to strengthen waste segregation initiatives. By
combining these approaches, community engagement and education can effectively promote
waste segregation practices and minimise leachate volume in landfills.

The Limitations of the Study

There are a few limitations to this study. First, the study’s findings only represent the states
implementing Act 672. However, other states can use this result as a baseline data for
improving their waste management strategies. Second, the secondary data were analysed
using mathematical models adapted from the literature where the estimated value may be
under- or over-estimated. Nonetheless, the values used in the equations of the volume of
leachate per tonne of waste and leachate treatment price were compared and were within the
values from previous field studies. The study recommends that some factors in the analysis
must be considered to estimate the quantity of the leachate. For example, the analysis of
leachate production must consider other factors such as waste composition, waste moisture
availability, landfills’ age, rainfall intensity, and land area in a region. Capital expenses
(CAPEX) and operational expenses (OPEX) should be included in estimating leachate
treatment costs by determining economical methods or processes based on the country
settings that should be performed in future studies.
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ABSTRACT

Malaysia ranks third among ASEAN countries in terms of deaths due to accidents, with
an alarming increase in the number of fatalities each year. Road conditions contribute
significantly to near-miss incidents, while the inefficiency of installed CCTVs and the lack
of monitoring system algorithms worsen the situation. The objective of this research is to
address the issue of increasing accidents and fatalities on Malaysian roads. Specifically, the
study aims to investigate the use of video technology and machine learning algorithms for
the car detection and analysis of near-miss accidents. To achieve this goal, the researchers
focused on Penang, where the MBPP has deployed 1841 CCTV cameras to monitor traffic
and document near-miss accidents. The study utilised the YOLOv3, YOLOV4, and Faster
RCNN algorithms for vehicle detection. Additionally, the study employed image processing
techniques such as Bird’s Eye View and Social Distancing Monitoring to detect and
analyse how near misses occur. Various video lengths (20s, 40s, 60s and 80s) were tested

to compare the algorithms’ error detection
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safety using these models. This research can be a foundation for further traffic safety and
accident prevention studies.

Keywords: Bird’s Eye View, intelligent systems, machine learning, near-miss, object detection, Social

Distancing Monitoring, vehicle detection

INTRODUCTION

According to the World Health Organization (2020), the death rate from transportation
ranked fifth in 2019. The majority of those killed in traffic accidents are teenagers. In 2030,
the fatality rate from transportation is predicted to rise.

The main issue with transportation is a lack of accurate and reliable data. The manual
data is the police data, also known as POL 37 data, collected after accidents, but some data
would not be recorded. Therefore, the information could not be utilised to predict traffic
conditions due to missing and inaccurate data in the statistical record. Majlis Bandar Pulau
Pinang (MBPP) deployed 1841 Closed-circuit television (CCTV) cameras all around Pulau
Pinang in 2019. CCTYV is difficult to use to its full potential due to the lack of an algorithm
capable of calculating and detecting vehicles, as well as the limited storage capacity, which
can only store videos for one and a half months.

Furthermore, POL data is a hardcopy report. It cannot calculate vehicles automatically
and does not record near misses due to the limitation of converting the manual report into
a visual report. Aside from that, no autonomous algorithm can be utilised for near-miss
counting. It is hard to measure near misses simultaneously in CCTV videos since no
previous research exists.

Near misses are one of the transportation issues that must be addressed to reduce the
likelihood of fatalities and accidents and meet the goals of the Penang 2030 mission. Since
near misses cause accidents, near-miss reports are investigated to enhance road safety.
Heinrich’s 300-29-1 model demonstrated that the probability of 300 near misses can result
in 29 minor injuries, and then these probabilities of minor injuries can result in one major
injury. If 300 near-miss probabilities can cause a fatality or accident, it will emit carbon,
harming the environment and contributing to atmospheric pollution. Therefore, reporting
near misses is important to reduce the probability of accidents on specific roads and find
out the root cause.

Near misses result from dangerous activities caused by human mistakes and situations
produced by malfunctioning procedures or systems in Malaysian road traffic. According
to Aldred (2016), cyclist behaviours influence near misses. A mixed traffic flow scenario
contains a wide range of collision types, which contribute to near misses, too. According to
Wang et al. (2020), the weather, which causes low-vision conditions, is another aspect that
might lead to near misses in traffic flow. As a result, in the research, vision-based detection
is used to detect objects and crash types in the monitoring system.
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Vehicle detection is an algorithm-based computer vision technique used to detect
vehicles, count vehicles and estimate the average speed of vehicles (Meng et al., 2020).
Arinaldi et al. (2018) used visualisation in traffic monitoring systems. The research
collected statistics on vehicle counts, vehicle type, predicted vehicle speed, and vehicle
lane shift. These are all factors to consider in their study. Researchers who conducted prior
investigations only used images and a linked-in algorithm and software method to conduct
vehicle detection. The main reason is that the monitoring systems will show all details and
information through visualisation reporting.

Appendix A summarises previous research and highlights gaps in vehicle detection,
particularly in Penang. Limited studies employ various methods for detecting vehicles and
identifying near misses, focusing on software and algorithm development in engineering.
While image processing methods are commonly used, this study aims to improve
accuracy by implementing Convolutional Neural Network (CNN) and Fast Region-
based Convolutional Neural Network (RCNN). Many researchers connect their model or
algorithm to software to enable visualisation in monitoring systems. Such systems aid in
data analysis from image and video processing. In this study, Social Distancing Monitoring
and Bird’s Eye View are used in vehicle identification to analyse images and identify near
misses.

Models or software that recognise objects or track vehicles include the Faster RCNN,
and You Only Look Once (YOLO). These models are not well-known from near-miss
studies. Huang et al. (2020) detected vehicles in traffic utilising Faster RCNN, and You
Only Look Once version 3 (YOLOV3) on 40-second basis CCTV recordings. Kumar
et al. (2020) employed YOLOV3, and You Only Look Once version 4 (YOLOv4) for
surveillance in traffic monitoring systems. Ammar et al. (2021) compare Faster RCNN,
YOLOV3, and YOLOvV4 for vehicle recognition from images. Faster RCNN, YOLOv3,
and YOLOv4 were used by Sowmya and Radha (2021) to develop vehicle identification
and classification algorithms for effective heavy vehicle traffic monitoring. Lim, Ali et al.
(2022) experimented with different video quality in vehicle recognition using YOLOvV3
and Faster RCNN.

In this experiment, YOLOv3 and YOLOv4 perform image processing on vehicle
recognition in CCTV recordings using the approaches of Bird’s Eye View and Social
Distancing Monitoring. The road condition may be monitored using vehicle detection to
study the process of near misses and accidents. The data acquired may be utilised to forecast
near misses in traffic flow and determine the causes of the issues.

MATERIALS AND METHODS
YOLO
Figure 1 shows the flow chart of YOLO in vehicle detection.
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Figure 1. YOLO flow chart

Image Labelling

Training YOLO to identify an object involves the training image and the bounding box
label. Collecting training images is the first step in initiating the object detector. Bounding
box annotations are used to aid the object detector’s learning. Each object detected by the
detector is enclosed by a box and labelled with the object class forecasted by the detector.
Image training in YOLO is depicted in Figure 2.

©0.0)

Figure 2. Train image in YOLO

Define W, H is the dimension of the original image (Equation 1) (AlKishri & Al-Bahri,
2021).

_ (xmin + xmax)

b _ (ymin +ymax)
* 2w -

by 2+ H
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_ (xmax — xmin)
S w

— (ymax - ymin)

by
where: by, by, is the box locations; by, by, by, byis the width and height of the entire image;
by, by, by, by s the bounding box prediction; Xmin Ymin Xmax Ymax 18 the image bounding
box coordinate; and W, H is the width and height of the bounding box.

Feature Extraction

Gai et al. (2021) stated that other deep learning methods for object detection typically
involve merging the feature extraction process with the classification prediction. It involves
using a convolutional network to extract features and predict the objects’ locations and
classifications.

Detection Layers

Silva et al. (2020) stated that during model training, the convolutional network layer was
configured to detect only one class: the car. The number of filters used in the layer was
directly set in the configuration. The formula for determining the number of filters is in
Equation 2:

Filters = (classes + w + h + x + y + Confidence score) X num

= (classes+1+1+1+1+1)Xnum

= (classes + 5) X num [2]

where 5 represents the conditions (x,y - position of boundary box, w,h - width and height
of the image and C - the Confidence score), and c is the class probability. YOLO detect 3
boxes per grid cell (Equation 3), so the:

Filters = (classes +5) x 3 (3]

Therefore, there are 18 filters for 1 class. These 18 filters will be placed before two
YOLO layers.

Figure 3 illustrates how YOLO performs detection. Initially, the input image is divided
into SXS grids. If the centre of a ground truth object lies within a grid cell, the grid is
assigned to detect that object. Each grid cell has B bounding boxes and corresponding
confidence scores for those boxes. The bounding boxes and confidence scores are then
multiplied with class probability maps. Finally, the results of the final detection are obtained.

The final detection takes place during inference using the formula derived from Figure
4, atensor of size S X S * (B * 5 + ¢). In this formula, S represents the number of grids, B
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is the bounding box, 5 denotes the four bounding box attributes and one object confidence
per cell, c is the class probability, and tensor refers to the network output. Redmon et al.
(2016) employed the PASCA VOC dataset, which consists of 20 object classes, resulting
inS=7,B=2,c=20. As aresult, the YOLO model network structure produces a 7x7x30
tensor. YOLOV3-tiny and YOLOvV4-tiny model network structures are used for feature
extraction in the detection layers.

Boundin boxes +
confidence

Final detections

S x S grid on input

Class probability map

Figure 3. YOLO algorithm detection calculation (Redmon et al., 2016)

YOLO Model Training

The network was set up in model training to identify a car class. The number of filters is
set directly in the convolutional network layer (Silva et al., 2020). The formula of the filter
number is in Equation 4.

Filters = (classes + w + h + x + y + Confidence score) X num
= (classes+1+1+1+1+ 1) Xnum

= (classes + 5) X num [4]

where 5 represents the conditions (x,y - position of boundary box, w,h - width and height
of the image and C - the Confidence score), and c is the class probability. YOLO detect 3
boxes per grid cell (Equation 5), so the

Filters = (classes + 5) x 3 [5]

Therefore, there are 18 filters for 1 class. These 18 filters will be placed before two
YOLO layers.
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YOLOV3. The object detection algorithm YOLOV3 is in its third iteration of You Only Look
Once. The accuracy has been greatly improved over earlier methods (Wang, 2021). Among
these single-stage detectors, the YOLO family model may have the fastest object-detecting
algorithm with the greatest achieved accuracy rate (Redmon et al., 2016). The real-time
performance of YOLO series models reported in the literature is evaluated using a graphics
processor unit (GPU) card with high-performance computational power (Redmon &
Farhadi, 2018). YOLO predicts the class and object position using a forward convolutional
network. With the creation of the basic network, YOLOv3, which uses Darknet-53 to
replace the backbone network and uses multi-scale characteristics to determine the target,
was proposed (Redmon & Farhadi, 2018).

YOLOV3 improves the network by introducing a residual module based on Darknet-19,
which is You Only Look Once version 2’s (YOLOvV2) backbone and expands the network
(Wang, 2021). Darknet-53, the enhanced network, contains 53 convolution layers. Table
1 shows the YOLOvV3 network structure (Ezat et al., 2021).

Table 1
YOLOVv3 network structure
Type Filters Size/Stride Output
Convolutional 32 3x3/1 256 x 256
Convolutional 64 3x3/2 128 x 128
Convolutional 32 3 x3/1
1x Convolutional 64 3 x3/1
Residual 128 x 128
Convolutional 128 3x3/2 64 x 64
Convolutional 64 3x3/1
2x Convolutional 128 3x3/1
Residual 64 x 64
Convolutional 256 3x3/2 32 x32
Convolutional 128 1x1/1
8x Convolutional 256 3x3/1
Residual 32 x32
Convolutional 512 3x3/2 16 x 16
Convolutional 256 1 x1/1
8x Convolutional 512 3 x3/1
Residual 16 x 16
Convolutional 1024 3x3/2 8 x 8
Convolutional 512 1x1/1
4x Convolutional 1024 3x3/1
Residual 8§ x8
Avgpool Global
Convolutional 1000 1x1/1 8 x 8
Softmax
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YOLOvV4. YOLOV4 is a one-stage object detection algorithm that builds on YOLOv3 with
various additional techniques and features. The YOLOvV4 network structure is constructed
of the Cross Stage Partial Darknet-53 (CSPDarknet53) backbone, the Spatial pyramid
pooling (SPP) additional module, the Path Aggregation Network (PANet) path-aggregation
neck, and the anchor-based YOLOV3 head (Bochkovskiy et al., 2020). Figure 4 shows the
network structure of YOLOv4 (Abdurahman et al., 2021).

Darknet-53
Fmmm e —— -
1 Type Filers SueSmide. | Tipe Filfers Sze/Stride
1 Comvolutional 32 3%311 ! Comoiuiand 1034 111
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Route -2 \ C 512 1x11
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1 Foute 1.7 . Rout=-13-5-6
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1 Convolutional 123 3x32 1
Convolutional 64 1=11 1
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Figure 4. YOLOvV4 network structure (Abdurahman et al., 2021)

Anchor Box and Intersection over Union

According to the study by Ezat et al. (2021), the Intersection over Union (IoU) metric is
utilised to evaluate object detection accuracy by comparing the overlap of two boxes. The
calculation of IoU for various configurations of bounding boxes is illustrated in Figure 5.

Loss Function

According to the study of Cepni et al. (2020), the loss function is calculated using a sum
squared error. The loss function consists of three parts: localisation error, confidence
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error and classification error (Equation 6).

Let loU be a,.
SZ
q. —__area of intersection
loss = Z coordError + iouError ° area of union

i=0

_J_r_,_,,_,.,-ground truth box
+ classError [6] j

where S is the number of grids, coordError -

is the localisation error, iouError is the __——ground truth box

confidence error, and classError is the
classification error.

Localisation Error. In the equation, _ area (Ber N By)

localisation error is represented by area (Bor U By)

coordError. The localisation error is used Figure 5. IoU calculation (which By refers to the

to calculate the accuracy of the estimated ground truth box represented by a green square,
while B, refers to the prediction box represented by
o . . an orange square. The IoU value can be calculated as
measure the position and dimensions of the area of overlap between these two boxes, which

bounding boxes (Zhang et al., 2019). is denoted by a,)

bounding boxes. Equation 7 uses error to

s?2 B
coordETror = Acoora z Z 1?jbj [(x; — £i)2 + i — yi)z]

i=0 j=0
S? B . 5 2
+ Acoord ; JZO 1?jbj [(\/WL - \/Vﬁ) + (\/}TL - \/}ATL> ] [7]

where S is the number of grids, B is the boundary box, x and y are the centre of the box
relative to the bounds of the grid cell (coordinate system), and w and h are the width and
height of the entire image (scale of the original image), A.,,rq increase the weight of loss in
the coordinate of the box and its value is fixed as A.pprqg = 5, 1ij = 1ifthe jth boundary
box in cell i is responsible for detecting the object, otherwise 0.

Confidence Error. The confidence error is represented by iouError. It is used to measure
differently by the presence or absence of the object and bounding box (Jiang et al., 2020).
The first line of Equation 8 represents the object’s presence and is detected by the bounding
box, while the second line of Equation 8 represents the object’s absence and is not detected
by the bounding box.
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52 B 52 B
iouError = Z Z 13-1’] (Ci - éi)z + Anoobj Z Z 12'001)] (Ci - Ci)z (8]

i=0 j=0 i=0j=0

where S is the number of grids, B is the boundary box, C; is the prediction confidence score,
ZAnoobj is the weights to prevent unbalanced classes because most of the bounding boxes do
not detect objects or is a background, and its value is fixed as 4,05 = 0.5 to prevent the
loss be tilted toward negative values or objects, 1;00bj is the supplement of 13-17] .
Classification Error. The classification error is represented by classError. It calculates
the correctness of the estimated object (Equation 9) (Jiang et al., 2020).

2 obj A 2
classError = ¥3_, 1; ) Y cectasses (i (€) — i (0)) (]

where S is the number of grids, 1ij if an object is present, otherwise 0, p;(c) is the
prediction class probability for class c.

Post Process

According to Adarsh et al. (2020), Non-Maximum Suppression (NMS) is an additional
step after object detection to remove redundant predictions and choose the most
accurate prediction for each object in an image. This technique involves computing the
IoU between every pair of predictions and eliminating the prediction with the lower
confidence score.

Final Output

The monitoring system will identify the
object and display it in the image. The final
output is shown in the final detection in
Figure 6.

Faster RCNN

In the research of Girshick (2015), Faster
RCNN was developed. Figure 12 depicts
the two stages in faster RCNN. It is a
hybrid of Fast RCNN and the Region
Proposal Network (RPN). Figure 7 shows

the architect‘ure Of Faster RCNN. Flgure 6. YOLO final detection Output (Redmon et
al., 2016)

374 Pertanika J. Sci. & Technol. 32 (1): 365 - 394 (2024)



Intelligent Systems for Data Prediction and Near-Miss Detection

June 2015
Faster RCNN

Object A Object B I Convolutional layer I
-
4 | Anchorbox |

+ : | Binary class prediction | Bounding box prediction

ROI pooling l—\ ~_ ——
4 : Non-maximum *‘

Fully-connected layers o — ,Slprr?S,Si?n ,,,,,,,,,,,,
l \. Region proposal network (RPN)

Class prediction 1 Bounding box prediction

Figure 7. Faster RCNN architecture

RPN. Figure 8 shows the first stage of Faster RCNN, known as RPN. Faster RCNN will
replace the external algorithm, selective search, with an RPN, which will share many
parameters with Fast RCNN. So, to share the convolutional layers, utilise this concept of
parameter sharing, a region proposal network, and Fast RCNN around the network (Zhao
et al., 2020).

When an image is captured, it is passed through convolutional layers, beginning and
ending at a particular feature map (Ren et al., 2017). Due to the external algorithm’s need
to avoid providing object proposals, all of these actions are shared. It should be replaced
rather than removed entirely. Proposals with dense anchor boxes are replaced for each

| 2k scores l | 4k coordinates | o= k anchor boxes
cls layer \ 1 x 1 convolution t reg layer s
| 256-d | .
3 x 3 convolution intermediate layer -

\ N |

sliding window

convolution feature map

Figure 8. RPN (Ren et al., 2017)
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pixel in the convolutional feature map, which considers k anchor boxes. Then, there are
several anchor boxes in the pixels.

Following the study of Wang et al. (2019), w times h, which is the feature map’s
resolution, multiplied by k of those anchor boxes. Then, make any necessary adjustments
to the anchor boxes. The Region Proposal Network will detect the object’s existence. So,
for each anchor, there are two classes: one for adjusting the anchor boxes. According to the
research of Gou et al. (2019), the Region Proposal Network is led by two heads. 2k scores
represent the object’s existence. Then, 4k coordinates denote the top, bottom, left, and
right from the centre point to the bounding box. The pixels are denoted by W and H. The
red square in the illustration above is the 3%3 convolution in the section of the translation-
invariant anchor. As a result, it contains nine anchors with three scales and three aspect
ratios. It uses three sizes for anchors, with box areas of 128x128, 256x256, and 512x512
pixels and aspect ratios of 1:1, 1:2, and 2:1.

The Region Proposal Network is trained on a good loss function about classification
and regression. Then, there is the problem of properly labelling data and observing the
intersection over the union with ground truth. The equation below shows the loss function
in the Region Proposal (Sekar & Perumal, 2021). The loss function comprises the loss
function for the classifier, L((;) and the loss function for the regressor, L(R;) (Equation 10).

L{p;, t;} = [L(C) + L(R))] [10]

where: i represents the selected proposal region index; p; is the probability that the candidate
box i is the object; £; is the position coordinates of the predicted box.
The loss function of the classifier, L(C;) (Equation 11) (Jiang & Shi, 2021).

1
L(Ci)=Nl g Lcls(pilpi*) [11]
cls &=
i

where: C; is the classifier in candidate box i; N, is the number of anchors available in
mini-batch, is normalised and weighted by a parameter 4; i represents the selected proposal
region index; L. is classification loss, which is a log function for classifying object or
not object; p; is the value of predicted probability in the candidate box i; p;*, also called
a ground truth label, which is used to mark the anchor positive when p;* = 1 or negative
when p;* = 0;

The classification loss, L, is the logarithm loss for two categories which are object
and non-object (Equation 12) (Wang et al., 2019).

—logp; ifpi*=1
—log(1 —p;) ifp"=0

The loss function of the regressor, L(R;) (Equation 13) (Jiang & Shi, 2021).

Las i) = { [12]
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1
L(Ri) = AN ZLreg (ti»ti*) [13]
reg <

where: R; is the regressor in candidate box i; 4 is a constant value or a balancing factor; Ny
is the number of anchor locations normalised and weighted by a parameter 4; i represents
the selected proposal region index; L, is regression loss; ¢; is the position coordinates of
the predicted box; t;* is the coordinate vector of the corresponding object bounding box.

The regression loss, Lyeg, is the loss of the Lth region given by the Equations 14 and
15 (Wang et al., 2019).

Lyeg (t;, t;") = smoothy; (t;, t;") [14]

0.5m?, Im| <1

smooth;1(m) = {|m| — 05, |m|>1

[15]
where smooth; 1 (m) is a smooth function of function m.

The parameter of regression expression, {t;} and the region values of x, y, w and h are
shown in Equation 16 (Jiang & Shi, 2021).

t,, = log (Wl) t, = log (hi)
t,* = log (:) t,* = log (Z—) [16]

where x, y are the predicted bounding box coordinates; x*, y* is the ground truth bounding
box coordinates; w, h is the width and height of the predicted bounding box; w*, h* is the
width and height of the ground truth bounding box; t,, t, is the regression value of x and
¥ of the predicted bounding box coordinates; t,*, t,* is the regression value of x and y
of the ground truth bounding box coordinates; t,, tj is the regression value of the width
and height of the predicted bounding box; t,,* t,* is the regression value of the width
and height of the ground truth bounding box; t; = {t, t,, tu, ty} is a vector-prediction
parametrised candidate frame coordinate; t;* = {t,*, t,* t,,* t,*} is the coordinate vector
of real boundaries.

The following step is an alternate training process (Ren et al., 2017). To begin, transfer
learning from an ImageNet pre-trained network to the proposed network for the region.
Second, repeat the transfer learning from ImageNet to Fast RCNN. The Region Proposal
Network proposes objects for Fast RCNN to consider for object locations. This detector
network is then used to initialise RPN. Before fine-tuning the final layers, transfer learning
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from Fast RCNN to an RPN network and fix the convolutional layers. The neural network’s
head then performs the same thing. Finally, fine-tune the faster scene while keeping the
shared convolutional layers alone. It is how things will eventually become completely
convolutional.

Fast RCNN. The second stage contains a detection network that employs Fast RCNN (Ren
etal., 2017). The RPN and shared convolutional features produce proposals, which are then
input into the Region of Interest pooling (Rol) pooling layer, followed by the remaining
layers of the backbone CNN to predict the class and class-specific box refinement for each
proposal (Lokanath et al., 2017).

Social Distancing Monitoring

Social Distancing Monitoring is an approach that employs CCTV footage to observe and
calculate the distance between vehicles. Figure 9 depicts the flowchart for Social Distancing
Monitoring that recognises each vehicle in videos and shows the distance between vehicles
through different coloured bounding boxes (Lim, Sadullah et al., 2022).

Bird’s Eye View
Bird’s Eye View is a method for detecting vehicles and converting them into points. It
shows the distance between the points in the specifically drawn area. The various coloured

points show the distance between vehicles. Figure 10 illustrates the flowchart of the Bird’s
Eye View on vehicle detection (Lim, Ali et al., 2022).

Social Distancing Monitoring

Input frame
Detect only vehicle in <50 cm Rounding red
frame and get centroid boxes
v

Calculate distance
between 2 vehicles using
horizontal and vertical
unit length

Bounding yellow
boxes
Between 50

cm and 180 cm

>180 cm

Bounding
green boxes

Figure 9. Social Distancing Monitoring Algorithm (Lim, Ali et al., 2022)
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Bird Eye View
Get region of interest |<—/ Input frame /L—
v v
Get Bird Eye View of ROI Detect only vehicle in
with centroid of object frame and get centroid
¥ v
: . o Between
Calculate the horizontal Pro]ect detected pOIntS in 50 cm and
and vertical unit length | > Bird Eye View 180 cm
from points marked in —
first frame v Yellow dOt in Bird
Calculate distance Eye View

between 2 vehicles using
horizontal and vertical
unit length

Green dot in Bird Red dot in Bird Eye
Eye View >180 cm <50 ¢cm View

Figure 10. Bird’s Eye View algorithm (Lim, Sadullah et al., 2022)

RESULTS AND DISCUSSION
YOLOV3 Results

In YOLOV3, vehicle and near-miss detection were conducted together in Social Distancing
Monitoring and Bird’s Eye View. The Social Distancing Monitoring technique displays
vehicle detection in monitoring and closeness in videos (Vinitha & Velantina, 2020),
whereas the Bird’s Eye View presents cars as points in a specified drawn box and displays
the risk level. The algorithms described above are employed in YOLOV3 to observe and
calculate real-world near misses (Ong, 2020). Only cars will be detected in this study.

Figure 11. Near miss detection result in YOLOV3
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Figure 11 exclusively demonstrates that YOLOV3 conducts vehicle detection to detect
the likelihood of accidents and near misses between cars. The Lebuhraya Tun Dr Lim
Chong Eu video was taken from 18/12/2018, 19:00:00 to 18/12/2018, 19:01:19. Only cars
within the specified rectangle area will be displayed using the Bird’s Eye View method.
Because it is in a poor perspective, the results outside the rectangle region will be ignored,
and only cars within the drawn rectangle zone will be counted.

Table 2 compares different durations of the same video (in the 20s, 40s, 60s, and 80s).
In the research of Sonnleitner et al. (2020), three videos with a 10-minute duration and
30 frames per second were acquired online to carry out the study. When the length of the
video is increased, the running time also increases. It is a reason for this study’s choice of
a video duration of 20 seconds since the computing time is too long for the computational
procedure when conducting the image process using YOLOv3 compared to an 80-second
video. Even though the data displayed in the 80-second video is more dependable than
the data shown in the 20-second video, counting data manually is a huge undertaking for
recording data. The longer the video length, the higher the number of frames obtained.

The videos show that the percentage of near-miss detection is high. It demonstrates
that the vehicles in the videos are too near to one other while coming to a halt in front of a
traffic signal or when stuck in traffic. So, the percentage of near-miss detection increased
from 35.56% to 53.27%.

In the paper by Huang et al. (2020), the researchers gathered data from three distinct
videos, each lasting 40 seconds. The videos contain different weather and scenarios. The
YOLOV3 algorithm is used for video traffic monitoring. They also mention the vision field
and the location of the video collection. The research shows missed detection when there is
a large video data collection. If the field of view is too large, it will cause error detection. In

Table 2
Comparison of various length videos in YOLOv3
. . 19:00:00 — 19:00:19 — 19:00:39 — 19:00:59 —
CCTV video time 19:00:19 19:00:39 19:00:59 19:01:19
Duration of video (s) 20 40 60 80
Computational time (s) 612 1223 1835 2447
Total number of frames, D 599 1199 1799 2399
Number of frames, A 6 166 315 316
5 é Percentage, A/D x 100% 1% 13.85 % 17.51 % 13.17 %
5 ‘%) Object detected Motorcycle Motorcycle, Motorcycle, Motorcycle,
kS lorry, cement  lorry, cement  lorry, cement
truck truck truck
- Number of frames, B 213 478 826 1278
§ 2 % Percentage, B/D x 100% 35.56 % 39.87 % 4591 % 5327 %
Z E ¢
kS
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this study, the duration of the 20s, 40s, 60s, and 80s videos were tested in the experiment.
The vision-blocked view and the place of cameras might be factors in future work.

YOLOvV4 Results

YOLOV4 is applied to conduct Social Distancing Monitoring and Bird’s Eye View to
simultaneously conduct vehicle and near-miss detection. Object detection and near-miss
detection are displayed in the monitoring system.

Figure 12 displays car detection and near-miss detection by using YOLOvV4. The cameras
were set up at Lebuhraya Tun Dr Lim Chong Eu, and the footage was captured between
18/12/2018, 19:00:00, 18/12/2018, and 19:01:19. The image on the right resulted from using
Bird’s Eye View. The vehicles in the drawn boxes, or Rol, are displayed in the results.

Figure 12. Near miss detection result in YOLOv4

Table 3 analyses the duration of 20s, 40s, 60s, and 80s videos by using the YOLOvA4.
In this experiment, a 20-second video was selected since the computation for the image
process with YOLOv4 was much too long compared to an 80-second video. Even though
the data in the 80-second video is more reliable than in the 20-second video, physically
gathering data is a significant amount of labour for data recording. As the duration of the
video rises, so does the total frame rate.

Sowmya and Radha (2021) proposed an algorithm’s classifier (YOLOv4) that is tested
using a computer vision approach. It uses a custom vehicle dataset that includes 3,500
images of trucks and buses. According to experimental data, the proposed technique has
the best detection accuracy among various YOLO applications. Kumar et al. (2020) show
that YOLOv4 investigates object detection in video and object detection in grayscale video.
Objects are detected frame by frame in a video for various object categories in the sample
image of video with a duration of 2 minutes and 22 seconds for multiple object detection
and the sample image of grayscale video with a duration of 9 seconds for multiple object
detection, which is input for multiple object detection.

Pertanika J. Sci. & Technol. 32 (1): 365 - 394 (2024) 381



Lek Ming Lim, Saratha Sathasivam, Mohd. Tahir Ismail, Ahmad Sufril Azlan Mohamed,

Olayemi Joshua Ibidojaand Majid Khan Majahar Ali

Table 3
Comparison of various length videos in YOLOv4
. . 19:00:00 — 19:00:19 — 19:00:39 — 19:00:59 —
CCTV video time 19 9(:)(())0(:)? 9 19 9(:)(())0:39 9 19 9(:)(?0?599 19 9(:)(()) 1?19 9
Duration of video (s) 20 40 60 80
Computational time (s) 671 1343 2015 2687
Total number of frames, D 599 1199 1799 2399
Number of frames, A 11 174 326 434
5 é Percentage, A/D x 100% 1.87 % 14.51 % 18.12 % 18.09 %
LE % Object detected Motorcycle Motorcycle, Motorcycle, Motorcycle,
< lorry, cement  lorry, cement  lorry, cement
truck truck truck
- Number of frames, B 354 835 1353 1913
§ 2 -% Percentage, B/D x 100% 59.1 % 69.64 % 7521 % 79.74 %
Z E §
Table 3
Comparison of various length videos in YOLOv4
. . 19:00:00 — 19:00:19 — 19:00:39 — 19:00:59 —
CCTV video time 199:00:19 199:00:;)9 19 9:00:599 19:01:19
Duration of video (s) 20 40 60 80
Computational time (s) 671 1343 2015 2687
Total number of frames, D 599 1199 1799 2399
Number of frames, A 11 174 326 434
5 _§ Percentage, A/D x 100% 1.87 % 14.51 % 18.12 % 18.09 %
E % Object detected Motorcycle Motorcycle, Motorcycle, Motorcycle,
o lorry, cement lorry, cement lorry, cement
truck truck truck
- Number of frames, B 354 835 1353 1913
§ Rz % Percentage, B/D x 100% 59.1 % 69.64 % 75.21 % 79.74 %
Z g §
Faster RCNN Results

The Faster RCNN only detected cars in the experiment data. There are four different lengths
of footage: 20s, 40s, 60s, and 80s. Figure 13 only shows cars identified by the Faster
RCNN. The green boxes represent spotted vehicles and display the percentage similarity
of vehicles in training datasets.

Table 4 shows the results of comparing four different video durations. The time required
to compute the algorithm increases as the video length increases. Due to the time taken by
Faster RCNN being too long, this study used a 20-second video instead of an 80-second
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video. The number of frames taken increases, as does the video length. As a result, Faster
RCNN takes longer to compute than YOLOv3 and YOLOv4 (Alganci et al., 2020). The
accuracy results in Faster RCNN are higher than YOLO (Dixit et al., 2019). The research
of Dixit et al. (2019) shows that the precision of Faster RCNN is the highest, but the speed
of object detection is the slowest compared to other object detection models.

Faster RCNN has error-detected motorcycles, a lorry and a cement truck as cars. The
percentage of error detection increased from 1.34% to 59.29%, correspondingly to 20s
video until 80s video. It also does not detect small objects (cars) in further places.

Harianto et al.’s (2021) research employed the Google Open Image Dataset v6 and
four different classes of vehicles. The study collected 1000 images from each class, with
800 photos utilised as training data and the rest as research data. The vehicle detection
was then performed using Faster RCNN
on the Tesla K80 GPU. According to
Tariq et al. (2021), the data was collected
independently. The collected dataset

contains five different colours of cars
and four different views of cars. Five
hundred images were distributed to each
class. Therefore, the researchers obtained
2500 images from 15 high-quality camera

streams with a 20-minute duration. Figure 13. Result of vehicle detection in Faster

RCNN
Table 4
Comparison of various length videos in Faster RCNN
. 19:00:00 — 19:00:19 — 19:00:39 — 19:00:59 —
CCTV video time 19 9?(())0(:)? 9 19 9(:)(())0:399 19 9?(?0?599 19 9?(()) 1?19 9
Duration of video (s) 20 40 60 80
Computational time (s) 1534 3072 4608 6144
Total number of frames, D 599 1200 1800 2400
£ Number of frames, A 8 253 903 1423
Z;) Percentage, A/D x 1.34 % 21.08 % 50.17 % 59.29 %
2 100%
g Object detected Motorcycle Motorcycle, lorry, Motorcycle, lorry,  Motorcycle, lorry,
&8 cement truck cement truck cement truck

Comparison Between YOLOv3, YOLOvV4 and Faster RCNN

The videos have been experimented with in YOLOv3, YOLOv4 and Faster RCNN. Table 5
compares YOLOV3, YOLOv4 and Faster RCNN in the videos. The following comparison
is based on Tables 2, 3 and 4.
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Table 5
Comparison detections in three systems
Difference YOLOV3 YOLOv4 Faster RCNN
Method Social Distancing Monitoring ~ Social Distancing Monitoring Vehicle
and Bird’s Eye View and Bird’s Eye View detection
Speed Fast Faster Slow
Error detection Higher than Faster RCNN Higher than Faster RCNN Low
Near miss detection Very high Lower than YOLOV3 null
Accident detection Low Lower than YOLOV3 null

The quality of the footage given by MBPP varies based on their position. They are not
in the same place and have various levels of video quality. In 2015, MBPP deployed 534
CCTYV cameras and another 1841 in 2019. Some places already installed CCTV cameras
in 2015, although some were of poor quality compared to other locations.

Finally, it may be concluded that the comparison between Faster RCNN, YOLOv3 and
YOLOVA4. It requires more computing time to run Faster RCNN compared to YOLOv3
and YOLOvV4 in videos because YOLOv3 and YOLOv4 have a simplified construction
and Faster RCNN has been trained to do categorisation and regression of bounding boxes
at the same time.

Faster RCNN displayed more precise results when compared to YOLOv3 and YOLOv4
in the footage of Lebuhraya Lim Chong Eu. Faster RCNN required more dataset samples
depending on images or videos to train the algorithm, while YOLOv3 and YOLOv4 did not
need to train the algorithm because their dataset trained it. Both algorithms have detection
errors in vehicle detection. YOLOvV3, YOLOvV4 and Faster RCNN detected motorcycles,
trucks, and lorries as vehicles in the Lebuhraya Lim Chong Eu videos.

From Table 5, the Faster RCNN does not have data for detecting near misses and
accidents. Social Distancing Monitoring and Bird’s Eye View techniques are unavailable
at Faster RCNN.

Figure 14 depicts the test time in the videos utilising YOLOv3, YOLOv4 and Faster
RCNN. YOLOV4 uses more computational time than YOLOvV3. As revealed by Wang
(2021), the detection efficiency of YOLOvV3, YOLOvV3-tiny, YOLOv3-SPP3, YOLOv4 and
YOLOvV4-tiny was comparable. When compared to YOLOv4 models, YOLOv3 models
require less testing time. Faster RCNN has the highest computational time compared to
YOLOV3 and YOLOV4 in both quality videos because it is a two-stage detector (Soviany
& lonescu, 2018).

Figure 15 displays the detection of errors in the videos using YOLOv3, YOLOv4 and
Faster RCNN. Error detection happened in several cases, such as identifying motorcycles,
cement trucks, and lorries as cars in the videos. When the cars are too close to one another,
and at the traffic signal or junction, YOLOvV4 detects more errors than YOLOV3.
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Figure 15. Comparison of error detection in three systems

Through the experiment, YOLOvV3 shows higher accuracy than YOLOv4 and Faster
RCNN. YOLOV3 and YOLOV4 can detect the car in the further part of the videos. Besides
that, the experimental performance of YOLOv3 and YOLOV4 in identifying small and large
vehicles is demonstrated by Nepal and Eslamiat (2020). In the research of Sowmya and
Radha (2021), Faster R-CNN is not suited for usage in real-time videos since the system
depends on the precision ratio to ensure detection speed.

Figure 16 displays the near-miss detection in the videos by applying YOLOvV3,
YOLOv4 and Faster RCNN. YOLOv4 shows a higher percentage of near misses than
YOLOV3 in the videos. Since Faster RCNN does not have an algorithm to conduct the
near-miss detection, there is no data for it.

This data lends weight to the idea that near misses occur during the busy hours in the
black spot. Besides driving behaviour, the primary cause of near misses is also a major
problem. According to Matsui et al. (2013), to reduce the number of deaths and serious
injuries in Japan, the construction of driving safety systems requires precise functioning
of the interaction scenario between the automobile and the pedestrian.
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Due to real-world accidents and a shortage of statistics, the researchers focused on
near misses. As an outcome, the near miss is spotted utilising the methods of Bird’s Eye
View and Social Distancing Monitoring in the video recorded from the black spot position.
Faster RCNN cannot detect near misses because of the failure of the Social Distancing
Monitoring technique and Bird’s Eye View method.

The reliability of this data is impacted by the video given by the Penang state
government. The video is reliable and can be recorded as historical data for future usage.
According to Calles et al. (2017), near misses warn drivers and prevent accidents. Driver
behaviours and drivers’ experience can contribute to accidents among young people. Future
studies should collaborate with hospitals and insurance companies for more complete data
and reduce the data flaws.

CONCLUSION

The ultimate purpose of this inquiry is to learn about near misses in Penang Island so
that fatalities and air pollution can be reduced in the city. This project can achieve the
goals mentioned in the Sustainable Development Goals (SDGs) and is concerned with
the Penang 2030 mission. The time (18/12/2018, 7:00:00 p.m. to 7:01:19 p.m.) and
Lebuhraya Tun Dr Lim Chong Eu black spot location are chosen as the experiment data
to apply vehicle detection techniques YOLOvV3, YOLOv4, and Faster RCNN. YOLOvV3
and YOLOv4 were faster and more accurate than the Faster RCNN in vehicle detection.
YOLOV3 performed better than YOLOV4 in precision and speed. The probability of near
misses is high, as demonstrated by Lebuhraya Tun Dr Lim Chong Eu, which YOLOvV3
and YOLOv4 calculated. The quality of CCTV video and the angle of cameras need to be
enhanced in future work. The length of videos can be longer if the algorithm can calculate
it automatically. Near misses and accidents can be predicted by traffic flow. It can also
forecast future seasonal variations, assuring the success of the Penang 2030 objective.
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ABSTRACT

Malaysia is one of the world's highest lightning regions, making it an ideal location for
studying lightning activities, as they cause many power outages on overhead transmission
lines. This study presents ground flash density (GFD) mapping and statistical analysis of
lightning flash data in Peninsular Malaysia, which will be used to evaluate the lightning
performance of transmission lines. Using Geographical Information System (GIS) software,
the GFD map and lightning flash data for statistical analysis were extracted. MATLAB
was then used to perform statistical analysis and obtain the probability of peak lightning
current using the generalized extreme value (GEV) distribution. This study analyzed
six years of lightning flash data from 2012 to 2017 recorded by the Lightning Location
System (LLS) and used the Peninsular Malaysia base map from the Department of
Survey and Mapping Malaysia (JUPEM). Results show that the GFD mapping approach
effectively classifies GFD distribution and identifies areas with high lightning activity.

81% of 4,536,380 lightning flashes were
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line can be assessed. These findings are useful for utility and protection engineers to improve
the performance of transmission lines.

Keywords: Energy, GIS, ground flash density, lightning, statistical, transmission line

INTRODUCTION

Malaysia is a tropical country with a unique location and topography and is known for
having high lightning activity, with about 40 strikes per square kilometer per year (Ab-
Kadir, 2016; Islam et al., 2019; Rawi et al., 2017). It makes lightning-related outages a major
concern for Tenaga Nasional Berhad (TNB), the main electricity provider. TNB has found
that 50 — 60% of power outages in their system are caused by lightning (Abdullah et al.,
2008). Lightning strikes on phase or shield wires or towers can result in high overvoltage
and electrical discharges across insulator strings, causing faults, equipment damage, energy
losses, and maintenance costs, especially on 500 kV transmission lines.

To mitigate the impact of lightning on the electricity supply, TNB Research Sdn.
Bhd. installed a Lightning Location System (LLS), also known as a Lightning Detection
Network (LDN), in Peninsular Malaysia in 1994 (Wooi et al., 2016). The LLS determines
the coordinates of cloud-to-ground lightning strikes using the Time of Arrival (TOA) and
Magnetic Direction Finding (MDF) principles (Abdullah et al., 2008). The original LLS
had 7 lightning sensors but has been upgraded several times (Abdullah et al., 2008; Wooi
et al., 2016), as shown in Figure 1. Figure 2 shows the location of the latest upgraded
lightning sensors, denoted as 1, 2, 3, 4, and 5, in Peninsular Malaysia as of 2015.

» LLS (owned and operated by TNB Research Sdn. Bhd.) fully operated
with 2 systems applied which are Lightning Positioning and Tracking
System (LPATS) and Lightning Location Protection (LPP) system.

* The system was upgraded which comprised of 5 IMPACTS ESP sensors
and 2 LPATS-IV sensors.

* The system operates based on combination of Time of Arrival (TOA) and
Magnetic Direction Finding (MDF) Technology.

A central processor (APA 280-T) was replaced by Lightning Processor
2000 (LP2000) developed by VAISALA. W

« IMPACT ESP sensors were replaced by two new LS7001 sensors.
« Central processor upgraded to newer version of CP7000 and AP5000 for
Database management system.

« Old IMPACT ESP sensors and LPATS IV sensors were replaced with 5
latest generation, LS7002 sensors.

 Location accuracy was further improved from previously 1 km to less
than 500 m accuracy.

« Defection efficiency at 95%.

Figure 1. History of lightning location system in Peninsular Malaysia
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Based on the information shown in
\\ Figure 1, the IMPACT ESP lightning
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sensors in the LLS use TOA and MDF
methods to achieve the accuracy and
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efficiency requirements. With a location
accuracy of less than 500 m and a detection
efficiency of 95%, The system can detect
lightning strikes up to 600 km. In addition,
the sensors can reliably differentiate intra-
cloud flashes and identify stroke polarity
for flashes (Abdullah et al., 2008). The
LLS equipment has undergone progressive
) ] o i ] upgrades to enhance its reliability, which
Figure 2. Location of lightning sensors in Peninsular L. . .
Malaysia (Rawi et al., 2018) has resulted in improved detection efficiency

and location accuracy. Specifically, after a
major upgrade in 2015, the LLS has been able to achieve a detection efficiency of more
than 95% for cloud-to-ground (CG) lightning activities, with a location accuracy of up to
250 m (Abdullah, 2019).

The LLS is a tool to enhance power line performance and detect electrical failures in
the power network. The information from the LLS is leveraged through the Fault Analysis
and Lightning Location System (FALLS) software, which the LLS manufacturer developed.

A geographic information system (GIS) is a powerful tool for storing, manipulating,
managing, processing, and visualizing geospatial data. Its analytical capabilities, including
statistical analysis summaries, calculations, data interrelationships, buffer generation, and
overlay function (ESRI, 2010; Javor et al., 2018), make it an even more powerful tool. This
technology is widely used in science and industry, providing a foundation for mapping
and analysis. With GIS, users can better understand patterns, relationships, and the context
of geographic information, leading to better communication and enhanced efficiency,
management, and decision-making. It is also observed that there is a growing trend in the
use of GIS within the electrical sector (ESRI, 2010; Husain et al., 2012; Kakumoto et al.,
2016; Kezunovic et al., 2015; Korir & Ngigi, 2015; Leite et al., 2019; Li et al., 2014; Lin
& Xu, 2016; Rahman et al., 2020; Yatim et al., 2019; Yan et al., 2016; Zheng et al., 2021).

Several studies have shown the widespread use and popularity of GIS applications with
lightning data (Ali et al., 2018; Biswas et al., 2020; Edirisinghe & Maduranga, 2021; Farukh
et al., 2017; Hodanish et al., 2019; Javor et al., 2018; Mammadov et al., 2021; Mishra et
al., 2022; Misztal & Situch, 2021). However, due to the limitation of information provided
by the commercially available LLS, utility found it difficult to work, especially on finding
the root cause and correlation of tripping with some other factors such as topography and
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weather data, thus limiting the research on utilizing GIS for transmission lines’ lightning
performance evaluation. Our research leverages GIS capabilities to create a GFD map and
perform a statistical analysis of lightning flash data to evaluate lightning performance on
transmission lines in Peninsular Malaysia and address the gap. The GFD map produced
by GIS can also be utilized to analyze past lightning occurrences, known as historical
attributes, to assess their impact on TNB assets.

Lightning Performance of Transmission Line

A transmission line is vital in an electricity power system network since it transmits and
distributes electrical power along the line. A direct or indirect lightning strike on the
transmission line may disrupt supply. TNB’s statistics from 2001 to 2013 showed that
between 39% and 61% of transmission line outages are caused by lightning every year in
Peninsular Malaysia (Rawi et al., 2018).

Similar scenarios were also highlighted in other countries such as Brazil, Indonesia,
and China, where line outages due to lightning were reported to be 50 to 70% for 230 kV
lines, 66% for 150 kV lines, and 46% for 500 kV lines, respectively (Rawi et al., 2018;
Warmi & Michishita, 2018). High outage rates due to lightning activities were also reported
in Russia (He & Zeng, 2010). Thus, numerous studies have been conducted on improving
the lightning performance of transmission lines. According to Rawi et al. (2018) and Warmi
and Michishita (2018), lightning strikes on overhead transmission lines are affected by
several factors such as lightning density, tower footing resistance (TFR), soil resistivity
(SR), span length of transmission line, terrain characteristics, and monsoon seasons.

The lightning performance of a transmission line is often evaluated based on the
flashover rate, expressed as the number of flashovers by 100 km per year. This flashover
rate of the transmission line can be further broken down into two important parameters:
back flashover rate (BFR) and shielding failure flashover rate (SFFOR). The BFR refers
to the annual outage rate on a tower line length basis caused by a back flashover on a
transmission line, while the SFFOR is the annual number of flashovers on a tower line
length basis caused by shielding failures (IEEE Power Engineering Society, 1997).

GFD is one of the most important parameters that play a significant role in evaluating
the exposure of a transmission line to lightning strikes and identifying potential areas for
improvement in the line's design or maintenance. This parameter, coupled with others, will
contribute towards the overall assessment of the lightning performance of the transmission
line and reduce the risk of outages or damage caused by lightning strike failures, as
highlighted in this discussion.

Ground Flash Density
The IEC 62858 standard defines ground flash density, N,, as the number of cloud-to-ground
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flashes per kilometer squared per year (International Electrotechnical Commission, 2015).
This term is often viewed as the primary descriptor of lightning activity (Ab-Kadir, 2016;
Bouquegneau, 2014; Phillips, 2004). Ground flash density is one of the fundamental
lightning parameters that provide the basis for estimating the frequency of lightning effects
on the electrical system. This parameter can be measured from records of lightning flash
counters (LFC) or LLS, and it can also be estimated using thunderstorm day or hourly
records. Peninsular Malaysia was reported to experience GFD values as high as 28 flashes/
km?/year for about six years between 2004 and 2010 (Abdullah & Hatta, 2012).

Back Flashover Rate (BFR)

As highlighted earlier, GFD is an important parameter for evaluating the lightning
performance of transmission lines. Back flashover is a well-known dominant cause of
line tripping, and it occurs when lightning strikes the transmission tower or shield wire as
opposed to the shielding failure, typically with the lightning current of less than 20 kA,
which normally occurs due to failure of the shield wire to protect the phase conductor (Sardi
et al., 2008). Therefore, analyzing back flashover is crucial to determine the effectiveness
of a transmission line's design and maintenance in withstanding lightning strikes. It can
be achieved by examining various parameters, such as the Back Flashover Rate (BFR).

The BFR of the line can be calculated using the Equation 1 (IEEE Power Engineering
Society, 1997; Sardi et al., 2008),

BFR = 0.6NgP(I; > If) [1]
where,

Ns is the number of flashes to the line per 100 km per year and is given by Equation 2:
Ns = N, (28h%6 +b)/10 [2]

p (1 c>1 f) is the cumulative probability of the critical back flashover current, /. exceeding
I is then given by Equation 3:
P> 1) =1/[1+ GE**] [3]

where N, is GFD, 4, is the tower height, b is the distance between shield wires, and /; is
the median current of 31 kA.

Monsoon Seasonal Variation of Lightning Activity

Lightning activity in topical countries is reported to be related to the monsoon season
(Dewan et al., 2022; Isa et al., 2021; Kamra & Kumar, 2021; Rawi et al., 2017, 2018;
Wooi et al., 2016). Peninsular Malaysia has four monsoon seasons: the Northeast Monsoon
(December to March), the Southwest Monsoon (June to September), and the two shorter
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periods of inter-monsoon seasons (April to May and October to November). According
to Rawi et al. (2017), the most active periods of lightning are during the inter-monsoon
season, which is from April to May and October to November.

Use Cases of Area and Lightning Flashes Data

Peninsular Malaysia is in Southeast Asia, between 1° to 7° North latitude and 99° to 105°
East longitude, with a total area of 131,802 km?. It comprises 11 states and 2 federal
territories, grouped into four regions: Northern, East Coast, Central, and Southern. These
regions are represented by labels (N1-N4, E1-E3, C1-C3, and S1-S3) in a map shown in
Figure 3, and the land areas of each state and federal territory are listed in Table 1.

Table 1
Peninsular Malaysia Map }N\ List of regions in Peninsular Malaysia with respective
- land areas of state and federal territories
% : ‘ . Area
LA G Region State (km?)
B e Perlis, N1 813
) L E2
: M \ ARV L Northern Kedah, N2 9,471
Region  Pylau Pinang, N3 1,050
= | L soutn crinasea
sarsoranes I Es Perak, N4 20,912
N
H g‘g? . East Kelantan, E1 15,030
N [ s2 \
A 3 Coast Terengganu, E2 12,956

Legend st i :

Penisua oyt TR s Region Pahang, E3 35,944
Nt Rrgon Selangor, C1 7,920
Southern Region C entral

N1- Perlis C1- Selangor X Kuala L 2 24

NEEn o O el Region e }lmpur’ ¢ .

BT tantan S5 Nogen Sembilan Putrajaya, C3 49

ggi ;ear::,?gganu $3- Johor 0 20 40 80 120 160

Kilomsters Melaka, S1 1,655
; i th . .
Figure 3. Map of study area replotted using ArcGIS Sou .ern Negeri Sembilan, S2 6.653
software Region
Johor, S3 19,106

This study utilized lightning flashes data provided by the LLS from the period of 2012
up to the year 2017. Although lightning flash data beyond 2018 was not accessible for this
study, the data from this 6-year period, which comprises over 4 million records, is still
valuable for analyzing lightning patterns and trends. This analysis is essential for developing
an effective approach to mitigate lightning damage. Table 2 presents lightning flash data,
including date and time, latitude and longitude in decimal degrees, discrimination (type
of flash with polarity), and the peak current in kA.
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Table 2
Sample of original lightning data
Date and Time Lat (°) Lon (°) Discrimination  Peak Current (kA)

1/1/2017 2:27:17AM  2.53043  103.686874 CG- -13
1/1/2017 8:10:12AM  5.69484  102.118904 CG- -12
1/1/2017 8:38:46 AM  5.642838  102.334763 CG- -40
1/1/2017 3:31:31 PM  2.689012  101.49189 CG- -31
1/1/2017 3:33:55PM  2.691144 101.486023 CG- -54

Note. CG- means negative polarity cloud-to-ground flash

METHODOLOGY

The study used ArcGIS software version 10.8.2 to process the data collected from the LLS
and the base map from the Department of Survey and Mapping Malaysia (JUPEM). The data
was used for statistical analysis and to create a GFD map. The selected transmission line
was then assessed using the created GFD map. The procedure for the study is summarized
in Figure 4.

/ Peninsular Malaysia  / l

Basemap / Apply Kertau RSO Malaya
(meters) projection
/ Lightning data from / |
2012 to 2017 ) X
Store lightning and basemap
data in Geodatabase

Clip lightning data according

to basemap
. Join lightning and in li i i 2
Export attribute in lightning ) Obtal_n Ilgh_tnlng _GFD Wlt!’l 1km
X basemap state data suing cell size using point density and
data to text file e
the spatial join tool raster calculator tools

Statistical analysis and
Probability of peak current
using GEV distribution in
MATLAB

Figure 4. Procedure for statistical analysis and GFD maps

List of definitions for the terms used in Figure 4 are stated as the following (Chang,
2008; Xie et al., 2000; Yao, 2020):
* ArcGIS server serves GIS services such as maps, geodata, and image services.
All services provide remote access to a geodatabase through the LAN, WAN, or
Internet using an ArcGIS Server.
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»  Kertau RSO Malaya (Meters) is a projected coordinate system in Malaysia.

* Ageodatabase is a set of structured information that can store, manage, and access
data.

» Clip is a geoprocessing tool to extract input features overlaid on the clip features.

»  Spatial data describes the location of spatial features on the Earth’s surface based
on a geographic coordinate system with longitude and latitude values.

» Attribute data describes an item or spatial feature in more detail and is stored in
tabular format in the geodatabase.

» Spatial join is an analysis to append additional data based on the relative locations
of the features in the two layers.

* Point density is a geoprocessing tool to calculate the density of point features
around each output grid cell.

*  Araster calculator is a geoprocessing tool for performing raster analysis using a
Map Algebra expression.

The ArcGIS desktop software was required to create a geodatabase of the lightning
and Peninsular Malaysia base map data imported into the software. This geodatabase, or
“gdb.” enabled users to design, store, and manage spatial and non-spatial data in a single
environment. The raw lightning flash data were then clipped to the base map of Peninsular
Malaysia to remove all lightning flash data that fell outside the study area.

Statistical Analysis and Peak Current Probability

As shown in Figure 4, the statistical analysis of the clipped lightning flashes data was
conducted based on yearly and monthly frequency and seasonal variation during the
monsoon. The analysis was performed separately for negative and positive flashes datasets
with distinct characteristics. The statistical results for each dataset were calculated,
including the maximum and minimum peak value (kA), median, mode, mean, and standard
deviation. Additionally, the distribution of lightning flashes by state and region was included
in the analysis using the spatial join tool available in ArcGIS software.

The lightning peak current probability density function (pdf) for each data set was
also computed using the General Extreme Value (GEV) distribution to describe how often
random lightning events happen. GEV distribution was used to represent the probability
distribution of lightning flashes' peak current data, as shown in Figure 5. GEV is a family
of continuous probability distributions developed within extreme values theory to combine
Gumbel, Frechet, and Weibull families or specified as type I, II, and III extreme value
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distributions, respectively. The GEV distribution is commonly used for representing
large-range data such as extreme weather. Previous researchers discovered that using
GEV distribution for extreme data was practical, popular, and satisfactory for estimating

0.45

041

Probability Density
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Figure 5. The generalized extreme value distribution

extreme weather, such as the subtropical
monsoon, extreme daily temperatures, and
extreme rainfall (Shukla et al., 2010; Yendra
etal., 2021).

GEV distribution combines the type I,
11, and III extreme value distributions into
a single family to allow for a continuous
range of possible shapes. Type I distribution
is normally a distributed curve without
skewing, while type II and III are left-
skewed and right-skewed, respectively. The
curve distribution is filled with a location

(The MathWorks Inc., 2021) .
parameter, mu (l), a scale parameter, sigma

(o), and a shape parameter, k. When £ < 0,
the GEV is equivalent to the type III extreme value. When k£ > 0, the GEV changes to the
type 1. As k approaches 0, the GEV becomes type I in the limit.

The probability density function of the GEV distribution can be expressed as Equation 4
(Provost et al., 2018).

pisnan) ek (T {15 a

Based on GEV distribution for the lightning data sets, the lightning peak current at 5%,
50%, and 95% occurrence probability for the entire Peninsular Malaysia were determined
from 2012 to 2017. The MATLAB software implemented all the statistical analyses and
probability peak currents of the lightning flashes method presented here.

Ground Flash Density Map of Peninsular Malaysia

The lightning data for the period 2012 to 2017, imported into the ArcGIS software, were
separated into negative and positive polarity data sets. The GFD maps for Peninsular
Malaysia were developed using these data sets and the ArcGIS tools of point density and
raster calculator, with a 1 km x 1 km grid cell.

RESULTS AND DISCUSSION
Annual Variation and Statistical Analysis for Peninsular Malaysia

According to historical data of lightning events in Peninsular Malaysia, 4,629,881 lightning
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flashes (including both negative and positive polarities) were recorded by the LLS between
2012 and 2017. However, only 4,536,380 lightning flashes that landed on the land of
Peninsular Malaysia were used in this study (i.e., removing flashes that landed in the sea).
The summary of findings for the lightning flashes from 2012 to 2017 is shown in Figure
6, with ranges from 371,773 in 2014 to 830,568 in 2017 for negative polarity and from
27,219 in 2014 to 434,416 in 2017 for positive polarity.

1,400,000
1,200,000
1,000,000
800,000 .
600,000

400,000 —

Number of Lightining Flashes

200,000

2012 2013 2014 2015 2016 2017
u Positive 59,636 118,330 27,219 60,594 154,061 434,416
Negative 628,189 637,820 371,773 488,313 725,461 830,568

Year

Figure 6. Annual variation of lightning distribution based on polarity from 2012 to 2017

The data shows that negative polarity lightning flashes contributed about 81% of the
total flashes from 2012 to 2017, while the remaining were positive. Hence, it is evident
that most lightning flashes in Peninsular Malaysia are negative. According to the yearly
trend of positive polarity lightning flashes, the percentage of positive polarity lightning
flashes has shown an increasing trend from 2014 to 2017, with the recorded percentages
being 7%, 11%, 18%, and 34%, respectively. Furthermore, the results showed that there
have been more lightning flashes over the last three years studied (i.e., 2015. 2016, and
2017). It could be attributed to the upgraded LLS system, where the detection efficiency
and location accuracy improved to 95% and 500 m, respectively. Notably, the system can
detect lightning strikes as far as 600 km from the sensors.

A comprehensive statistical analysis and peak current probability were carried out to
present the lightning flashes from 2012 to 2017. Tables 3 and 4 show the statistical analysis
and peak current probability of negative and positive lightning flashes. Within the 6 years,
the highest magnitude of maximum peak currents observed for negative and positive
lightning flashes were 508 kA (in 2016) and 427 kA (in 2017), respectively. In contrast, the
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Table 3
Statistical analysis and lightning peak current probability of negative lightning flashes

No. of Min Max Median Mode Mean Standard ~ Peak current Probability

Year  pishes  (KA) (kA)  (kA)  (kA)  (KA) DeV‘j“on 95%  50% 5%
2012 628,189 3 290 18 2 21 15.67 6 18 52
2013 637,820 3 444 17 9 21 16.62 6 17 56
2014 371,773 3 221 20 13 24 16.06 8 20 56
2015 488313 1 322 19 12 24 17.86 7 19 59
2016 725461 1 508 18 6 2 18.03 5 18 57
2017 830,568 1 426 19 10 25 21.96 5 19 68
2012- 3,682,124 1 508 18 2 23 18.25 6 18 58
2017
Table 4

Statistical analysis and lightning peak current probability of positive lightning flashes

No.of Min Max Median Mode Mean Standard ~ Peak current Probability

Year  pashes  (kA) (kA)  (kA)  (kA)  (kA) Deviationo  95%  50% 5%
2012 59,636 3 186 8 6 11 10.47 4 8 25
2013 118330 3 214 8 6 10 9.26 4 8 23
2014 27219 3 245 9 7 13 13.40 5 9 31
2015 60,594 1 234 8 6 1 10.64 4 8 23
2016 154,061 1 253 6 5 8.99 3 6 19
2017 434416 1 427 7 5 9 8.96 3 7 21
2012- 854256 1 427 7 5 9 9.48 3 7 21

2017

lowest magnitude of maximum peak currents observed for negative and positive lightning
flashes were 221 kA (2014) and 186 kA (2012), respectively. The median peak current
recorded for negative lightning flashes was 17 to 20 kA and 6 to 9 kA for positive lightning
flashes. At the same time, the mean peak current recorded for negative lightning flashes
was in the range of 21 to 25 kA and 9 to 13 kA for positive lightning flashes.

In previous studies conducted at various locations in Malaysia, several findings were
reported, but the available information is limited for comparison. However, our study
recorded lightning peak currents comparable to previous studies, as listed in Table 5. It is
worth noting that these studies were based on different LLS, with detailed information on
the SAFIR 3000 LLS (Chan & Mohamed, 2018; Johari et al., 2021). To further validate
these findings, previous studies conducted along the same case line in Peninsular Malaysia
using the same LLS system between 2004 and 2015 reported similar results (Rawi et al.,
2018). These studies found median peak first stroke currents of 18 kA for negative flashes
and slightly higher at 14 kA for positive flashes. Additionally, a high peak first stroke current
of 378 kA was reported. It is important to note that the flash peak current corresponds to the
peak current of the first stroke in the case of multi-stroke flashes (Diendorfer et al., 2014).
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Table 5
Comparison of peak currents reported in previous studies for negative and positive lightning flashes

LLS - reported Peak Currents
Negative lightning flash Positive lightning flash

- - - - No. of Source
Year Min Max Mean Median Min Max Mean Median Flash
(kA)  (kA)  (kA)  (kA)  (kA)  (kA)  (kA)  (kA)
2012 — 1 508 23 18 1 427 9 7 4,536,380
2017
2013 - 1.9 139.6  13.6 13.6 10 86.7 14.2 12.8 572,282 Johari et
2015 al. (2021)
2015 1.80 140 1.9 100.5 201,296 Chan
and Bin
Mohamed
(2018)

The analysis of the probability of lightning peak current for the same data set showed
that 95% of the time, the peak current occurred in the range of 5 to 8 kA for negative
lightning flashes and 3 to 5 kA for positive lightning flashes. Meanwhile, 50% of the time,
the peak current was within 17 to 20 kA for negative lightning flashes and 6 to 9 kA for
positive ones. Additionally, 5% of the time, the peak current was 52 to 68 kA for negative
lightning flashes and 19 to 31 kA for positive ones.

Monthly and Monsoon Seasonal Variation for Peninsular Malaysia

Figure 7 reveals the monthly variation of lightning flashes during 6 years. The highest
occurrences of negative lightning, with 616,860 flashes, were recorded in May, while the
lowest negative lightning flashes, with 75,602 flashes, were observed in February, and for
positive lightning flashes, the month of April had the most lightning, with 156,788 flashes
while February had the fewest with 11,928 flashes.

700,000

600,000
500,000
400,000
300,000
200,000
100,000 l
L
pr

0
Jan Feb Mar June July Aug Sept Oct Nov Dec
® Negative 87,353 75,602 188,026 554 093 616 860 352,974 337,945 337,605 337,787 388,849 268,437 136,593
W Positive 18,086 11,928 32,669 156,788 134,663 94,825 74,584 78,014 72,319 94966 62,571 22,843
Month

Number of Lightning Flashes

Figure 7. Monthly variation of lightning distribution based on polarity from 2012 to 2017
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A statistical analysis of the lightning flashes from 2012 to 2017 for Peninsular Malaysia
was carried out according to the monsoon season, as shown in Figure 8 and Table 6,
respectively. It is observed that most lightning occurred during the Southwest Monsoon
season from May to September, while the lowest was recorded during the Northeast
Monsoon season from December to March. During the two Inter-Monsoon periods, from
April to May and October to November, there were also higher lightning occurrences
compared to the Northeast Monsoon season. These findings are consistent with previous
studies that showed higher lightning flashes occurring during the two inter-monsoon periods
(Rawi et al., 2017).
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u Negative 487,574 1,170,953 1,366,311 657,286
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Month and Monsoon Season

Figure 8. Monsoon season variation of lightning distribution based on polarity from 2012 to 2017

Table 6
Statistical analysis of lightning flashes and peak current probability for Peninsular Malaysia based on
Monsoon seasons

Negative Polarity

; . Standard Peak Current
Monsoon Period No. of Min Max Median Mode Mean Deviation Probability
Flashes  (kA) (kA)  (kA) kA)  (kA)

o 95%  50% 5%

Northeast ~ DECSMber o0 574 1 424 18 12 2309  17.90 6 18 57
— March

FirstInter-— April = 00 953 ) 348 18 10 2309  17.90 5 18 56

Monsoon May
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Table 6 (Continue)

Negative Polarity

. . Standard Peak Current
Monsoon Period No. of Min Max Median Mode Mean Deviation Probability
Flashes  (kA) (kA)  (kA) (kA) (kA)

o 95% 50% 5%
June —
Southwest 1366311 1 508 17 11 2178 17.18 6 17 55
September
Second October —
Inter- ctobe 657,286 1 444 19 11 2485  20.05 6 19 64
November
Monsoon
Positive Polarity
Northeast ~ DSCEmber g5 ¢ 1 287 8 6 1138 11.77 4 8§ 28
— March
First Inter-— April =) ysp 1 427 7 5 9.1 9.1 3 7 21
Monsoon May
June —
Southwest 319,742 1 265 7 5 8.90 8.73 3 720
September
Second
Inter- October =15, 537 | 299 7 5 9.38 9.40 3 721
November
Monsoon

According to the monsoon seasonal variation, the highest maximum peak current
of negative and positive lightning flashes observed were 508 kA (during the Southwest
Monsoon) and 427 kA (during the first Inter-Monsoon), respectively. Table 6 shows
little variation in the lightning peak current magnitude at 95%, 50%, and 5% occurrence
probability when analyzed according to the monsoon seasons.

Lightning Occurrence Distribution by State in Peninsular Malaysia

According to the detected latitude and longitude, the frequency of lightning flashes was
plotted on a graph based on state and region, as depicted in Figure 9. The state with the
highest negative and positive lightning flashes was E3 (Pahang), with 916,286 and 267,255,
respectively. In contrast, C3 (Putrajaya) has the least lightning flashes, with 4,609 negative
and 376 positive lightning flashes. In Peninsular Malaysia, the state of Pahang has the
largest area, as shown in Table 1, which results in a higher total number of lightning
flashes, compared to Putrajaya state, which has the smallest area and the lowest number
of lightning flashes.

Ground Flash Density Maps

The GFD maps for Peninsular Malaysia from 2012 to 2017 were produced separately for
negative and positive polarity lightning. Figure 10 and Figure 11 compare the negative
and positive GFD maps between 2012 and 2017, respectively. These results show that the
hotspot areas for negative GFD are within the central region of Peninsular Malaysia (Kuala
Lumpur and Selangor). From 2012 to 2015, the highest negative GFD was 45 flashes/km?/
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year. However, in 2016, the highest count increased to 62 flashes/km?/year, and 73 flashes/
km?/year were reported to be the highest negative GFD in 2017.

1000000
900000
800000
700000
600000
500000

400000

300000
200000
100000 I I
. N . I [ s e un s NN
N2 N3 N4 El E2 E3 Cl C2 S1 S2 S3

Number of Lightning Flashes

N1 C3
Northen Region East Coast Region Cental Region Southern Region
m Negative 7,952 152,243 22,441 662,339 415,145 344,408 916,286 331,200 34,856 4,609 45,601 200,869 544,175
H Positve 1,094 49,089 7,348 184,583 110,618 60,990 267,255 45,732 2,886 376 8,279 38,859 77,147
State and Region

Figure 9. Lightning flash distribution in Peninsular Malaysia from 2012-2017 based on polarity and state

N N N

Negative Ground Flash Density Map for A\ Negative Ground Flash Density Map for | Negative Ground Flash Density Map for |
year 2012 year 2013 year 2014

- e Kirts

(a)

N
Negative Ground Flash Density Map for )\ Negative Ground Flash Density Map for A Negative Ground Flash Density Map for A

year 2015 vear 2016

z
z

@ o @
Figure 10. Negative ground flash density in Peninsular Malaysia. (a) 2012; (b) 2013; (c¢) 2014; (d) 2015; (e)
2016; (f) 2017
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Figure 11. Positive ground flash density in Peninsular Malaysia. (a) 2012; (b) 2013; (c) 2014; (d) 2015; (e)
2016; (f) 2017

Due to the lower occurrences, the maximum recorded value of positive GFD is lower
compared to the negative GFD. The positive GFD maps show that the hotspot area is
within the Northern region (Perak) and East Coast regions (Pahang and Kelantan). The
highest positive GFD of 23 flashes/km?/year was observed in 2017, 28% more than the
highest positive GFD recorded in 2016 and approximately double the highest positive GFD
recorded in 2015. Based on the combined lightning flashes from 2012 to 2017, Figure 12
shows the average GFD map for Peninsular Malaysia. It is seen that the Central region is
the main hotspot for negative GFD, with the highest average GFD of 38 flashes/km?/year.
Meanwhile, the Northern and East Coast regions are the hotspots for positive GFD, with
the highest average GFD of 6 flashes/km?*/year.

Table 7 provides information on the specific locations in Peninsular Malaysia with
the highest count of lightning flash density (GFD), determined from the GFD map created
in ArcGIS. For instance, the highest count of negative GFD between 2012 and 2017 was
recorded in Kuala Lumpur, with a value of 73 flashes/km?/year in 2017. These 73 negative
lightning flashes occurred within a 1 km square area, centered at 3° 04' 02.31" N latitude
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and 101°43'38.44" E longitude. The developed GFD map enables efficient geolocation of
lightning incidents within Peninsular Malaysia, which is important for lightning protection
design.

N N
Average Negative Ground Flash Density A Average Positive Ground Flash Density A
Map for the year 2012 to 2017 Map for the year 2012 to 2017
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Figure 12. Average ground flash density in Peninsular Malaysia from 2012 to 2017. (a) Negative polarity;
(b) Positive polarity

Table 7
Maximum GFD count and the location from the year 2012 to 2017 for both polarities

Coordinates of the Coordinates of the

central point of Max central point of a 1 Max

Year a 1 km? grid cell State Nfgggve km? grid cell (Latitude/ State P(és;t]l)v ¢
(Latitude/Longitude) Longitude)
2012- N 3°09'27.67"/E Kuala 38 N 5°52'18.40"/ E 101°  Kelantan 6
2017 101° 42' 00.50" Lumpur 58'24.05015489
2012 N 2°57'31.89"/ E Selangor 40 N 4°07'32.91"/ E Pahang 8
101° 45" 48.88 101°49'58.44" & N & Johor
2°24'01.64"/ E 103°
30'33.81"
2013 N 3°10'32.48"/ E Kuala 45 N 4°31'12.37"/E 100° Perak 11
101° 39'50.77" Lumpur 40'41.80"
2014 N 4°19'20.96"/ E Perak 31 N 5°47'57.39"/ E Perak & 7
101°2'22.12" & N 101° 54' 04.49" & N Kelantan
3°57"41.33"/ E 101° 4°20'58.76 / E101°
16'29.53" 02' 54.22"
2015 N 3°13'47.51"/ Selangor 45 N 5°48'30.88"/ E Kelantan 12
E101°37'40.72" 102°01'39.57"
2016 N 3°09'27.44"/ E Kuala 62 N 4°03'04.84"/ E Perak 18
101° 40' 23.32" Lumpur 101° 05'40.02"
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Table 7 (Continue)
Year Coordinates of the State Max Coordinates of the State Max
central point of Negative central point of a 1 Positive
a 1 km? grid cell GFD km? grid cell (Latitude/ GFD
(Latitude/Longitude) Longitude)
2017 N 3°04'02.31"E Kuala 73 N 5°04'52.38"/ E Perak & 23
101° 43' 38.44" Lumpur 100° 45' 58.27"/ & N Kelantan
5°50'07.90"/ E 101°
56' 14.26"

Application of GFD Map on Transmission Line Performance Evaluation

The lightning exposure of a selected transmission line can be determined by overlaying
the GFD map onto the transmission line and focusing on the lightning flashes data within
a 5-km buffer radius of the transmission line's centerline. Figure 13 shows an example of
the lightning exposure on a 500 kV transmission line A-B.

Negative Lightning Flashes for the year ) Average Negative GFD Mo for the )\
| 2012002017 at 500 KV Yine A-B A Purasnva year 2012 to 2017 at 500 k¥ Line A-B

PUTRAJAYA

+ Negative Lightning Flashes

A B -
f . o
v

r
Legend A 2
©Peninsular Malaysia ons
=5-km Buffer . oar
« Tower Line A-B b

s .
- — — " — —

(a) (b)

Figure 13. Lightning exposure within a 5-km buffer from the 500 kV Line A-B from 2012 to 2017. (a) Negative
lightning flashes recorded data; (b) Negative GFD map

Between 2012 and 2017, the transmission line was exposed to 23,529 negative lightning
flashes within a 5-km buffer along the line. The average negative GFD within this buffer
was recorded between 3 and 12 flashes/km?/year, with peak current ranging from 2 kA to
278 kA. As demonstrated in Figure 13 (b), the towers located in areas with higher lightning
GFD values pose a higher risk of lightning related faults. Therefore, it is crucial to prioritize
on monitoring and maintaining these areas. This concern has been previously addressed
by other researchers (Hatta et al., 2019; Rawi et al., 2018; Tofani et al., 2018).

Details related to these towers, such as TFR and SR values, ground elevation, and the
historical lightning-related tripping incidents, can be extracted by utilizing the GFD map

412 Pertanika J. Sci. & Technol. 32 (1): 395 - 418 (2024)



GIS-based Ground Flash Density and its Statistical Analysis

developed in ArcGIS software, as demonstrated in Figure 14. The analysis of the BFR
value involved applying Equation (1) to (3). Notably, Figure 14 reveals a crucial parameter
for BFR calculation, specifically the average negative GFD, N,, value of 10 flashes/km?/
year. This information is essential for calculating the BFR value and serves as key metric
for evaluating the lightning performance of transmission lines, as highlighted by Ardila
et al. (2023).
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Figure 14. Negative GFD and tower details at one of the towers along the 500 kV Line A-B

By assuming /. =248 k4 and given 7,=45m b=2m
P(Ic > Ip) =1/[1+ (5)%] = 44671 x 1073

Ng = Ny(28h° 4+ b)/10=276.84
BFR = 0.742 flashovers/100 km/year

It means that 0.742 back flashovers are to be expected in a year for 100 km.

Therefore, the GFD map developed for transmission lines can evaluate their
performance, monitor them, and design appropriate lightning protection systems. This
information can help identify high-risk areas and design lightning protection systems,
such as installing shield wire, reducing tower footing resistance, increasing insulation
levels, and installing arresters to reduce the impact of lightning strikes (Ahmed et al.,
2023; IEEE Power Engineering Society, 1997). By implementing lightning mitigation
measures, routine maintenance, and inspections of transmission lines, their reliability can
be significantly improved.

Pertanika J. Sci. & Technol. 32 (1): 395 - 418 (2024) 413



Nurzanariah Roslan, Ungku Anisa Ungku Amirulddin, Mohd Zainal Abidin Ab. Kadir and Noradlina Abdullah

CONCLUSION

In this study, GFD mapping and statistical analysis were used to assess the impact of
lightning on transmission lines. The findings provide valuable information for power
companies and researchers. Results show that 81% of the 4,536,380 lightning flashes
were caused by negative polarity lightning, which severely impacts transmission lines.
The annual lightning flashes increased from 2015 to 2017 due to improved detection by
the LLS network after an upgrade in 2015.

The mean peak current of negative lightning flashes was higher than that of positive
flashes, in the range of 21 to 25 kA and 9 to 13 kA, respectively. The 95% probability
of occurrence for negative and positive lightning flashes was 5 to 8 kA and 3 to 5 kA,
respectively. More lightning activity was recorded during the Southwest Monsoon (June to
September) and first Inter-Monsoon (April to May) compared to other seasons. The state
of Pahang had the most lightning flashes due to its large land area.

The results from the developed GFD map indicate that the Central region was the major
hotspot for negative GFD and that the hotspots for positive GFD were in the Northern
and East Coast regions. The highest negative and positive GFD were recorded in 2017
at 73 flashes/km?/year and 23 flashes/km?*/year, respectively. Over the six years studied
(2012-2017), the highest average negative and positive GFD were 38 flashes/km?/year
and 6 flashes/km?/year, respectively.

To summarize, this paper outlines a method for conducting a statistical analysis of
lightning flashes and creating GFD maps using GIS to assess lightning performance on
transmission lines. For future work, it is recommended to incorporate meteorological
data better to understand correlations between lightning distribution and transmission line
performance.
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ABSTRACT

Microwave-assisted activation is a green technology technique that can synthesize
activated carbon from bagasse. In this study, microwave-assisted ZnCl, chemical activation
was applied to convert bagasse to activated carbon (BAC). Activating activated carbon
was optimized using surface response methodology (RSM). The Box-Behnken (BBD)
design was used to assist in the optimum synthesis condition, with the loading of ZnCl,
concentration (A: 10-50% w/v), heating time (B: 2—12 min), and microwave power (C:
150-800 W). The BAC was characterized using Brunauer-Emmett-Teller (BET), Scanning
Electron Microscopy (SEM), Fourier Transform Infrared (FT-IR), and moisture content.
The findings of the BAC optimization were at a ZnCl, concentration of 24.281 (% w/v), 12
min of heating time, and 800 W of microwave power. The characterization result shows that
BAC,, has mesoporous carbon and a desirable surface area of 446.874 m*/g, average pore
size of 4.071 nm, pore volume of 0.054 cc/g, and total pore volume of 0.2531 cc/g. SEM
analysis revealed that microwave-generated pore structures lead to the ZnCl, activation
process. The pore structures of the raw material and activated carbon were different. The
FT-IR analysis shows the existence of functional groups as well as changes in functional
groups from raw material to activated carbon. The moisture content study findings are
5.51t0 9.21% in accordance with the Indonesian National Standard (SNI) 06-3730-1995.
The isothermal adsorption-desorption

process is classified as type IV adsorption
ﬁg;ii:&%y gebmary 2023 with hysteresis loop H4, suggesting that
?gﬁﬁgﬁi‘;ﬁ%?ﬁ’fgzm y the pore distribution in activated carbon is
[ mesoporous with a tiny pore width and slit-
shape pore materials.
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INTRODUCTION

Biomass waste as a feedstock for renewable energy or the development of material
innovation is a challenge in research (Daochalermwong et al., 2020). The significant
increase in biomass waste is getting much attention due to environmentally friendly aspects
and the availability of raw materials, which is also one aspect of sustainable development
(Ummartyotin & Pechyen, 2016). Using biomass waste as raw material for material
innovation or renewable energy has developed methods and is still being developed to
meet industrial needs. One of the developments focuses on the use of biomass waste as an
adsorption material known as an adsorbent (Ummartyotin & Pechyen, 2016). Activated
carbon is an amorphic compound produced from materials with a high carbon level and is
specially modified to produce a larger surface area (Arnelli et al., 2019). On an industrial
scale, activated carbon is utilized as an adsorbent for purification and separation processes
(Ozdemir et al., 2014). Hence, it is utilized in wastewater treatment, metal recovery, solvent
recovery, food processing, and improving odor and flavor (Ao et al., 2018).

Several studies have produced activated carbon from various biomass wastes such
as sugarcane bagasse (el Nemr et al., 2022; Foo et al., 2013; Jiang et al., 2021; Karri et
al., 2020; Kaushik et al., 2017; Salihi et al., 2017), macadamia nut endocarp (Junior et
al., 2014), pineapple leaf (Daochalermwong et al., 2020), rice husk (Arnelli et al., 2019),
grape stalk (Ozdemir et al., 2014), cotton stalk (Deng et al., 2009), sludge waste (Bian
et al., 2018), rubber fruit shell (Suhdi & Wang, 2021) and many more. Based on the
study's findings, biomass waste can be converted into low-cost adsorbents (Buthiyappan
et al., 2019). Activated carbon preparation from lignocellulose often uses physical or
chemical activation (Abdulhameed et al., 2021). The physical activation process involves
the carbonization of raw materials under inert conditions, followed by the activation of
the resultant carbon at high temperatures (Mahmood et al., 2017). In contrast, chemical
activation consists of a single step. It is conducted in the presence of dehydrating reagents
such as KOH, K,CO,, NaOH, ZnCl,, and H;PO,, which inhibit tar formation and enhance
pyrolytic decomposition (Deng et al., 2009). In this study, we used a combination of
chemical and physical activation to improve activated carbon characteristics. Lam et al.
(2017) state that combining chemical and physical activation will produce activated carbon
with highly accessible pores. ZnCl,, as an activator in chemical activation, was used for its
advantages in generating activated carbon with small pore volume, pore size, and higher
surface area (Luo et al., 2019). Furthermore, microwaves can affect activated carbon's pore
structure and surface area (Arnelli et al., 2019).

Sugarcane Bagasse is one of the biomass wastes that can be developed into activated
carbon. Sugarcane bagasse comprises approximately 50% cellulose, 25% hemicellulose,
and 25% lignin, each reacting vigorously with dyestuff and heavy metals (Buthiyappan et
al., 2019). However, unmodified sugarcane bagasse has limited absorption efficiency, long

420 Pertanika J. Sci. & Technol. 32 (1): 419 - 436 (2024)



Optimization and Characterization of Activated Carbon from Bagasse

contact time, and low pH sensitivity. Sugarcane bagasse can be chemically and physically
modified to generate low-cost activated carbon and efficiently remove heavy metals,
dyestuffs, and phenols (Buthiyappan et al., 2019). The availability of sugarcane bagasse
based on Indonesian Plantation Research Center (P3GI) data, from 62 sugar factories,
29,911 million tonnes of sugarcane can be milled per year, resulting in 2,991 million tonnes
of bagasse will be produced (Hidayati et al., 2016). Meanwhile, up to 3,500 tonnes of
sugarcane is used daily at the Madukismo Sugar Factory in Yogyakarta, and 1,400 tonnes
of bagasse are generated daily. 50% of the bagasse produced by the milling process will
be used as boiler feed, the others being stored as waste with no economic value. Bagasse
can be used as a raw material for producing activated carbon for adsorption due to the high
carbon concentration of the lignocellulose in bagasse (Hidayati et al., 2016).

Activated carbon is composed of functional groups bound to fused aromatic rings,
which are predicted to have comparable chemical characteristics to aromatic hydrocarbons.
Thermal, hydrothermal, or chemical treatment can alter and adjust surface functional groups
in carbon matrices for specific applications (Ao et al., 2018). To optimize the activated
carbon preparation from bagasse, we used Response Surface Methodology (RSM). RSM
was chosen in some recent studies to optimize the preparation parameters and further
analyze potential interaction between various parameters (Yuan et al., 2018). Box-Behnken
Design (BBD) is one of the RSM commonly used in food processing, analytical chemistry,
and AC production. BBD provides the following advantages: BBD assists in optimizing
variables with the fewest number of experiments, contributes further analysis interaction
between variables, can effectively estimate factors of the quadratic model, and avoids
combination factors at an extreme range (Yuan et al., 2018).

This study converted bagasse from the Madukismo sugar factory in Yogyakarta,
Indonesia into activated carbon. Chemical and physical activation were combined to prepare
activated carbon. The activation was performed using microwave-assisted ZnCl, chemical
activation. This study aims to optimize activated carbon (AC) production from sugarcane
bagasse using ZnCl, as a precursor in chemical activation and microwave-assisted activation
as physical activation. Optimization of activated carbon used RSM. The BBD design was
approached in the optimum synthesis condition. The effect of microwave power, heating
time, and ZnCl, concentration on activated carbon was investigated. In addition, BET
surface area, iodine number, surface functional group analysis by Boehm titration, FT-IR
analysis, and SEM-EDX were used to characterize the bagasse-activated carbon.

METHODOLOGY
Activated Carbon (AC) Preparation

Raw Material. Sugarcane Bagasse (SB) was obtained from Madukismo Sugar Factory,
Yogyakarta, Indonesia. Sugarcane bagasse was washed with distilled water several times
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to remove the dirt and dried in an oven at 110°C for 24 hrs. The material was subsequently
pulverized and granulometrically into particles with sizes 177 um. The proximate
examination of the raw material was performed at Pusat Studi Pangan dan Gizi Gadjah
Mada University, Indonesia to determine the concentration of hemicellulose, cellulose,
and lignin.

Synthesis of Activated Carbon. Conventional pyrolysis and microwave-assisted ZnCl,
chemical activation were utilized to prepare the activated carbon. Sugarcane bagasse
was placed in a furnace and heated at a rate of 15°C/min from 30 to 500°C for one hour.
The generated char is properly preserved in a plastic container for further activation. The
activation process for activated carbon consists of two steps: chemical and physical. The
first step is chemical activation. In 50 ml of ZnCl, solution, the carbon is submerged for
12 hrs at impregnation ratios of 10% w/v (low factor level), 30% w/v (midpoint), and 50%
w/v (high factor level). The carbon was subsequently reactivated (second step) using a
conventional microwave oven (Samsung ME731K 2.45 gHz) and subjected to different
heating times (min) and microwave radiation (W). Table 1 shows the combination of
variables for the optimization process. The optimization process of activated carbon was
performed in duplicate for each combination variable. The resulting material was repeatedly
rinsed with 0.1 M HCI and distilled water until the pH of the solution dropped to 7.0. The
resulting AC was separated, dried at 110°C for 24 hrs, and stored for further analysis.

Table 1
Real variables and levels in BBD experimental design
Factors Coded value
-1 0 +1
ZnCl, concentration, A (% w/v) 10 30 50
Heating time, B (min) 2 7 12
Microwave power, C (W) 150 450 800

Box-Behnken Experimental Design. Response surface methodology with Box Behnken
Design (BBD) was used to examine the interaction between variables and response in the
activated carbon activation (Junior et al., 2014). In this study, independent variables A,
B, and C were altered (-1, 0, +1), with the iodine number of activated carbon (mg/g) as
the dependent variable. Table 1 shows the variable combinations utilizing the BBD. The
BBD experimental design employs 15 experiments with 12 factorial and 3 central points.
Response prediction (Y) can be determined using a second-order polynomial regression
model (Equation 1) (Junior et al., 2014; Yuan et al., 2018).

k k k—1 k
Y = bO +Zbixi+2biixi2 +ZZbijxin [1]
i=1 i=1 i=1 j=2
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Where Y is the predicted response value, x; and x; are real or code variables, b, represents
the constant term, b; represents the linear effect term, b; represents the quadratic effect
term, and b, represents the interaction effect term (Yuan et al., 2018). The experimental
data regression model and statistical significance model were assessed using analysis of
variance (ANOVA). Design Expert is utilized for design experiment development, model
evaluation, and optimization.

Characterization of Activated Carbon

Moisture Meter MA 45 Sartorius obtained the water content of activated carbon. 1+0.2
gram activated carbon was placed in an aluminum container, then heated at 105°C until the
constant weight reached. Moisture content was displayed when the process finished. The
iodine number was determined using the sodium thiosulfate volumetric method (Siragi et
al.,2021). The iodine number is a relative indicator of porosity in activated carbon and can
be used to estimate the surface area of activated carbon. The pore size of activated carbon
can be approximated by analyzing the iodine number >1.0 nm (Ozhan et al., 2014). The
surface area of activated carbon was determined by Brunauer-Emmet-Teller (BET). Pore
structure and pore distribution were evaluated by nitrogen adsorption at 77 K using NOVA
2000 Quantrachrome. Scanning electron microscopy (SEM) was performed using Jeol
JSM-6510 LA, surface morphology analysis for sugarcane bagasse, carbon, and activated
carbon. The functional group of raw material, carbon, and activated carbon was analyzed
and identified by Fourier transform infrared spectrometer (FTIR-Perken Elmer frontier)
in the scanning range 4000700 cm'.

RESULTS AND DISCUSSION
Carbonization of Sugarcane Bagasse

Table 2 shows the results of sugarcane bagasse's hemicellulose, cellulose, and lignin.
Important factors in the carbonization process are carbonation temperature and biomass
composition, such as lignin, hemicellulose, and cellulose (Pratama et al., 2018). Cellulose
and hemicellulose are chemically similar, the main difference being the number of
saccharide units. Meanwhile, lignin is a hydrophobic compound and can inhibit water
penetration. The cellulose content in bagasse will be more easily decomposed due to the
thermal breakdown of the sugar in the bagasse. In addition, the decomposition of cellulose
will produce volatile components (Pratama et al., 2018). Thermal decomposition of
hemicellulose occurs at a temperature of 200°C, followed by the decomposition of cellulose
at a temperature range of 250-400°C (Ukanwa et al., 2019), while the minimum temperature
of lignin is decomposed at 500°C (Hidayati et al., 2016). In this study, the carbonation was
carried out at a temperature of 500°C so that the volatile components of the biomass would
evaporate, and pore formation occurred in the carbon. In the process, the carbonation and
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Table 2
Composition of sugarcane bagasse from Madukismo Sugar Factory, Yogyakarta, Indonesia
Content
Sample ) .
Hemicelulose (%) Celulose (%) Lignin (%)
24.81 39.67 19.61
Sugarcane Bagasse
24.18 40.99 18.93
Average 24.295 40.330 19.270

activation of volatile compounds evaporate from cellulose and hemicellulose. The more
volatile compounds evaporate, the more pores are formed. It will result in a decrease in
yield and an increase in adsorption power (Elsayed & Zalat, 2015). The yield from the
carbonation process is 26%.

Response Surface Methodology and Statistical Analysis of Activated Carbon

Figures 1, 2, and 3 showed three-dimensional response surfaces for two factors. The effect
of heating time on the iodine number is shown in Figures 1 and 2. Figures 1 and 2 show
that the iodine number increases with heating time. Activated carbon in the sample has
become dehydrated, contributing to the rise in iodine concentration (Baytar, Sahin, Saka,
& Agrak, 2018). The amount of energy transmitted to the precursor of activated carbon
rises as the heating time of the microwave increases (Junior et al., 2014). In addition,
prolonged microwave radiation promotes the formation of activated carbon, which has a
large number of pores and active sites and improves its capability to adsorb chemicals.
Furthermore, when the radiation time reaches a certain value, it can reduce the value of

252
Q~’~

...

lodine number (mg/g)
lodine number (mg/g)

0
C: Conc ZnCl,
(% w/v)

A: Healing time (min)

27800
Figure 1. Three-dimensional response surface of  Figure 2. Three-dimensional response surface of
iodine number for interaction between heating time  iodine number for interaction between heating time
and microwave power and ZnCl, concentration

A: Healing time (min)
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the iodine number because the increase in
heating time can damage the pore walls of
the activated carbon (izgi et al., 2019); the

§ external shrinkage and carbon framework
E will collapse (Baytar, Sahin, & Saka, 2018).
§ A prolonged heating time will decrease its
% absorption capability (Ao et al., 2018).

o

Figures 1 and 3 show the effect of

microwave power on the iodine number.

%%?/QIC) ZnCl,  Figures 1 and 3 show that the result iodine

. . number increases as microwave power
Figure 3. Three-dimensional response surface

of iodine number for interaction between power
microwave and ZnCl, concentration the 1odine number increased from around

900 mg/g to approximately 1000 mg/g
when the power was increased from 180 to 800 W. The increased iodine number value is

increases. The study's findings showed that

due to activated carbon's ability to absorb microwave energy and modify pore structure.
Furthermore, the formation of pore structure is enhanced by the interaction of ZnCl, and
sample at high microwave energies (Izgi et al., 2019). The effect of microwave power
on activating activated carbon is an increase in system temperature that promotes the
formation of pores in the material (Junior et al., 2014). The system temperature and the
sample temperature directly affect the microwave power. Activated carbon's removal of
tar and volatile compounds is enhanced by increased temperatures (izgi et al., 2019).

In addition, sample mass and microwave power are closely related. A higher microwave
power level allows more energy to enter the pores, resulting in the development of the active
side and larger pores in activated carbon (Ao et al., 2018). However, when microwave power
reaches a limit, too much energy will cause the amount of carbon to burn and destroy the
pore structure (Ao et al., 2018). It was proven in research conducted by (izgi et al., 2019),
where the value of the iodine number decreased at a microwave power of more than 800 W.
According to other studies, the value of the iodine number decreases when the microwave
power approaches 500 W (Baytar, Sahin, & Saka, 2018). Overheating activated carbon can
diminish the number of mesopores and micropores in the material (Ayu, 2017).

The impact of ZnCl, concentration on the findings can be observed from Figures 2 and
3. The iodine number rises from 10 to 30% w/v in ZnCl, concentration. In comparison,
activator concentrations beyond 30 to 50% w/v tend to decline the iodine number because
low ZnCl, concentration cannot optimally activate raw material. In contrast, when the
activator concentration is high, activated carbon develops a macroporous structure
(Tegin et al., 2020). In addition, alterations in the pore structure of the activated carbon
promote the decrease in iodine number. The interaction between the sample and excess
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ZnCl, destroys activated carbon's micropores and forms more mesopores and macropores
(Baytar, Sahin, & Saka, 2018). High concentrations of ZnCl, will promote pore collapse
and destroy activated carbon's micropores (Ozhan et al., 2014). Furthermore, an increase
in the impregnation ratio that is too high has a negative effect, which causes combustion
and clogs the pores due to an excessive amount of reagent, which reduces the access area
of carbon (Ao et al., 2018).

The experimental design, as well as the responses and the predictions that were
obtained, are presented in Table 3. In this study, responses were provided as iodine numbers.
The iodine number is the defining characteristic of activated carbon. The iodine number is
determined by the surface area of pores having a radius greater than 1 nm. lodine adsorption
was used to investigate the pore structure of activated carbon (Tegin et al., 2020). The
statistical significance and components of the model were evaluated using ANOVA with a
95% confidence level. Table 4 presents the findings of the ANOVA analysis. Table 4 shows
that model terms B, AB, BC, A%, and C? are statistically significant. Based on Table 4, BBD
terms are considered statistically significant when the p-value <0.05 under the selection
condition, while the p-value >0.05 in the BBD model is disregarded (Jawad et al., 2020).
The correlation of a second-order polynomial equation between input parameters and the
response is given in Equation 2.

Y=1012.45+12.32B+30.91AB—21.40BC+8.14A2—19.56C2 [2]

The BBD model can also be validated graphically by analyzing the residual distribution's
characteristics and the correlation between the actual and predicted iodine number values
(Jawad et al., 2020). The normal probability versus externally studentized residuals are
shown in Figure 4a. This plot determines that the residuals are normally distributed. The
points in a normal distribution should be in an approximately straight line. Since the points
in Figure 4a are in a straight line, it can be inferred that they are normally distributed. The
residuals' normal distributions represent both the residuals' independence and the validity
of the assumptions (Reghioua et al., 2021). Figure 4b shows the correlation between the
iodine number's actual and predicted values. According to Figure 4b, the predicted and
actual points were mostly close. This finding indicates that the experimental results of this
study are acceptable.

Therefore, the Model F-value of 34.49 implies that the model is significant. There is
only a 0.06% chance that an F-value this large could occur due to noise. The Lack of Fit
F-value of 0.69 implies that the Lack of Fit is not significant relative to the pure error.
There is a 63.84% chance that a Lack of Fit F-value this large could occur due to noise.
A non-significant lack of fit is good, meaning the model is significant. The model has the
adjusted R?of 0.9556, and the predicted R? of 0.8537 are reasonably in agreement. The
significant model requires a difference of less than 0.2. A high correlation coefficient (R*=
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0.9556) indicated the high combability between expected and experimental values (Jawad

etal., 2021).
Table 3
Experimental design of BBD with 3-variables and experimental data for iodine number
Run Variable Y= iodi]:ee sr?l?l:llsbe:r (mg/g)
A B C Actual Predicted
1 7 450 30 1015.89 1012.45
2 12 100 30 981.87 981.79
3 12 800 30 1072.31 1068.24
4 2 800 30 1002.40 1002.48
5 7 100 50 1008.78 1007.74
6 2 450 10 1003.70 1002.58
7 2 450 50 998.56 995.53
8 2 100 30 1035.60 1039.66
9 7 450 30 1015.89 1012.45
10 12 450 10 989.82 992.85
11 7 100 10 961.27 958.32
12 7 800 50 986.65 989.59
13 7 450 30 1005.56 1012.45
14 12 450 50 1012.03 1013.15
15 7 800 10 1024.72 1025.75
Table 4
Analysis of variance (ANOVA) for the iodine number
Source Sum of Squares df Mean Square F-value p-value
Model 8969.67 9 996.63 34.49 0.0006
A-Heating time 31.06 1 31.06 1.07 0.3473
B-Power 1214.09 1 1214.09 42.02 0.0013
C-Conc ZnCl, 87.85 1 87.85 3.04 0.1417
AB 3821.40 1 3821.40 132.26 <0.0001
AC 186.98 1 186.98 6.47 0.0517
BC 1831.11 1 1831.11 63.37 0.0005
A? 24438 1 244.38 8.46 0.0335
B2 22.37 1 22.37 0.7744 0.4191
C? 1411.94 1 1411.94 48.87 0.0009
Residual 144.47 5 28.89
Lack of Fit 73.33 3 24.44 0.6872 0.6384
Pure Error 71.14 2 35.57
Cor Total 9114.14 14
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Figure 4. Normal probability plot of residuals for (a) BBD model (a), (b) plot of the relationship between the
predicted and actual value of iodine number (mg/g)

Optimization Process

The optimum conditions for synthesizing activated carbon or process variables can be
determined using the iodine number. Design Experts determined the optimal conditions for
the synthesis of activated carbon. The process conditions were optimized if the desirability
was close to 1. (Junior et al., 2014). A response with a desirable value of 1 indicates that
it was received. In contrast, a desirability rating of O indicates that the response value
exceeds the acceptable threshold (Jawad et al., 2021). The main objective is determining
the point at which desirability is at its maximum level. A desirability function is thus a
well-established method for determining the simultaneous optimization of process variables
(A: ZnCl, concentration, B: Heating Time, C: Microwave Power) that produces the best
performance level for the response (Iodine Number mg/g).

The numerical optimization showed the best iodine number was produced at 24.281%
ZnCl,, 12 minutes of heating time, and 800 W of microwave power; at these operating
parameters, the iodine number is 1068.24 mg/g with a desirability value of 0.968 as shown
in Figure 5. Overall, there was a good correlation between the results from numerical
optimization utilizing desirability functions and the results from actual data. The actual
iodine number is 1072.31 mg/g. The predicted and actual results have a relatively low error
value of 2.035%, which means there is little difference between the actual and predicted
values. The study shows that the BBD model with desirability functions may be successfully
utilized to optimize the experimental condition for synthesizing activated carbon using
microwave-assisted chemical activation (Jawad et al., 2021).
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Figure 5. Desirability ramps for the optimization of preparation activated carbon input parameters for iodine
number by Microwave-assisted ZnCl, chemical activation

Characterization of Activated Carbon

Moisture Content. The moisture content of activated carbon can affect the adsorption
process. The lower the moisture content of activated carbon, the emptier pores can be filled
by the adsorbate, allowing for an optimum adsorption process. The relatively low moisture
content of activated carbon implies that water has evaporated during the carbonation and
activation processes (Tasanif et al., 2020). In this study, the moisture content of activated
carbon ranged from 5.51 to 9.21%. The study showed that the moisture content of activated
carbon agreed with Indonesian National Standard (SNI) 06-3730-1995, which stated that
the water content of powdered activated carbon should not exceed 15%.

FT-IR Analysis. Figure 6 shows the FTIR test results for bagasse, carbon, and activated
carbon. FTIR tests on bagasse showed a band of hydroxyl groups (O-H) at wave numbers
around 3400-3500 cm™!', C-H bonds at 2800-2900 cm™!, and a C=C bond at 1500-1600
cm. It is similar to a study that reported most agricultural waste, including cellulose,
hemicellulose, and lignin, had wave numbers between 3412 and 3392 cm’!, indicating
the presence of O-H groups (Vo et al., 2019). O-H functional groups (3590-3650 cm™),
hydrogen bonds, and C-H bonds (28502970 cm™) derived from cellulose, as well as C=C
bonds (1500-1600 cm™) derived from lignin aromatic rings, are also present in bagasse
(Pratama et al., 2018) The results of the analysis of carbon and activated carbon are similar
in Figure 6. The lack of peaks at wave numbers 3400-3500 cm™ and 2800—2900 cm! in the
results of the FTIR analysis of carbon and activated carbon indicates that the O—H bond
and the C—H bond have degraded. A monomer group replaces the O-H group, formerly
a hydrogen bond. The O-H groups will attach to aromatic compounds as a result of the
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Figure 6. FT-IR analysis for sugarcane bagasse, carbon, and activated carbon

cellulose molecules' aromatization into polyaromatic structures during the carbonation and
activation processes (Pratama et al., 2018). A C=0 (carbonyl compound) bond is indicated
at wave numbers between 1870 cm™ and 1650 cm™ in carbon and activated carbon. The
presence of the C=0 group, which denotes carbonyl acid stretching and is a characteristic
group found in activated carbon, indicates that bagasse has generated a carbon-active
material (Ayu, 2017). The difference between carbon and activated carbon can be seen in
the wave numbers between 800 cm” and 1000 cm™, which indicate the presence of C-Cl
bonds as a result of the ZnCl, activation process (Vo et al., 2019).

Morphological structure. SEM analysis has been performed on the surface morphology
of activated carbon. Figure 7 shows the 1000x SEM results on sugarcane bagasse, carbon,
and activated carbon. Figure 7(a) shows the scanning electron microscopy (SEM) results of
untreated bagasse; the bagasse's surface is smooth and has slight cracks and voids. Figure
7(b) shows the scanning electron microscope (SEM) analysis of carbon bagasse, showing
that a porosity structure with an irregular pore structure has formed. While Figure 7(c)
shows the scanning electron microscopy (SEM) study results on activated carbon following
the activation process, the pores generated are more numerous and not uniform besides
the surface of the activated carbon developing cavities.

The heating method with a furnace and microwave promotes the formation of irregular
pores and cavities on the surface of activated carbon (Izgi et al., 2019). Heating in furnaces
and microwaves leads to the evaporation of carbon components like lignin and organic
matter, forming pores in activated carbon [Figure 7(c)]. These pores can be mesoporous
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The N, adsorption-desorption isotherm and

pore size distribution are shown in Figure
8. Figure 8(a) shows the adsorption-desorption isotherm of an activated carbon with a
type 1V isotherm according to IUPAC standards. Isotherms type IV show that the pores
generated are mesopores with small pore diameters (Horvat et al., 2022). Thommes et
al. (2015) stated that type IV isotherms generate mesopore adsorbents with cylinder and
conical geometries that are closed at the ends. The adsorption-desorption isotherm of
activated carbon has a hysterical loop, as shown in Figure 8(a). Since the amount of N,
gas adsorbed is not equal to that of adsorbed, hysteresis indicates that pore condensation
occurred during adsorption (Luo et al., 2019). According to Thommes et al. (2015), loop
hysteresis on BAC,, is classified as hysterical H4, which exhibits slit-shaped pore material
and is frequently observed on micro-mesoporous carbon. Hysteresis Loop H4 indicates a
complex interaction with micro and mesopore (Horvat et al., 2022).
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Figure 8 shows the Barret-Joyner-Halenda (BJH) pore size distribution of BAC,,. Most
BAC,, pores have a diameter between 3.5 and 5.4 nm, indicating that BAC,, pores are part
of the mesopore. The pore volume of BAC,, is 0.054 cc/g, the average pore diameter is
4.071 nm, and the total pore volume is 0.2531 cc/g. It has a surface area of 446.874 m?/g.
Table 5 compares the surface area of activated carbon with several previous studies. Based
on the BET study, the average pore width of BAC,, is 4.071 nm, with pore sizes ranging
from 3.5 to 5.4 nm. Based on the average pore width and the pore size distribution, BAC,,
may adsorb chromium ions with a molecular size of less than 0.088 nm (Labied et al., 2018).

CONCLUSION

This study reported the synthesis of activated carbon from bagasse by ZnCl, using
microwave-assisted activation. Optimizing the condition of the AC synthesis process
has been accomplished with effectiveness utilizing the response surface methodology
approach. The BAC optimization (BAC,,) was at a ZnCl, concentration of 24.281 (%w/v),
12 minutes of heating time, and 800 W of microwave power. The characterization results
show that BAC,, has mesoporous carbon and a desirable surface area of 446.874 m*/g,
average pore size 0f4.071 nm, pore volume of 0.054 cc/g, and total pore volume 0f 0.2531
cc/g. SEM analysis revealed that microwave-generated pore structures lead to the ZnCl,
activation process. The FT-IR analysis shows the existence of functional groups as well as
changes in functional groups from raw material to activated carbon. The moisture content
study findings are 5.51 to 9.21% in accordance with the Indonesian National Standard
(SNI) 06-3730-1995. The isothermal adsorption-desorption process is classified as type
IV adsorption with hysteresis loop H4, suggesting that the pore distribution in activated
carbon is mesoporous with a tiny pore width and slit-shape pore materials.
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ABSTRACT

This paper describes the conceptual design phase in the product development of a natural
fibre composites cyclist helmet liner, beginning with idea generation and ending with
selecting the best design concept. The integrated Theory of Inventive Problem Solving
(TRIZ), Biomimetic methods, and the Grey Relational Analysis (GRA) method are
demonstrated in this paper. This work aims to produce nature-inspired design concepts and
determine the best design concept for the composite cyclist helmet liner. Following that,
four design concepts were generated using the TRIZ-Biomimetic method, and the variance
of concepts was developed using a morphological chart. The GRA method was chosen as
the multiple criteria decision-making tool to compare their cost and weight criteria. The
design concept C1 was selected as the best design concept for the natural fibre composites
of cyclist helmet liner conceptual design when the highest grey relational grade (GRG)
value and rank with a value of 1.0000 satisfied the GRA method conditions. This paper
demonstrates how the integrated method of TRIZ-Biomimetics-Morphological Chart and
GRA helps researchers and engineers develop designs inspired by nature and select the

best design concept during the conceptual

design stage using a systematic strategy and
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of cycling have made it a worldwide phenomenon. Common bicycle-friendly cities like
Copenhagen, Denmark, and Amsterdam, Netherlands, have cycling participation rates
of about 36 % and 34 %, respectively (Pucher et al., 2010; The Worldwatch Institute,
2013), and local governments in various other countries have been encouraging cycling
(Leng et al., 2022) due to the health benefits, traffic relief, and environmental benefits. For
instance, between 2000 and 2012, the percentage of Americans who rode their bikes to
work increased by 61 % (Bliven et al., 2019b; McKenzie, 2014). The Malaysian transport
ministry has noticed a rise in cyclists using Malaysian roads for recreational and sporting
purposes (https://www.mot.gov.my/en/land/safety/cyclist-safety). Despite its widespread
acceptance, cycling is frequently risky. One-third of all visits to the emergency room and
three-quarters of all deaths (Hoye, 2018, Monique et al., 2023) are due to head injuries
(Baker et al., 1993; Bliven et al., 2019a; Rivara et al., 1998).

In particular, traumatic brain injury (TBI) has been labelled the "silent epidemic"
because of its potential for delayed effects on human cognition, emotion, and sensitivity
(Takhounts et al., 2013). A helmet cuts the risk of fatal brain trauma in a bicycle
accident by around half. This rule should be enforced even for short travels (https://
www.freemalaysiatoday.com/category/leisure/health/2022/08/23/cycling-an-easy-and-
beneficial-activity-for-all-ages/). The shell, liner, and retention straps make up the standard
bicycle helmet. The liner is essential because it takes the brunt of the impact, protecting
the wearer's head from harm. Liner materials like expanded polystyrene foam (EPS) and
expanded polypropylene (EPP) are often utilised (Bliven et al., 2019a). While EPS's low
manufacturing cost and high crushing stress-to-weight ratio support its widespread use, it
does have some downsides (Blanco et al., 2014).

The benefits of bio-inspired designs have attracted the attention of many researchers
working to incorporate them into engineering products. Because of their one-of-a-kind
properties, bio-inspired structures can absorb more energy than their artificial counterparts
can (Kassar et al., 2016). There has been a recent uptick in academic and engineering
interest in eco-friendly product development. Polymer composites can replace traditional
petroleum-based plastics to achieve this goal. Polymer composites are used primarily
to lessen the vehicle's overall mass, reducing emissions. More stringent regulations and
standards for reduced emissions and biodegradability (Ahmad et al., 2015) have led to
a steady transition from synthetic fibre composites to natural fibre composites (NFCs).
Given their low price, high specific properties, and low density, natural fibre composites
have been frequently used to replace synthetic fibres (Al-Ghazali et al., 2022; Pickering
et al., 2016; Sapuan & Mansor, 2015). Due to their low cost, lightweight, environmental
friendliness, recyclability, outstanding specific strength and stiffness, and image as a natural
product (Sapuan & Mansor, 2015), researchers are currently interested in using natural
fibre composites (NFC) in various industries. NFC has been used for internal and external
parts to replace more expensive materials, including carbon, aramid, and glass fibres.
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While bicycle helmets made from synthetic composites are commonplace, attempts to
use composites made from natural fibres are far rarer. Bharath et al. (2016) analysed the uses
of renewable resource-based natural fibre biocomposite materials, focusing on developing
coir-polyester composites for use in helmets. Biocomposite helmet manufacturing methods
and mechanical characterisation were presented at an exhibition (Bharath et al., 2018).
These studies are among the few that have focused on biocomposites in helmets in recent
years. To the authors' knowledge, no natural fibre has been used as a reinforcing component
in biocomposites, particularly for creating bicycle helmet liners.

The development process for composite products, encompassing materials, design
concepts, manufacturing process choices, and life cycle analysis, must be studied early
on in the concurrent engineering process when the product is still in the conceptual design
phase (Sapuan et al., 2014). Conceptual design is crucial when making the calls to determine
the following stages of product development (Ulrich & Eppinger, 2012; Mansor et al.,
2016). The Grey Relational Analysis (GRA) approach was used to select the composite
materials for the bicycle helmet. The previous study by the same researchers showed that the
pineapple/polyethene composite was the best natural fibre polymer-reinforced composite,
with the natural fibre cycling helmet receiving the top ranking, according to the results.
This study suggested thermoplastic polyethene as a particularly ideal matrix in composite
cyclist helmets during the selection process for the best thermoplastic matrix material using
the 66 technique, with the decision based on the highest performance, the lightest weight,
and the most environmentally friendly criteria (Maidin et al., 2023).

The GRA approach was used while evaluating the right natural fibre to fulfil consumer
and environmental needs. From the results, the GRA method was utilised and revealed that
pineapple was the best-ranked natural fibre among the ten (10) natural fibre alternatives
(Maidin et al., 2022). The three phases of conceptual design are ideation (pre-concept),
creation (concept design), and evaluation (concept design). Designers and engineers use
the ideation approach to develop potential design concepts during this phase. Some ways
to create new ideas include brainstorming, blue ocean strategies, biomimicry, and the
theory of inventive problem-solving (TRIZ) (Sapuan, 2017). In the early 2000s, researchers
started using TRIZ tools with other approaches, such as Quality Function Deployment
(QFD) (Yamashina et al., 2002). Teoriya Resheniya Izobretatelskikh Zadach (or TRIZ for
short) is a Russian methodology developed by scientist and engineer Genrich Asthuller,
who studied over 400 000 patents (Ilevbare et al., 2013). Via its initial problem description
and identification, problem-solving methods, and specific solutions (Li et al., 2013), TRIZ
aids scientists, engineers, and other industries in addressing difficulties.

At the conceptual design stage, TRIZ can be utilised alone or in conjunction with
different approaches to produce ideas for solutions to scientific, technical, and technological
problems. In recent years, academics' interest in solving engineering problems through
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a combination of TRIZ and biomimetics has increased. Scientists believe creating new
products can achieve positive environmental outcomes when nature is integrated into
engineering technology. Eract Vincent (2009) suggested the TRIZ to understand better how
nature and technology interact. In discussing the hybrid approach to product development,
Shaharuzaman et al. (2020) detailed the conceptual design phase of a natural fibre composite
side-door impact beam (TRIZ and biomimetic). Similarly, using the same method, Yusof
et al. (2020) conceptually designed an oil palm polymer composite automobile crash box
(ACB). As a means of applying biomimicry functions and TRIZ principles, Lim et al.
(2018) developed the TRIZ biomimicry contradiction matrix via text mining and latent
Dirichlet allocation (LDA).

This research study explores how the Integrated Method of TRIZ, Biomimetics, and
Morphological Chart can be used to design a natural fibre composite bicycle helmet liner
conceptually. As a multi-criteria decision-making (MCDM) technique, Grey Relational
Analysis (GRA) was used to select the optimal design strategy.

DESIGN BRIEF

Existing research is vital because it provides a roadmap for future studies to adhere to
the rules and restrictions outlined for bike helmet liner product design (PDS). PDS also
includes geometry limiting rules for cyclist helmet liner profiles. It is essential to know the
head circumference of the rider to identify the correct size bike helmet. You can measure
the circumference of your head by wrapping a flexible tape measure around the widest
part of your head, about an inch above your eyebrows (https://www.rei.com/learn/expert-
advice/bicycle-helmet.html). Also, the PDS data can be utilised as a guide when choosing
eco-friendly and biodegradable materials to manufacture a low-density product.

In addition, Malaysian authorities only permit helmets with the UN ECE R22. 05 and
SIRIM certifications (https://www.motoworld.com.my/index.php?route=blog/post&post
1d=48); therefore, the helmet's design must adhere to those standards. ECE R22.05 is an
international standard adopted by Malaysia (UN R22.05), where the Economic Commission
for Europe is shortened to "ECE". In 1958, the UN formally adopted it to describe rules
for cars and bicycles. In this case, 22 refers to Regulation No. 22, updated with the 2005
Series of Standard Amendments. Sixty-two countries have confirmed their acceptance
of ECE R22.05. In 1972, the United States Department of Transport released Regulation
No. 22, which specified minimum standards for helmets in terms of head coverage, field
of vision, user hearing, helmet projections, and material durability. The helmets are tested
for inflammability, combustibility, cold, heat, moisture resistance, shock absorption,
penetration, rigidity, and chain strap strength. The guideline additionally details the
required labelling for helmets. It includes the helmet's dimensions, weight, and donning
procedures (https://www.godigit.com/motor-insurance/two-wheeler-insurance/helmets/
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helmet-safety-ratings). Finally, the new design for the bicycle helmet's liner must adhere
to the specifications in Table 1: Liner thickness of 9 mm, head circumference of 52—64
cm, and maximum cycling helmet weight of 1 kg.

Table 1 METHODOLOGY

Product design specification summary for cyclist . .
helmet (Leng et al., 2022; Kassar et al., 2016; Figure 1 depicts the framework of the natural

Bhudolia et al., 2021; Novak et al., 2019) fibre composite cycling helmet's conceptual
Specification Description design and development process. The TRIZ-
Head circumference 52-64 Biomimetic approach was first used to
(cm) generate ideas. Then, a morphological chart

Liner thickness 9

might be used to transform the suggestions
<1000 made by TRIZ-Biomimetic into concrete
plans. Afterwards, a 1:1 scale 3D model

(mm)
Weight (g)

was created to aid the design process by
FldeaGmmi‘% [Desigﬂc(mcept} [Design&me% displaying all the finer details. Finally,

Generation Selection utilising the GRA technique, choose the

best design idea for the composite cyclist

Morphological Grey Relational helmet liner.
Chart Analysis (GRA)

TRIZ-Biomimetic J [

Figure 1. Research methodology based on the Specifyi.ng Geometl_‘y afld Qenerating
TRIZ-Biomimetic and GRA methods Ideas with TRIZ-Biomimetic

Integration

The TRIZ contradiction matrix for the
intended scope of the investigation is displayed in Table 2. 40 TRIZ creative concepts
were used to find solutions after an exact match was made between 39 engineering
parameters from both sources. The most pertinent principal answers from Table 2 served
as the foundation for developing a brand-new cycling helmet liner design. This study aims
to develop a novel conceptual design for a cyclist's helmet liner made of natural fibre
composites with superior energy absorption properties. So, this design needed a more
stringent result, which could be achieved by minimising #2, the Weight of the stationary
object. Thus, Inventive Principles #3, Local Quality, and #26, Copying were selected for
implementation. The plan's finer points are laid forth in Table 3. Concepts for a new bike
helmet liner design were generated using an integrated TRIZ and biomimetic approaches
(Table 4).

The TRIZ technique yielded a broad answer, which the designers had to flesh out
(Cerniglia et al., 2008). A morphological chart might be used to translate the suggestions
made by TRIZ. Moreover, a biomimetic strategy focused on "solving #26. Copying" would
use nature's wisdom to address engineering issues (Milwich et al., 2006; Lenau et al.,
2009). A cyclist's helmet's traditional outer geometry profile was kept, but the interior was
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rethought and redesigned to accommodate new ideas and concepts. This iteration of designs
uses integrated geometry by considering symmetric body form design alongside the ideas of
energy absorption inspired by spider webs (https://www.sutori.com/en/story/biomimicry-in-
architecture-spider-web-concept-and-behavior-in-design--9VBrkakv7qv6i7gemc 1 KInY]J),
pomelo peels (Ortiz et al., 2018), and honeycombs (https://architizer.com/blog/inspiration/
collections/heavenly-honeycomb-buildings/).

Table 2

TRIZ contradiction matrix for natural fibre reinforced composites cyclist helmet design

39 Engineering parameters

Improving parameters

Worsening parameters

TRIZ principle
solutions to 40
inventive principles

#8. Volume of stationary

object

#27. Reliability

#2. Weight of stationary

object

#14 Strength

#2 Taking out
#26 Copying
#40 Composite materials
#6 Universality

#10 Preliminary action
#40 Composite materials
#8 Anti-weight
#3 Local quality

#15 Dynamics
#28. Mechanics
Substitution
#40 Composite materials
#8 Anti-weight

Table 3
Details of conceptual design strategy
TRIZ solution TRIZ recommended Strategy for design
principle solution
#40. Composite Change from uniform Use composition where pineapple fibre
materials to composite (multiple) with reinforced thermoplastic polyethene

#26. Copying

#3. Local
quality

materials

Use simpler and inexpensive
copies (virtual reality,
natural); replace an object or
process with optical copies

Make each part of an object
function in conditions most
suitable for its operation;
Make each part achieve
different and useful functions

for maximum energy absorption by raising

composite toughness

Biomimetic methods provide intellectual

concepts inspired by nature (how plants or
animals absorb energy during collisions to

survive and save their lives)

Creating optimum cross section using
a hybrid method to strengthen structure

(combination of two or more biomimetics

elements)
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Table 4
Integrated TRIZ, morphological chart, and biomimetics methods for cyclist helmet concept generation
TRIZ solution . Solutions
L. Design
principle and feature
design strategy 1 2 3 4

#26. Copying Liner Spider web Hedgehog spine ~ Pomelo peel Honeycomb

Biomimetic design y 7;‘”% A
methods provide SN
intellectual ;‘;‘f'/;(t"f'
concepts inspired |

by nature (how _

plants or animals
absorb energy

Raised to stand Outstanding.-~ Strong structure

: e Absorb = :
?(;Hszl\i cz;l(lilsmns energy SuddenE impact on en & d.‘c'tljl'lp ing
survive their by
lives)

#3. Local quality

Creating the most

optimum body Body Asymmetry
: shape

shape using a

hybrid approach

to strengthen .

structure Body Foam Shell Combined Multilayer

(combination type geometry

of two or more

biomimetics

elements)

Designing a Concept for a Cyclist's Helmet by Combining TRIZ, Biomimetics, and

Morphological Charts

Figure 2 shows four new ideas for bike helmets using a mix of TRIZ, biomimetics, and
morphological charts. The 3D model was made on a 1:1 scale, making it easier to see how
the design elements fit together. C1 said that the first design idea copied the spiderweb
structure for the liner. The spider orb-web frame silk structure is more potent per unit
weight than high-tensile steel, with a very high toughness of 2.5108 J/m? or 1.5105 J/kg
(Gosline et al., 1986). It means spider web structures can take in much energy when hitting
something (Du et al., 2011; Ko et al., 2004). For the second concept idea, C2, the model
was made in a honeycomb shape. They used a honeycomb structure, which can be light,
intense, last a long time, and save money (Boria & Forasassi, 2008; Gavrila & Rosu, 2011).
The third idea, C3, for the liner of a cyclist's helmet, was based on pomelo peel. In recent
years, researchers have become interested in the structure of pomelo peel because it is so
good at damping and releasing energy (Ortiz et al., 2018). Model C4 combines spiderweb
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and honeycomb structures to make a very dense model. All concept designs had the same

standard external geometry profile to keep the shape and function of bike helmets the same
(Cristobal et al., 2018).

Figure 2. 3D CAD model of new liner cyclist helmet
concept designs

The GRA Method to Choose the Best
Concept Design for a Cyclist's Helmet
The grey relational analysis is an impact
assessment model measuring how similar
the comparability and reference sequences
are by comparing their relationship grades.
For the study's calculations, Microsoft Excel
2016 was used. There are four main steps to
the GRA method. The first step is making
a grey relational sequence, which includes
making a comparability sequence referring
to the attributes of each option. A perfect
target or reference sequence similar to the
developed grey relational series is well-
defined after converting all performance

criteria into a single comparability sequence. After that, the grey relational coefficient is

calculated for each attribute. The final step is to determine the grey relational grade (GRG)

from the coefficients and weights given to the performance attributes. The GRG found is
used to rank the options (Geum et al., 2011; Jayakrishna & Vinodh, 2017; Maidin et al.,

2022).

Two main attributes and the sub-attributes that go with them were taken from the

PDS main document. The data came from recent and well-known literature, and cyclists'

opinions were gathered using an electronic
survey questionnaire sent to helmet-wearing
cyclists. It was done to determine the most
important thing in designing helmet liners.
Both aspects of the conceptual design were
chosen to help us determine what was most
important to them. Cost and weight are
the most important considerations when
selecting a concept design for a cyclist's
helmet, as shown in Figure 3. The better a
part can absorb energy, the less weight it
has. Also, the design must be cost-effective.
It can be done by leaving out optional

The best conceptual design of natural
fibre composite cyclist helmet

Cost Weight

Complexity Density

CIC2C3C4

Figure 3. GRA framework for pineapple fibre polymer
composites cyclist helmet concept design selection
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features when making the part. The goal of the project was set at the top level. The relative
importance of each of the compared criteria was based on the numerical values seen in the
attributes of the overall cyclist helmet concept designs (Table 5). The part's volume and
mass were calculated using the Solidworks 2021 software. These values were calculated
numerically based on the properties of the pineapple material found in other research
studies. The cost of this project is related to the manufacturing complex. The value is
marked with a 0 and 1, representing low to medium scale, respectively.

Table 5

Overall concept design attributes of pineapple polymer composite cyclist helmet liner (Leng et al., 2022;
Maidin et al., 2023; Maidin et al., 2022; Kassar et al., 2016; Geum et al., 2011, Jayakrishna & Vinodh, 2017;
Bhudolia et al., 2021; Novak et al., 2019)

Parameter Cl C2 C3 C4 GRA
Generating

Mass (g) 446.41 459.47 465.21 453.17 SIB

Volume (mm?) 372009.7 382895.5 3876717.5 377643.5 SIB

Manuf. complex 0 1 1 1 SIB

Poisson’s ratio: 0.394, Tensile strength: 898.5 MPa, 1 = medium, 0 = low

The design for concept 1 used less material and was thus considered less expensive
than the others that used more material, such as designs for concepts 2, 3, and 4. However,
concept 2 was the easiest to draw and design during the design stage, followed by concepts
3 and 4, whereas concept 1 was the most difficult to create due to the complicated elements.

RESULTS AND DISCUSSION

The best design concept was chosen using Grey Relational Analysis (GRA), a multi-
criteria decision-making (MCDM) method. The concept selection process calculation
was prepared at the outset of the research. However, it has not been presented here for the
sake of brevity. The entire evaluation results using the GRA method are presented in Table
6. Overall, the GRA results of the cyclist helmet concept design selection demonstrated
that the C1 design scored the highest grey relational grade (GRG) with a value of 1.0000,
followed by the C4 design with a value of 0.4989 at the second rank. The third and fourth
ranks are from C2 and C3, with grades of 0.3901 and 0.3333, respectively. Along with the
general conclusions, each concept criterion’s scores were recorded and transformed into
a graph (Figure 4).

The Distinguishing Coefficient (d) is a crucial component of GRA, a top multi-criteria
decision-making (MCDM) model of grey system theory, which was created by Chinese
researchers in the 1980s (Deng, 1989). However, generally, researchers assume 0 = 0.5,
whereas the present study adapted this practice (Maidin et al., 2022; 2023). According
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Table 6

Findings of grey relational grade and rank for natural
fibre composites of cyclist helmet liner conceptual
design

CONCEPT GRG RANK
Cl 1.0000 1
C4 0.4989 2
C2 0.3901 3
C3 0.3333 4

to other researchers, the values o variance
have little impact on the components' GRA
rankings. The study, however, showed
that differences in 0 may impact the rank
order (Mahmoudi et al., 2020). Primarily,
the distinguishing coefficient in this
investigation was set at 0.5, and the result
is shown in Figure 5. Figure 6 depicts the
results for grey relational coefficients when
various distinguishing coefficients were
utilised. In addition, as part of error analysis,
this work assessed the effect on GRA results

4.5
4 --Rank

3.5

Rank

25
15
0.5

Cc1 c2 c3 Cc4
Concept

Figure 4. GRA final synthesis results with respect to
all criteria

4.5 --Coefficient 0.5
3.5

2.5

Rank

1.5

0.5

Cc1 Cc2 c3 Cc4
Concept

Figure 5. The distinguishing coefficient of 0.5

when the differentiating coefficients were adjusted to 0.1, 0.3, 0.7, and 0.9, correspondingly.
The consistency of the results is shown in Table 7.

4.5 -o-Coefficient 0.1

3.5

2.5

Rank

1.5
0.5

C1 C2 C3 c4
Concept

4.5 —o-Coefficient 0.3

3.5

2.5

Rank

15

0.5

c1 2 c3 c4
Concept

Figure 6. Impact of distinguishing coefficient on the results of GRA to find the best natural fibre composites

of cyclist helmet liner conceptual design
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45 —--Coefficient 0.7 4.5 —o-Coefficient 0.9
4 4
35 35
< 3 x 3
8 2.5 3 2.5
2 2
1.5 1.5
1 1
0.5 0.5
0 0

Cl C2 Cc3 ca C1 C2 C3 c4
Concept Concept

Figure 6. Continue

Table 7
Error analysis summary based on five circumstances
Rank  Original Results 0.1 0.3 0.5 0.7 0.9

#1 Cl 1 1 1 1 1
#2 C4 2 2 2 2 2
#3 C2 3 3 3 3 3
#4 C3 4 4 4 4 4

CONCLUSION

After the GRA design selection, concept design C1 was selected as the best design concept
for the natural fibre composites of cyclist helmet liner conceptual design when the highest
grey relational grade (GRG) value and rank were compared. The generated results were
acceptable due to the consistency value throughout the evaluation. Besides that, the stability
of validation of the analysis was obtained by changing the multi-distinguishing coefficient
value for error analysis, still ranked the C1 design first among the three designs. As a result,
there was justification for approving the suggested design. Furthermore, the hybrid TRIZ-
Biomimetics-Morphological Chart method revealed the ability to be used in conceptual
design idea generation, enhancement, and development. Moreover, the GRA method has
been shown as a systematic method in the process of conceptual design selection to achieve
the goal or design solution, mainly when undertaking the conceptual design of natural fibre
composites of cyclist helmet liners.
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ABSTRACT
The domain of underwater imaging is riddled with multifarious challenges, such as light
attenuation, scattering, and color distortion, which can have a detrimental impact on the
quality of images. In order to address these challenges, the Generalized Color Compensation
(GCC) technique has been introduced, which utilizes color compensation and color mean
adjustment to rectify color cast while integrating contrast enhancement via the Contrast
Limited Adaptive Histogram Equalization (CLAHE). Nevertheless, the performance of GCC
is limited due to the production of bright and smooth images. To overcome this challenge,
we have introduced the improved GCC approach, which employs color compensation and
color mean adjustment to rectify color cast. Subsequently, a contrast-enhanced image is
generated through CLAHE to improve image contrast, while the detail-enhanced image
is produced via a cumulative distribution function. Furthermore, image fusion between
the detail-enhanced and contrast-enhanced images yields a superior-quality image. Our
experimental results demonstrate the effectiveness of our proposed technique in improving
the visual quality of underwater images. Objective metrics such as Underwater Image
Quality Measure (UIQM) demonstrate that
our technique surpasses GCC in terms of
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However, the inherent lack of visibility in an underwater environment presents a substantial
limitation to the potential of underwater computer vision, given that clear underwater
imagery is an indispensable prerequisite. Consequently, mounting interest has been in
augmenting the quality of underwater images to address this burgeoning need.

In contrast to images captured in an atmospheric environment, where light scattering
effects pose the primary obstacle, underwater image quality is primarily impacted by
light absorption induced by the water medium. Light energy exponentially dissipates as it
penetrates deeper into the water, with the attenuation rate varying based on the wavelength
of the light. Notably, different colors of light exhibit distinct penetration ranges, with red
light, having the longest wavelength, attenuating more rapidly than the shorter wavelengths
of green and blue light as it descends further into the water.

A digital image can be defined as a matrix of pixels, each assigned a unique color
intensity value that represents color information, including RGB colors. However,
underwater image quality is susceptible to degradation caused by light absorption, leading
to color attenuation, especially red. This color attenuation issue causes the remaining colors
to dominate, leading to color casts such as blueish, yellowish, or greenish tones.

In addition to color casts, color attenuation also leads to distortion, wherein irregular
color regions appear in the images. Furthermore, underwater images are prone to various
forms of degradation, including poor visibility range, loss of image contrast, image noise,
and haze effects. The Generalized Color Compensation (GCC) technique (Yao et al., 2022)
has been recognized for its impressive ability to remove color cast from images. However,
the output images from GCC often exhibit undesired qualities such as excessive brightness
and loss of texture. In light of this, the present study endeavors to address this issue by
proposing a novel solution to enhance the performance of the GCC technique.

Literature Review

Underwater image enhancement has a long history dating back to the inception of the
Underwater Image Formation Model (UIFM) (Jafte, 1990). The primary objective of
underwater image enhancement techniques is to optimize the visual quality of underwater
images. Research in this field has been broadly categorized into image enhancement,
restoration, fusion, and learning-based enhancement. The former refers to optimizing the
visual quality of images directly, while the latter strives to recover clean images from
degraded ones by employing physical image formation models. Image fusion involves
integrating image features from multiple sources, and learning-based enhancement employs
machine learning algorithms to optimize the underwater image enhancement process.
Spatial domain and transform domain techniques are sub-categorized under image
enhancement techniques, offering different approaches to enhance the quality of underwater
images. Spatial domain techniques, typically low in complexity and suitable for real-time
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implementation, are widely used for enhancing underwater images by adjusting the pixel
intensity. Various spatial domain techniques have improved underwater images, such as
image equalization, smoothing, and sharpening. However, these techniques often result
in undesired effects, such as reddish or abnormal color regions. To address the color
cast problem in underwater images, various color balance techniques, such as the Grey
World algorithm and Underwater White Balance (UWB) (Ancuti et al., 2018), have been
introduced. However, they sometimes introduce other degradation, such as color distortion
and oversaturation.

Transform domain techniques differ from spatial domain techniques by initially
converting the underwater image into a different domain before implementing further
enhancements. These techniques have lower complexity and enable manipulation of the
image frequency component, but automation poses challenges and may not improve every
image component simultaneously. Common transformation techniques such as Empirical
Mode Decomposition (EMD) (Celebi & Ertiirk, 2010) and Wavelet Transform (WT) (Singh
et al., 2015) have been utilized in enhancing underwater images.

In image restoration, various techniques are used to correct common issues such as color
cast, loss of contrast, and haze effects in images. Among these techniques are polarization-
based, prior-based, and model modification techniques. Model modification techniques aim
to improve the accuracy of image restoration by creating a more precise physical model.
The Atmospheric Scattering Model (ASM) (Narasimhan & Nayar, 2002) is widely used
to describe image formation; however, it neglects the absorption effects that significantly
affect underwater image formation. Therefore, there is a need to develop a more accurate
mathematical model for underwater image formation.

The Sea-Thru model (Akkaynak & Treibitz, 2019) is a model that considers the
coefficient governing the increase in backscatter with distance and the signal attenuation
coefficient, which depends on object range and reflectance. This model has successfully
removed the color cast, restored accurate colors in underwater images, and recovered
depth dependency. Besides, Pei and Chen's revised underwater image formation model
(2022) has been proposed to remove the underwater effects while tackling the haze issues.
However, further research is necessary to precisely define underwater image formation, as
the development of model modification techniques has shown.

Underwater images often suffer from loss of contrast, color cast, and haze effects.
Many haze removal techniques have been developed to address these issues, including
polarization-based and prior-based techniques. Polarization-based techniques (Schechner
& Karpel, 2004) involve using polarizers to capture images and exploit the relationship
between underwater image degradation and partially polarized scattered airtight to restore
image visibility. Prior-based techniques like Dark Channel Prior (DCP) (He et al., 2009)
and Intensity Attenuation Difference Prior (IADP) (Carlevaris-Bianco et al., 2010) leverage
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statistical observations made on images to restore image quality. However, prior-based
techniques have limitations in removing absorption effects due to a lack of a comprehensive
mathematical model.

The improvement of underwater images has a rich history in utilizing image fusion
techniques. The Multi-scale Fusion (MSF) technique (Ancuti et al., 2012) is one such
technique that combines a color-corrected image with a contrast-enhanced image through
MSF. While image fusion techniques can integrate desired features from different images,
they can also result in distortion. For example, the UWB technique occasionally produces
color distortion despite removing the color cast. Unlike traditional image fusion, which
involves contrast-enhanced image and color-balanced images, Non-Subsampled Shearlet
Transform (NSST) based fusion (Lin et al., 2023) involves the fusion of detail-enhanced
image and edge-enhanced images to deal with color distortion and low contrast issues.

Learning-based enhancement techniques have recently gained popularity for optimizing
underwater image enhancement processes. These techniques rely on training data extracted
from features to select and extract the optimal information for enhancement. Several
learning-based enhancement techniques have been developed for underwater image
enhancement, including dictionary learning, Convolutional Neural Networks (CNN), and
Generative Adversarial Networks (GAN). For example, adaptive color mapping with a
learning-based technique (Farhadifard et al., 2015) sharpened images based on sparse
representation using learned dictionaries. CNNs have been commonly used for training
underwater image enhancement processes, including UIE-net, Encoding-decoding deep
CNN (Sun et al., 2017), and Underwater Residual CNN (URCNN) (Hou et al., 2018).
Moreover, GAN-based techniques such as Feature-based Conditional GAN (MLFcGAN)
(Liu et al., 2019) for multi-scale feature extraction and Cast-GAN (Li & Cavallaro, 2020)
for color cast removal have also been developed. Both CNN and GAN have shown
effectiveness in feature extraction and training to obtain optimal parameters for underwater
image enhancement processes. Nonetheless, these techniques' efficacy heavily depends on
the chosen enhancement approach.

MATERIALS AND METHODS

The Generalized Color Compensation (GCC) technique recently stabilized the color
compensation process, and no more color distortion appears as an aftereffect. Nevertheless,
the GCC technique tends to smooth and brighten the image. The improved GCC technique
has been proposed to rectify the color cast and improve the image detail to address these
issues of the GCC technique. Figure 1 shows the process of the proposed technique.

The initial step in underwater image enhancement involves obtaining the input
underwater image. However, due to the light attenuation in water, the resulting image often
has a color cast that needs to be rectified. Color compensation is employed to ensure that
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the image accurately represents the natural colors of the scene to tackle this issue. The
proposed technique recompenses the color through Equation 1, where I and I, represent
the compensated and color intensity, respectively. Moreover, Imax is the highest intensity
among the color channels, C.

(1

Furthermore, to guarantee a balanced

— c I
1= I+ (e = 1) (1= 552) (3] L e frgr )

Input Underwater

Image

|

Color

color representation, the image's color mean
is adjusted to achieve color consistency
throughout the image. It will help to rectify

Compensation

l

the color cast in underwater images. The

proposed technique adjusts the color means

Color Mean . ma ’
Adjustment through Equation 2, where the I¢"“ and Imax
are the color mean adjusted intensity and the
Contrast Detail highest intensity among the compensated

Enhancement Enhancement color channels, respectively.
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A contrast-enhanced version, 1£°07ast
is produced through CLAHE to enhance
the image's contrast. In addition, a detail-
enhanced version, 2%l s produced to
improve the image detail. The z score for
each color channel of the contrast-enhanced
image is first computed, where the z scores will be used to compute the cumulative

A}
Enhanced Underwater
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Figure 1. Improved GCC technique

distribution function, pvalue. . The detail-enhanced version image is computed as
Equation 3.
1getet = (1) (pvalue,) (3)
Finally, the contrast-enhanced and detail-enhanced versions are fused into a single
enhanced underwater image to produce an improved image with greater visual clarity
and detail.

RESULTS AND DISCUSSION

The Underwater Image Enhancement Benchmark Dataset (UIEBD) (Li et al., 2019) is
a publicly available dataset of underwater images that has been widely used for testing
and benchmarking image enhancement algorithms. The dataset includes 950 images with
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varying levels of degradation captured in different underwater environments with various
cameras. Therefore, the UIEBD was chosen as the dataset for the performance evaluation.

Table 1 presents the findings of the Visual Comparison Analysis. Our proposed
technology demonstrates proficiency in eliminating color casts, including bluish, greenish,
and yellowish. In comparison to the GCC technique, the proposed technique yields sharper
images. Notably, for input images 1 and 4, the proposed technique outperforms the UWB
technique by preserving the image's color vibrancy and delivering a more authentic
representation.

Table 1
Visual comparison analysis

Input UWB GCC Proposed technique

e
e
4

—_—

In order to evaluate the performance of the proposed technique, the Underwater
Image Quality Measure (UIQM) (Panetta et al., 2016) was selected to evaluate the image
quality in terms of sharpness, colorfulness, and contrast. The sharpness component of
UIQM, Underwater Image Sharpness Measure (UISM), measures the level of detail and
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focus on the image, while the colorfulness component, Underwater Image Colorfulness
Measure UICM), measures the vividness and saturation of colors. The contrast component,
Underwater Image Contrast Measure (UIConM), measures the difference between the
lightest and darkest parts of the image, indicating the overall visual clarity and definition.

Table 2 presents the results of the UIQM for five different input images processed
by three distinct image processing techniques: UWB, GCC, and the proposed technique.
Notably, the UIQM value indicates the level of image quality, whereby a higher UIQM
value corresponds to superior image quality in terms of three key factors: sharpness,
colorfulness, and contrast.

Based on Table 2, the proposed technique consistently yields the highest UIQM scores
across most input images, indicating superior image quality compared to the other two
techniques. For example, for image 1, the proposed technique yielded a quality metric
score of 2.976, which is higher than the scores for UWB and GCC (2.704 and 2.077,
respectively). Similar trends were observed for the other input images, underscoring the
proposed technique's superior image processing capabilities in sharpness, contrast, and

colorfulness.
The outcomes of the UISM are presented
EE}bQ]]eMz in Table 3. Although the proposed approach
did not manifest significant advantages
Image Input UWB GCC tl;rc(l)li(;cs;i over the other two techniques in relation to

. h .
1397 2704 2077 2976 boosting image sharpness, it demonstrated

0.121 3.208 3.671 3.788

1

5 comparable levels of improvement for the
3 0.845 1.728 2.151 2.237

4

5

sharpness metric. It strongly implies that
the proposed technique holds substantial

-11333.901 3.119 3.770 potential as a feasible alternative for

1.061 3211 3.272  3.652 enhancing image sharpness—the proposed

technique obtained better results for inputs
Table 3 2, 3, 4, and 5 than UWB. The proposed
visM technique outperformed inputs 1, 4, and 5
compared to the GCC technique. Therefore,

Proposed

Input UWB  GCC technique

the proposed technique may not outperform

b 1379 3660 2.739 3:531 the UWB and GCC in every scenario, but
2 3013633 4137 4.074 its performance in improving the sharpness
30897 1290 1.650 1.535 was considerably balanced.

42029 4176 3.685 4.204 Table 4 shows the results of UICM
5 2052 3.960 3.680 3.742 that measure image colorfulness. It is also

worth noting that the GCC and proposed
techniques have varying results across
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the different inputs. For instance, the GCC technique performs better than the proposed
technique for inputs 2 and 3 but worse for inputs 1, 4, and 5. Therefore, the effectiveness
of the proposed technique and GCC in producing colorful images seems to depend on the
specific input image. The UWB technique also manifests variable outcomes, displaying
superior performance only for inputs 1 and 5. Conversely, the proposed technique illustrates
a more stable and predictable performance than the other two.

Table 5 presents the results of the

Table 4 .
UICM UIConM, which assesses the contrast

Proposed quality of images. The UIConM values

Input UWB  GCC technique  are higher for images with better contrast

1 -116363 -6.287 -13.020 -12.181 quality. The table shows that the proposed
2 -104.545 -10200 -2.776  -3.696 technique consistently outperforms the
3 00472 -10.195  5.500 1.804 other techniques for three out of five
4 71359 22583 -0495  0.376 inputs in terms of contrast quality, with
S 40806 -30.592 -7375  -6.060 the highest UIConM values for each input.
Furthermore, the UWB and GCC techniques

Table 5 exhibit varying outcomes across the inputs.
UlConM For instance, the UWB technique performs
Input  UWB  GCC Propqsed better than the GCC technique for inputs ?,
technique 3 and 4 but worse for inputs 2 and 5. It is

10413 0504 0457 0.637 because the UWB technique had recovered
2 0610 0.678  0.707 0.752 an imbalanced color, especially for inputs 1
3 0339 0457 0422 0.485 and 4, where the images do not preserve the
4 0868 0919 0.875 0.841 underwater color well but left the difference
5 0779 0812  0.845 0.806 between intensities become bigger, which

eventually led to the conclusion of obtaining
higher contrast. The proposed technique, on the other hand, preserves the underwater color
and, at the same time, obtains better contrast.

CONCLUSION

Based on the evaluations conducted, it can be concluded that the proposed technique
performs better than the other two techniques (UWB and GCC) in terms of overall image
quality, as measured by the Underwater Image Quality Measure (UIQM). The proposed
technique consistently yields the highest UIQM scores across most input images, indicating
superior image quality in sharpness, colorfulness, and contrast. The UISM results also
suggest that the proposed technique has comparable levels of improvement for image
sharpness, indicating that it holds potential as a feasible alternative for enhancing image
sharpness. The UICM and UIConM results show that the proposed technique produces
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colorful and high-contrast images that are more stable and predictable than the other two
techniques, which exhibit varying outcomes across different input images.

Overall, the proposed technique appears to be a promising image processing technique
for eliminating color casts and enhancing overall image quality. Our proposed improved
GCC technique has preserved the capability of the GCC technique, which can remove the
various color casts like bluish, yellowish, and greenish tones without further distorting
the image color. Meanwhile, the proposed method overcomes the smoothing image issue
held by the GCC method.
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ABSTRACT

Machine learning and deep neural networks are improving various industries, including
healthcare, which improves daily life. Deep neural networks, including Convolutional
Neural Networks (CNNs), provide valuable insights and support in improving daily
activities. In particular, CNNs enable the recognition and classification of images from
CT and MRI scans and other tasks. However, training a CNN requires many datasets to
attain optimal accuracy and performance, which is challenging in the medical field due to
ethical worries, the lack of descriptive notes from experts and labeled data, and the overall
scarcity of disease images. To overcome these challenges, this work proposes a hybrid
CNN with transfer learning and a random forest algorithm for classifying lung cancer and
non-cancer from CT scan images. This research aims include preprocessing lung nodular
data, developing the proposed algorithm, and comparing its effectiveness with other
methods. The findings indicate that the proposed hybrid CNN with transfer learning and
random forest performs better than standard CNNs without transfer learning. This research
demonstrates the potential of using machine learning algorithms in the healthcare industry,
especially in disease detection and classification.
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et al., 2018). It was also Malaysia's second leading cause of death from cancer that year,
after breast cancer (Bray et al., 2018), according to the World Health Organization. Men
comprise approximately 16.6% of the patients, while women comprise 5.4%. In Malaysia,
lung cancer is the third most prevalent type of cancer, affecting men more than women,
according to the Malaysia National Cancer Registry Report 2012-2016 (Azizah et al.,
2019). Today, Deep Learning is often used in medical image analysis (Alom et al., 2019;
Arabahmadi et al., 2022; Salahuddin et al., 2022; Zakaria et al., 2022). Deep Learning is
becoming increasingly popular and necessary for reliable and accurate results (Anderson
et al., 2018). Deep learning simulates how the human brain processes data and recognizes
patterns to make decisions. As technology and algorithms improve, machines can offer more
accurate and reliable medical analysis. Identifying cells that are cancerous or malignant is
essential for lung cancer therapy.

Literature Review

Deep learning techniques can analyze CT scan images and identify cancer cells at an early
stage to prevent them from becoming fatal (Primakov et al., 2022; Thai et al., 2021). Deep
learning image analysis applications on Computed Tomography (CT) scan images to aid
in the detection of malignant cells prior to their development and lethality (Primakov et
al., 2022; Thai et al., 2021). Deep Learning is ideally suited for image processing tasks,
especially object detection and localization (Singh & Gupta, 2019). Deep learning,
especially CNN, can achieve high accuracy with abundant data (Zhao et al., 2018).
Convolutional Neural Networks (CNNs) need large and precise labeled training data, such
as ImageNet, to operate effectively. Unfortunately, large datasets are often unavailable for
medical images because of the high cost of expert explanations, ethical concerns, and the
lack of images of diseases (Zhao et al., 2018). In addition, models with a high parameter
count tend to overfit and cannot learn patterns when working with lesser datasets (Li et
al., 2020). Most traditional CNN architectures begin with a high parameter count, making
their performance highly dependent on the data size. Therefore, datasets that consist of only
hundreds or thousands of instances are incompatible with standard CNN models trained
on large-scale datasets like ImageNet (Keshari et al., 2018). It is an issue that researchers
need to address if they want to improve the performance of the model when handling a
huge volume of annotated data. A standard CNN may prove insufficient in medical imaging
with small datasets, where datasets usually comprise a few hundred to thousands of data.
Numerous studies have investigated various types of CNN for lung nodule detection, false
positive reduction, and classification to address this issue (Halder et al., 2020; Forte et al.,
2022; Nakrani et al., 2021; Sharif et al., 2020). However, Table 1 in this document focuses
specifically on CNNs employing innovative strategies instead of conventional techniques
or conventional CNNss.
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Table 1
A comprehensive review of various types of CNN for pulmonary nodule detection
Ref. Model Data sets Key Points
S > . B = A malignancy prediction model was created
4; % IZhEZI(()) le ; E) ‘9' % 5 E by combining the settings of the LeNet layers
2O al( ) 2 T2 = with the parameter settings of AlexNet.
= 5 Eleven 2D CNN models are utilized for
&; S :2’ B feature extraction. Models are ResNet50,
. Da s :‘Z" . % DenseNet169, VGG16, Xception, VGG19,
3 Nobrega % o 9 = Inception-ResNet-V2, DenseNEt201,
3 et al. - m" o 8 MobileNet, InceptionV3, NASNetMobile
‘fn (2018) % % - and NASNetLarge .SVM, MLP, KNN, RF,
E 8 M and Naive Bayes are trained separately with
g S collected features.
j‘; Yamashita © - o B Comparison of CNN models for feature
% ¢ sl o) 8 > ‘§ 2 extraction, models based on feature
‘é (goellé) g 3 A ‘E E félagrinniiegring, and models based on transfer
a0
® g . 5D - In the study, 3D U-Net architecture was used
% § % E 5 to extract features from input images. Transfer
s f Tane et E—j § E 5 learning was also utilized, and fine-tuning
= < al (2%20) %’ E 5 Z. the model helped feature extraction. The
25 SR z 3 experiment showed that layer-wise transfer
c = a § < training improved image recognition accuracy
= ‘E - = in situations with a limited sample size.
Ali ot al % f Reinfo.rcement learning for medical. image
(2018) ' O Z, analysis and lung nodule detection in CT scan
" a B images is a groundbreaking advance.
Z
% Automatic lung nodule detection combines
% a multitasking residual learning and online
S 25 © mining techniques for hard negative examples,
él’ Qin et al. g :QZ&J, < including a 2D U-Net, a 3D DenseNet, and
= (2018) Z 5 % a Region Proposal Network (RPN). The 3D
ao: oA — U-Net generates candidate nodes, while the
= a 3D DenseNet is mainly used to reduce false
§ positives.
3 - — A two-phased framework is used to identify
< Tang et 2 8 % <E j% nodules and reduce false positives. The
al. (2018) s % o Z“:) g framework utilizes a 3D Faster RCNN to
' a SNa S g generate nodule samples and a 3D DCNN
[~ =8

model to recognize nodule candidates.
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Numerous studies have aimed to enhance the precision of early lung cancer detection
through Deep Learning. However, there is still a discrepancy between identifying these
algorithms and their integration into real medical applications. A hybrid deep learning
model has been developed based on Convolutional Neural Networks (CNNs) and Random
Forest (RF) for malicious node classification. The reason for using this hybrid approach
is that transfer learning is advantageous when dealing with limited data and can leverage
knowledge from pre-trained models, while RF offers robustness, feature importance
analysis, versatility, and competitive performance across different types of tasks. Our
model uses transfer learning from pre-trained CNN models to extract features from node
images. The model's performance was evaluated compared to a baseline CNN model
without transfer learning.

MATERIALS AND METHODS

The study is divided into four phases: Dataset Preparation, Research Design, Application
and Implementation, and Performance Analysis. The research methodology is presented
in Figure 1, while Figure 2 shows the overall framework for the suggested model.

Phase 1: Datasets Preparation CNN with transfer learning

Data collection

Data pre-processing
Segmentation .1
Phase 2: Research Design /

Hybrid of CNN with transfer learning
and Random Forest

Phase 3: Implementation

Training Figure 2. The overarching structure for the proposed
Testing methods

Phase 4: Evaluation This research uses a subset of the LIDC-

Performance analys.is using IDRI dataset known as LUNA16 (Camp,
Compute Metrics 2022). We use the LUNA16 dataset, a
widely used lung cancer CT image dataset,

Figure 1. The research methodology employed in
the study's workflow and a subset of the LIDC-IDRI dataset.

The LUNA16 dataset is a subset of the
LIDC-IDRI dataset, with different factors used to filter the heterogeneous scans. Due to
the minuscule size of pulmonary nodules, only a 2.5 mm slice thickness CT scan or less
was considered. CT scans that demonstrated non-uniform slice spacing or missing slices
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were excluded from the analysis. As a result, the dataset was reduced to 888 CT scans
annotated by radiologists, resulting in 36,378 annotations. Only annotations classified as
nodules 3 mm were deemed relevant in lung cancer screening protocols. When multiple
readers discovered nodules that were close together, their radii were combined, and their
positions and diameters averaged.

Lung segmentation data are also provided, consisting of lung segmentation images
calculated with automatic algorithms (Peirelinck et al., 2022). However, these segmentation
images should not be utilized as the gold standard for any segmentation study. It is worth
noting that the primary dataset via LIDC-IDRI was saved in DICOM (.dcm) format, an
alternative format for CT scan data. The model was trained with 1528 training datasets,
while the remaining CT scans of patients were used for testing and validation. In total,
there were 478 test datasets and 382 validation datasets. Figure 3 shows disparate sections
from a LUNA16 CT scan.
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Figure 3. Primary CT scan DICOM slices extraction from LUNA16 dataset
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This research employed a pre-trained VGG16 model, trained on 1.2 million natural
images from the ImageNet dataset. VGG16 is initially pretrained on the large-scale
ImageNet dataset, which contains millions of labeled images from various categories.
During pretraining, the model learns to extract useful features from the images and classity
them into one of the ImageNet classes. This pretraining step helps VGG16 learn general
visual representations that can be applied to various tasks. The overall prediction of VGG16,
VGG16(x), can be represented as:

VGG16(x) = FC(h{M - 1}) (1)

Where FC represents the last fully connected layer, x is the input image, M is the total
number of fully connected layers, and /2 {M - 1} is the input to the last fully connected layer.
A comprehensive framework was developed for the proposed methods in this study, with
a CNN algorithm utilized to leverage the LUNA16 dataset for lung nodule classification.

The proposed algorithm utilizes Convolutional Neural Networks (CNN) with transfer
learning and is fed the LUNA16 dataset as input. The proposed algorithm used transfer
learning, a popular method in which pre-trained models established for one task are used
as the basis for another model for a different task (Goodfellow et al., 2016). In addition,
transfer learning is also a machine learning technique that involves leveraging knowledge
gained from one task or domain and applying it to a different but related task or domain. It
enables the reuse of pre-trained models and learned representations, which can significantly
benefit new tasks, especially when the new task has limited training data. The underlying
idea of transfer learning is that knowledge gained from solving one task can be transferred
and utilized to improve the learning or performance of another related task. Instead of
starting the learning process from scratch, transfer learning allows models to initialize
with already learned features or parameters, speeding up convergence and improving
generalization. Transfer learning 6, typically involves fine-tuning the pre-trained model
on the target task. It can be represented as:

0,= argmin(6,)L(0,, D) + aL(6,+ D,) 2)

Where D is the target task training set, L(6, D) is the loss function for the target task,
a is a trade-off parameter, 6, is the weights and biases of the pre-trained model, D, is a
separate pretraining dataset (or a subset of the target task data), and L(6, + D,) represents
the loss function for pretraining.

Two prevalent transfer learning techniques exist the developed model approach and the
pre-trained model approach (Peirelinck et al., 2022; Zhuang et al., 2020). Previous research
has demonstrated that transfer learning can enhance the discriminative capabilities of a
generic dataset and improve the model's ability to generalize to other tasks (Da Nobrega
etal., 2018).
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Various scholars have also shown interest in hybridization techniques due to their
recent outstanding performance in addressing cancer detection problems by enhancing
algorithm performance (Chin et al., 2021a, 2021b; Saleh et al., 2021). Therefore, the
proposed approach for classifying lung nodules involves utilizing a hybrid CNN with
transfer learning and Random Forest (RF). Random Forest (RF) is a popular machine-
learning algorithm for classification and regression tasks. An ensemble learning method
combines multiple decision trees to make predictions. The prediction of the random forest
RF(x) can be represented as:

RF(x) = argmax(c) Z t(x)R 3)

Where #(x) is the prediction of the #-th decision tree for input x, and ¢ represents the
possible classes or outputs.

The Python programming language was used to train and test the algorithm, followed
by a comprehensive performance metrics evaluation. After dataset preparation and research
design, the proposed algorithm underwent training and testing, and the resulting models
were evaluated based on performance. The hybrid method is implemented using Python
programming on a computer system with an Intel Core i5 10th Gen processor, 16 GB
RAM, and NVIDIA GeForce RTX 2060 GPU support with 6 GB RAM. The optimal
hyperparameters that need to be set for this research include the number of trees, which is
set to three, and the random state, which is set to 42, in the function of the random forest.
The dataset is divided into two groups, namely the Train set and Test set, with most of
the dataset allocated to training and the remaining portion reserved for model testing. The
performance measure metrics are also analyzed based on testing accuracy, sensitivity,
specificity, and F1-score, which can be represented as:

. ~ TP + TN (4)
esting Accuracy = wp TN + FP + FN
TP

a, . = — (5)
Sensitivity TP + FN

N (6)
Specificity = ———
pecificity TN + FP

Where TP, TN, FP, and FN FPFN are True Positive, True Negative, False Positive,
and False Negative, respectively.

RESULTS AND DISCUSSION

The library pydicom is used to demonstrate the image field and the metadata information
in the CT scan images to visualize the dataset. As the images have been deposited in
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DICOM format, a standard browser cannot be used to access them. An example of the
metadata stored in the file is shown in Figure 4. The watershed algorithm has been utilized
to segment the dataset. The watershed algorithm has been considered a traditional image
segmentation and separation algorithm. In image processing, the grayscale image can be
subjected to a procedure similar to a geological watershed or drainage split, which divides
adjacent drainage basins. This procedure, aptly named "watershed," employs the image
as though it had been a topographic map, with each point's brightness denoting its height.
As a result, it becomes possible to identify lines that follow the crests of ridges. In 1997,
M. Couprie and G. Bertrand coined the term "topological watershed." The watershed
algorithm begins with user-defined markers and treats pixel values as a local topography
(elevation) (Bertrand, 2005).

(0008, 0005) Specific Character Set C5: 'ISO_IR 100'

(0008, 0016) SOP Class UID UI: CT Image Storage

{0008, 0018) SOP Instance UID UI: 1,2.B840.113654.2.55.247817952625791837963403492B91187883824
(0008, 0060) Modality cs: 'cr'

(0008, 103e) Series Description LO: 'Axial’

(0010, 0010) Patient's Name PN: '00cba091fadad62cc3200a657aebd57e’

(0010, 0020) Patient ID LO: '0O0cba091fadad62cc3200a657aebd57e’

(0010, 0030) Patient's Birth Date DA: '19000101'

(0018, 0060) KVP DS: None

(0020, 000d) Study Instance UID UI: 2.25.86208730140539712382771890501772734277950692397709007305473
(0020, 000e) Series Instance UID UI: 2.25.11575877329635228925808596800269974740893519451784626046614
(0020, 0011) Series Number I5: "3t

(0020, 0012) Acquisition Number I8: "1*

(0020, 0013) Instance Kumber I5: "134"

(0020, 0020) Patient Orientation cs: '*

(0020, 0032) Image Position (Patient) DS: [-145.500000, -158.199997, -356.200012)

(0020, 0037) Image Orientation (Patient) DS: [1.000000, 0.000000, 0.000000, 0.000000, 1.000000, 0.000000]
(0020, 0052) Frame of Reference UID UI: 2.25.830335096344416B86385652073462983B0184012191667B8417719669650
(0020, 1040) Position Reference Indicator LO: ‘SN’

(0020, 1041) Slice Location D81 "-356.200012"

(0028, 0002) Samples per Pixel us: 1

(0028, 0004) Photometric Interpretation CS: 'MONOCHROME2'

(0028, 0010) Rows us: 512

(0028, 0011) Columns Us: 512

(0028, 0030) Pixel Spacing DS: [0.597656, 0.597656]

(0028, 0100) Bits Allocated Us: 16

(0028, 0101) Bits Stored uUs: 16

(0028, 0102) High Bit Us: 15

(0028, 0103) Pixel Representation us: 1

(0028, 0120) Pixel Padding Value US: 63536

(0028, 1050) Window Center DS: "40.0"

(0028, 1051) Window Width Ds: "400.0"

(0028, 1052) Rescale Intercept DS: "-1024.0"

(0028, 1053) Rescale Slope DS: "1.0"

(7£e0, 0010) Pixel Data OW: Array of 524288 elements

Figure 4. The metadata is stored within a solitary DICOM file

The Watershed algorithm floods the basins of various markers until they intersect on
watershed lines. Often, these markers have been selected as local minima in an image, and
the basins are filled accordingly. This semantic segmentation approach helps emphasize
the lung area and generate binary masks. To begin, external and internal markers from
the images of CT scans were obtained using binary dilations and then added to a full dark
image using watershed methods. The watershed marker eliminates image noise and detects
cancerous cells in the lungs. The removal of external noise from the images is illustrated
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in Figure 5, where a binary mask is applied
to the image, with black pixels indicating
cancer cells. An integrated Sobel filter and
watershed algorithm were used to improve
segmentation to remove the outer lung
layers. An internal marker is then used to
create a lung filter using Numpy's bitwise
operations, which extracts the heart from the
CT scan images. To ensure more accurate
segmentation than previous methods,
morphological operations, and gradients
are used to complete the lung filter. Figure
6 displays the segmented lung after applying
the Sobel filter application. The process
created 2388 labeled images comprising
almost 12 patients with CT scan data, with
a comparable number of cancerous and non-
cancerous patients.
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Figure 6. Visualization of lung segmentation
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The model that was suggested is a combination of two powerful techniques: CNN with
transfer learning and Random Forest. In order to contrast the performance of both models,
a standard CNN was built as the first model, which uses convolution layers, flattened fully
connected layers, max pooling, and dropout in the middle layers. Figure 7 illustrates this
basic approach without the advantage of transfer learning. The second hybrid model applies
transfer learning on a pre-trained VGG-16 model and Random Forest as a classifier. The last
three layers were modified to incorporate the Random Forest classifier. The base estimator
used in this hybrid model is 3, with a random state 42. Figure 8 displays the illustration of
the suggested model. Subsequently, the dual models, one with Transfer Learning and the
other with Random Forest, were implemented and trained on segmented lungs. A batch
size of 64 was used for the image data generator, and 20 images were used in each epoch
for 30 epochs, except for the first model, which had 20 images in each epoch. The shape
of the training images for the first model was (32,32,3) while the proposed model had a
shape of (128,128,3). The application of augmentation techniques facilitated the training
of models on various augmentations, including shear range, zoom range, horizontal flip,
rotation range, and center shift, thereby achieving superior outcomes. In the final layer,
a solitary binary classification node distinguishes between cancerous and non-cancerous
lungs. Additionally, TensorFlow Keras callbacks were utilized to preserve the most accurate
model and execute a comprehensive 30-epoch training session to chart the comparative
graphs.

Table 2 compares the proposed hybrid model's testing accuracy and Area Under the
Curve (AUC) and the standard CNN without transfer learning. The findings display that
the proposed hybrid model beats the standard model and achieves better test accuracy and
AUC. The proposed model is considered preferable over the standard model despite the fact
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Figure 7. Standard CNN without transfer learning
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that the standard model may still be suitable for solving classification tasks. Furthermore,

Figure 9(a) shows that the proposed model attained an AUC of 0.985, better than the
original model's AUC of 0.983, as shown in Figure 9(b).
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Figure 8. Hybrid CNN with transfer learning and Random Forest
Table 2
Overview of the accuracy performance of both models
Models Testing Accuracy Area Under the Curve
(AUC)
Standard Model 93.72% 0.983
Proposed Model (Hybrid CNN with 98.53% 0.985

Transfer Learning and Random Forest)
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Figure 9. Receiver Operating Characteristic (ROC) Curve Performance (a) Proposed Hybrid Model

(b) Standard Model

In terms of the confusion matrix, the hybrid model proposed in this study outperformed
the typical CNN model without transfer learning in terms of accuracy. All of the CT
scan images are classified correctly for the proposed hybrid model, as shown in Figure
10(a), while some of the CT scan images are still classified incorrectly for the standard
CNN model, as shown in Figure 10(b). Based on Table 3, the performance metrics of CT
image classification through the confusion matrix, as presented in Figure 10, proved that
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the proposed hybrid model is better than the standard model. This confusion matrix and
performance measures show that both models can classify most CT scan images. It can

be proven in Figures 11(a) and 11(b), which are some CT scan images predicted correctly
based on the standard and suggested models.

Confusion Matrix Confusion Matrix

200

200
Non-cancer Non-cancer
150 150
93 23
e 100 e 100
Lung cancer 50 Lung cancer S0
v\odé’} \,"0%8}
& &
< d
Predicted label Predicted label
(a) (b)
Figure 10. Confusion Matrix Performance (a) Proposed Hybrid Model (b) Standard Model
Table 3
Performance measure
Models Sensitivity Specificity F1-Score
Standard Model 97.92% 89.54% 94.00%
Proposed Model 98.74% 98.32% 98.54%

(Hybrid CNN with Transfer Learning
and Random Forest)

Figure 11. Prediction and actual label are (a) non-cancer, (b) lung cancer
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A comparative study in Table 4 shows that the proposed CNN with transfer learning
and Random Forest model performs better than the existing techniques. Only work from
(Saleh et al., 2021) performed better than the proposed hybrid work in specificity and
AUC. During study development, several challenges arose that significantly impacted the
results and outcomes. One of the biggest challenges was the dataset format used, which
was in dmc format as opposed to ordinary formats of image processing such as jpg. The
DMC format saves information about patients and a 3D CT scan image, so it was necessary
to convert the images to jpg format before feeding them into the models for training and
testing. It made the research more labor-intensive and time-consuming.

Table 4
Comparative study
Models Testing Sensitivity  Specificity ~ F1-Score AUC
Accuracy
3D U-Net CNN . . ,
(Tang et al., 2020) 96.80% 92.40% 94.60% - 0.941
3D CNN

0, 0, 0, - -
(Ali et al., 2018) 64.40% 58.90% 55.30%

3D U-Net and 3D
DenseNet - 96.70% - - _
(Qin et al., 2018)

Deformable CNN

- 0 - - -
(Haiying et al., 2021) 93.80%
CNN (Sheng et al., 2021)  90.00% - - - -
AlexNet CNN o
(Agarwal et al., 2021) 96.00% ) ) ) )
Deep Neural Networks
Ensemble 96.49% 98.73% - - -
(Ardimento et al., 2021)
(Sal(e:l:\]g-aslvg/z)ﬂ) 97.91% 97.90% 99.32% - 1.000
Proposed Hybrid Model 98.53% 98.74% 98.32% 98.54% 0.985
CONCLUSION

Deep learning is crucial in acquiring profound knowledge and aiding medical professionals
in comprehending a patient’s condition, significantly enhancing their quality of life.
The medical field has seen an increasing adoption of machine learning and deep neural
networks due to their ability to improve detection and classification, ultimately benefiting
patients. Convolutional Neural Networks (CNNs) have gained widespread popularity
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in medical imaging applications, especially for CT and MRI scan analysis, recognition,
and classification tasks. However, achieving high accuracy and performance with CNN
algorithms requires extensive training using large datasets.

A hybrid CNN employing transfer learning and random forest techniques has been
developed to improve lung nodule classification. This hybridization has shown promise
in enhancing image classification. In the future, the hybrid algorithm will be applied to
various medical imaging fields. This technique can benefit from a wide range of imaging
modalities for improving image classification, detection, and segmentation.
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