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PERTANIKA JOURNAL OF SCIENCE & TECHNOLOGY 
About the Journal 

Overview 
Pertanika Journal of Science & Technology is an official journal of Universiti Putra Malaysia. It is an open-
access online scientific journal. It publishes original scientific outputs. It neither accepts nor commissions 
third party content. 

Recognised internationally as the leading peer-reviewed interdisciplinary journal devoted to the publication 
of original papers, it serves as a forum for practical approaches to improve quality on issues pertaining to 
science and engineering and its related fields. 

Pertanika Journal of Science & Technology currently publishes 6 issues a year (January, March, April, 
July, August, and October). It is considered for publication of original articles as per its scope. The journal 
publishes in English and it is open for submission by authors from all over the world. 

The journal is available world-wide. 

Aims and scope 
Pertanika Journal of Science & Technology aims to provide a forum for high quality research related to 
science and engineering research. Areas relevant to the scope of the journal include: bioinformatics, 
bioscience, biotechnology and bio-molecular sciences, chemistry, computer science, ecology, engineering, 
engineering design, environmental control and management, mathematics and statistics, medicine and 
health sciences, nanotechnology, physics, safety and emergency management, and related fields of study. 

History 
Pertanika Journal of Science & Technology was founded in 1993 and focuses on research in science and 
engineering and its related fields. 

Vision 
To publish a journal of international repute. 

Mission 
Our goal is to bring the highest quality research to the widest possible audience. 

Quality 
We aim for excellence, sustained by a responsible and professional approach to journal publishing. 
Submissions can expect to receive a decision within 90 days. The elapsed time from submission to 
publication for the articles averages 180 days. We are working towards decreasing the processing time 
with the help of our editors and the reviewers. 

Abstracting and indexing of Pertanika 
Pertanika Journal of Science & Technology is now over 27 years old; this accumulated knowledge and 
experience has resulted the journal being abstracted and indexed in SCOPUS (Elsevier), Clarivate Web 
of Science (ESCI), EBSCO, ASEAN CITATION INDEX, Microsoft Academic, Google Scholar, and MyCite.

Citing journal articles 
The abbreviation for Pertanika Journal of Science & Technology is Pertanika J. Sci. & Technol.

Publication policy 
Pertanika policy prohibits an author from submitting the same manuscript for concurrent consideration by 
two or more publications. It prohibits as well publication of any manuscript that has already been published 
either in whole or substantial part elsewhere. It also does not permit publication of manuscript that has 
been published in full in proceedings. 

Code of Ethics 
The Pertanika journals and Universiti Putra Malaysia take seriously the responsibility of all of its journal 
publications to reflect the highest in publication ethics. Thus, all journals and journal editors are expected 
to abide by the journal’s codes of ethics. Refer to Pertanika’s Code of Ethics for full details, or visit the 
journal’s web link at http://www.pertanika.upm.edu.my/code_of_ethics.php 
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Originality 
The author must ensure that when a manuscript is submitted to Pertanika, the manuscript must be an original 
work. The author should check the manuscript for any possible plagiarism using any program such as Turn-It-
In or any other software before submitting the manuscripts to the Pertanika Editorial Office, Journal Division. 

All submitted manuscripts must be in the journal’s acceptable similarity index range: 
≤ 20% – PASS; > 20% – REJECT. 

International Standard Serial Number (ISSN) 
An ISSN is an 8-digit code used to identify periodicals such as journals of all kinds and on all media–print 
and electronic. 

Pertanika Journal of Science & Technology: e-ISSN 2231-8526 (Online). 

Lag time 
A decision on acceptance or rejection of a manuscript is reached in 90 days (average). The elapsed time from 
submission to publication for the articles averages 180 days. 

Authorship 
Authors are not permitted to add or remove any names from the authorship provided at the time of initial 
submission without the consent of the journal’s Chief Executive Editor. 

Manuscript preparation 
For manuscript preparation, authors may refer to Pertanika’s INSTRUCTION TO AUTHORS, available on 
the official website of Pertanika.

Editorial process 
Authors who complete any submission are notified with an acknowledgement containing a manuscript ID on 
receipt of a manuscript, and upon the editorial decision regarding publication. 

Pertanika follows a double-blind peer-review process. Manuscripts deemed suitable for publication are 
sent to reviewers. Authors are encouraged to suggest names of at least 3 potential reviewers at the time 
of submission of their manuscripts to Pertanika, but the editors will make the final selection and are not, 
however, bound by these suggestions. 

Notification of the editorial decision is usually provided within 90 days from the receipt of manuscript. 
Publication of solicited manuscripts is not guaranteed. In most cases, manuscripts are accepted conditionally, 
pending an author’s revision of the material. 

The journal’s peer review 
In the peer-review process, 2 to 3 referees independently evaluate the scientific quality of the submitted 
manuscripts. At least 2 referee reports are required to help make a decision. 

Peer reviewers are experts chosen by journal editors to provide written assessment of the strengths and 
weaknesses of written research, with the aim of improving the reporting of research and identifying the most 
appropriate and highest quality material for the journal. 

Operating and review process 
What happens to a manuscript once it is submitted to Pertanika? Typically, there are 7 steps to the editorial 
review process: 

1. The journal’s Chief Executive Editor and the Editor-in-Chief examine the paper to determine 
whether it is relevance to journal needs in terms of novelty, impact, design, procedure, language 
as well as presentation and allow it to proceed to the reviewing process. If not appropriate, the 
manuscript is rejected outright and the author is informed. 

2. The Chief Executive Editor sends the article-identifying information having been removed, to 2 to 
3 reviewers. They are specialists in the subject matter of the article. The Chief Executive Editor 
requests that they complete the review within 3 weeks. 

 Comments to authors are about the appropriateness and adequacy of the theoretical or conceptual 
framework, literature review, method, results and discussion, and conclusions. Reviewers often 
include suggestions for strengthening of the manuscript. Comments to the editor are in the nature 
of the significance of the work and its potential contribution to the research field. 
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3. The Editor-in-Chief examines the review reports and decides whether to accept or reject the 
manuscript, invite the authors to revise and resubmit the manuscript, or seek additional review 
reports. In rare instances, the manuscript is accepted with almost no revision. Almost without 
exception, reviewers’ comments (to the authors) are forwarded to the authors. If a revision is 
indicated, the editor provides guidelines for attending to the reviewers’ suggestions and perhaps 
additional advice about revising the manuscript. 

4. The authors decide whether and how to address the reviewers’ comments and criticisms and 
the editor’s concerns. The authors return a revised version of the paper to the Chief Executive 
Editor along with specific information describing how they have addressed’ the concerns of 
the reviewers and the editor, usually in a tabular form. The authors may also submit a rebuttal 
if there is a need especially when the authors disagree with certain comments provided by 
reviewers. 

5. The Chief Executive Editor sends the revised manuscript out for re-review. Typically, at least 1 
of the original reviewers will be asked to examine the article. 

6. When the reviewers have completed their work, the Editor-in-Chief examines their comments 
and decides whether the manuscript is ready to be published, needs another round of revisions, 
or should be rejected. If the decision is to accept, the Chief Executive Editor is notified. 

7. The Chief Executive Editor reserves the final right to accept or reject any material for publication, 
if the processing of a particular manuscript is deemed not to be in compliance with the S.O.P. of 
Pertanika. An acceptance letter is sent to all the authors. 

 The editorial office ensures that the manuscript adheres to the correct style (in-text citations, 
the reference list, and tables are typical areas of concern, clarity, and grammar). The authors 
are asked to respond to any minor queries by the editorial office. Following these corrections, 
page proofs are mailed to the corresponding authors for their final approval. At this point, only 
essential changes are accepted. Finally, the manuscript appears in the pages of the journal 
and is posted on-line.
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Foreword

Welcome to the sixth issue of 2023 for the Pertanika Journal of Science and Technology (PJST)! 

PJST is an open-access journal for studies in Science and Technology published by Universiti Putra 
Malaysia Press. It is independently owned and managed by the university for the benefit of the 
world-wide science community.

This issue contains 30 articles; five review articles and the rest are regular articles. The authors 
of these articles come from different countries namely Bangladesh, India, Indonesia, Malaysia, 
Morocco, Nigeria, Pakistan, Sri Lanka, Switzerland and Thailand.

A review on poultry manure and its contribution to inflammation and cancer progression was 
conducted by Ana Masara Ahmad Mokhtar and colleagues from Malaysia. Indiscriminate manure 
disposal has been highlighted as a significant cause of environmental contamination due to 
various biological and chemical irritants that harm the environment and human health. Several 
incidents have been reported, most notably among farmers and those living near the farms, 
because of air and water pollution caused by manure losses, which result in various health issues, 
including infection, inflammation, and even cancer. This review discusses the potential health 
risks or diseases linked to poultry manure and recommends future measures to minimize the 
hazards to health and the environment. Details of this study are available on page 2645.

A regular article titled “Effect of Scaling the Electrostatic Interactions on the Free Energy of 
Transfer of Azurin from Water to Lipid Membrane Determined by Coarse-Grained Simulations” 
was presented by Dian Fitrasari and co-researchers from Bandung Institute of Technology, 
Indonesia. Azurin protein potentially plays an important role as an anti-cancer therapeutic agent, 
particularly in treating breast cancer without having a negative effect on normal cells. Although 
the interaction mechanism between protein and lipid membrane is complicated, it can be 
modeled as protein-lipid interaction. Since the all-atom (AA) model simulation is cost computing, 
the researchers applied a coarse-grained (CG-MARTINI) model to calculate the protein-lipid 
interaction. They investigated the binding free energy value dependency by varying the windows 
separation and electrostatic scale parameters. After scaling the electrostatic interactions by a 
factor of 0.04, the best result in terms of free energy is -140.831 kcal/mol, while after window-
separation optimization, it reaches -71.859 kcal/mol. The detailed information of this study is 
available on page 2735.

A numerical investigation on the distribution of pressure coefficients of modified building 
shapes was conducted by Siti Rohani Mohd Isdris et al. from Universiti Sains Malaysia. This study 
evaluates the impact of shape mitigation on tall buildings by applying corner modifications, such 
as chamfered, corner cut, plan changes with height, tapered, and setback, and combining a 
single modification model. The numerical simulations were carried out using Computational Fluid 

i



Dynamic (CFD) simulation with the RNG k-ε type of turbulence model. All single modifications 
reduced the maximum +Cp and -Cp better than the basic model. The setback model is more 
effective in reducing suction than the basic and tapered model. Choosing an efficient geometry 
modification for high-rise structures can help mitigate aerodynamic concerns, particularly in 
pressure distribution on the building surfaces. Further details of the investigation can be found 
on page 3139.

In the last 12 months, of all the manuscripts peer-reviewed, 16% were accepted. This seems to 
be the trend in PJST.

We anticipate that you will find the evidence presented in this issue to be intriguing, thought-
provoking and useful in reaching new milestones in your own research. Please recommend the 
journal to your colleagues and students to make this endeavour meaningful.

All the papers published in this edition underwent Pertanika’s stringent peer-review process 
involving a minimum of two reviewers comprising internal as well as external referees. This was to 
ensure that the quality of the papers justified the high ranking of the journal, which is renowned 
as a heavily-cited journal not only by authors and researchers in Malaysia but by those in other 
countries around the world as well.

We would also like to express our gratitude to all the contributors, namely the authors, reviewers, 
Editor-in-Chief and Editorial Board Members of PJST, who have made this issue possible. 

PJST is currently accepting manuscripts for upcoming issues based on original qualitative or 
quantitative research that opens new areas of inquiry and investigation.

Chief Executive Editor
Mohd Sapuan Salit
executive_editor.pertanika@upm.edu.my

ii
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ABSTRACT
Indiscriminate manure disposal has been highlighted as a significant cause of environmental 
contamination due to the presence of various biological and chemical irritants. It includes 
pathogens, antibiotics, and organic pollutants, all of which have the potential to harm not only 
the environment but also human health. Several incidents have been reported, most notably 
among farmers and those living near the farms, as a result of air and water pollution caused 
by manure losses. Acute and chronic exposure to these hazards may result in a variety of 
health issues, including infection, inflammation, and even cancer. Despite this, humans are 

constantly exposed to these risk agents due 
to a lack of awareness of proper disposal 
methods and knowledge of the risk agents’ 
associations with diseases. Thus, the review 
discusses the potential health risk or diseases 
linked to poultry manure and recommends 
future measures to minimise the hazards to 
farmers’ health and the environment posed 
by their existing practices.
Keywords:  Cancer, infection, inflammation, 
pathogenic bacteria, poultry manure
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INTRODUCTION

The growing demand for food products, whether proteins, carbohydrates, or fibre, has 
rapidly increased over the last decade, in lockstep with the world’s population growth. The 
global population was 7.9 billion in 2022 (Population Matters, 2023), expected to reach 
9.7 billion by 2050. On the other hand, population growth will undoubtedly increase the 
demand for poultry production for human consumption. According to the United Nations 
Food and Agriculture Organization (2021), poultry meat production increased from 9 to 
132 million tonnes worldwide between 1961 and 2019, accounting for nearly 39% of global 
meat production. Additionally, global broiler meat production reached approximately 
83.2 million metric tonnes in 2012 and is expected to reach approximately 102 million in 
2021 (https://www.statista.com/aboutus/our-research-commitment/1239/m-shahbandeh). 
In Malaysia, the yearly per capita consumption of poultry meat increased from 41.9 kg in 
2012 to 53.1 kg in 2022 (Organisation for Economic Co-operation and Development, 2022). 

While modern agricultural technology has increased production efficiency and safety, 
the risks to the human population posed by these industries have remained relatively 
constant. It is because as poultry farming becomes more popular, the production of poultry 
waste will increase, endangering humans and contributing to environmental contamination. 
It has been established that poultry excrement contains a variety of contaminants, including 
veterinary antimicrobials, heavy metals, and pathogens. These contaminants can enter 
surface water, groundwater, and agricultural soil during storage and disposal, posing direct 
or indirect threats to public health (Gbotosho & Burt, 2013).

Poultry manure is the faeces of poultry (chicken, turkey, duck, and geese), which 
is frequently used as an organic fertiliser to increase the soil’s nitrogen, phosphate, and 
potassium levels. However, it is a major source of pathogens that can harm humans. For 
example, Listeria, Salmonella, Staphyloccocus, Actinobacillus and Campylobacter are 
just a few pathogens that have been prevalent in poultry wastes and have been linked to 
adverse effects on human health and the human food chain (Kyakuwaire et al., 2019). These 
pathogens may be spread from poultry wastes to water sources through run-off, which 
humans may consume or ingest as a source of water or marine-based food (Kyakuwaire 
et al., 2019).

Additionally, due to easier market access, most poultry industries are massive and 
concentrated in urban areas. However, this location is frequently near critical areas such 
as rivers and drainage systems that provide water to nearby residents (Taiwo & Arowolo, 
2017). Inadequate waste management increases their risk of contracting infections, which 
can cause life-threatening conditions (Food and Agriculture Organization of the United 
Nations, 2013). Exposure to these zoonotic pathogens, which are pathogens that have 
spread from animals to humans, has been shown to cause a variety of infectious diseases 
in humans, including Listeriosis, Salmonellosis, and Campylobacteriosis (Kyakuwaire et 
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al., 2019). Thus, appropriate and preventive strategies must be implemented at all levels 
of agriculture to mitigate health risks (Food and Agriculture Organization of the United 
Nations, 2013). Additionally, this approach would contribute to sustainable agriculture 
without the risk or concern of zoonotic pathogen contamination (Garcia et al., 2020).

CURRENT MANAGEMENT OF POULTRY MANURE AND ITS 
DISADVANTAGES TO HUMANS

Poultry manure contains thirteen essential nutrients required for plant growth and 
development, including Nitrogen (N), calcium (Ca), phosphorous (P), sulphur (S), 
copper (Cu), chlorine (Cl), iron (Fe), molybdenum (Mo), potassium (K), magnesium 
(Mg), manganese (Mn), zinc (Zn), and Boron (B) (Singh et al., 2018). These nutrients are 
frequently derived from poultry feed, medications, supplements, and drinking water. The 
abundance of nutrients in poultry manure can be regarded as one of the best fertilisers as 
it fulfils the main plant growth requirements (Singh et al., 2018).

Reused Poultry Manure as Bedding Material

Poultry litter usually consists of bedding material mixed with manure, feathers, spilt water 
and waste feed accumulated during the production cycle. Although poultry litter is often 
used as an excellent fertiliser for enhancing the growth of vegetable crops, it also has been 
extensively re-used as bedding materials for subsequent batches of broilers due to the high 
cost and demand for high-quality wood shaving bedding, the primary component of litter 
(Redding, 2011). This re-used practice is prevalent in several countries, including the United 
States of America (Macklin et al., 2006) and Australia (Runge, 2007). 

Unfortunately, this practice will promote certain food-borne pathogens such as 
Salmonella and Campylobacter, which are commensals in poultry, increasing the risk of 
human contamination via direct contact with food crops or spray irrigation (Kyakuwaire et 
al., 2019). Despite concerns about the spread of harmful pathogens into the environment, 
this practice of reusing bedding material is expected to grow in the future due to limited 
supplies of suitable bedding material. Nevertheless, Bucher et al. (2020) found the benefit 
of using reused poultry litter to deter the growth of Salmonella. It contradicts ideas probably 
due to the environmental stressors or alteration of physiochemical parameters disrupting 
the normal mechanism that regulates the complex interplay between bacterial members of 
the community, driving the lower abundance of Salmonella in reused bedding.

Source of Energy Production

Additionally, as poultry manure is a complex source of organic components, these wastes 
could be utilised for energy production. Among the common methods for converting poultry 
litter to energy is fluidised bed combustion (FBC) technology. The heat produced from this 
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method can then be used to produce energy or to provide heating for buildings or poultry 
houses (Choudhury et al., 2020). Nevertheless, the main concern with this technique is the 
number of gases produced, such as carbon dioxide (CO2), methane (CH4) and nitrous oxide 
(N2O), all of which is known as greenhouse gases (GHG) contributor, and particulates that 
are being released and polluting the air. Exposure to these particles may promote several 
cardiovascular and respiratory consequences for humans, including cardiac arrhythmias, 
asthma attacks, and bronchitis (Manisalidis et al., 2020). 

Stockpiled of Poultry Manure

In some countries, surplus poultry litter is also openly stockpiled in the environment. 
Normally, poultry stacking generates heat, which kills any pathogens present in the litter 
(Wilkinson et al., 2011). However, it may cause pathogen run-off into adjacent rivers and 
creeks, particularly during heavy rain or flooding (Kyakuwaire et al., 2019). Although 
certain measures were implemented to ensure the effective use of poultry manure while 
minimising its negative impacts, there is still a risk to the environment and human health 
if it is not correctly managed.

ROUTE OF HUMAN EXPOSURE TO POULTRY MANURE

Inhalation

It is common knowledge that poultry farms generate excessive dust from bedding materials, 
feed, dried faeces, and feather particles. Dust may contain microorganisms, including 
endotoxins, fungi, and bacteria, affecting living things when inhaled. Dust-containing living 
organisms are referred to as bioaerosol, and they can spread throughout the environment 
and food chain, causing numerous diseases such as pulmonary disease, infection, and skin 
irritation (Jerez et al., 2014).

Salmonella, Listeria, and Campylobacter are among the pathogens known to be 
released from the internal environment of poultry facilities (Hakeem & Lu, 2021) (Figure 
1). After poultry have been transported or eliminated, the broiler house is contaminated to 
varying degrees, increasing the likelihood of their release into the environment. In order 
to prevent infections in large-scale poultry farms, it is required to disinfect the housing. 
Disinfection can minimise or eliminate potential pathogenic bacteria in the home and 
prevent their spread across batches. Infectious diseases in poultry houses can be effectively 
controlled by selecting the most appropriate disinfectants, disinfection procedures, and 
strategies (Jiang et al., 2018). Some pathogens released into the environment can adapt to 
harsh environmental circumstances, allowing them to grow, breed, infect other hosts, and 
produce toxic compounds that may damage human health (Mokhtar et al., 2022). Among 
the potentially produced toxic compounds are listeriolysin O (LLO), a pore-forming toxin 
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encoded by the hly gene of Listeria monocytogenes (Churchill et al., 2006) and Salmonella 
cytolethal distending toxin (S-CDT), a toxin that can cause DNA damage in eukaryotic 
cells, produced by Salmonella enterica serotype Typhi (Miller et al., 2018).

Figure 1. Possible pathogen transmission routes from poultry manure to humans. Improper waste management 
will spread pathogens to poultry farmers, adjacent inhabitants, and farmers who use contaminated manure 
as fertiliser via air pollution, water contamination, and the ingestion of contaminated vegetables and fruits. 
In addition, infections may spread from poultry wastes to water sources via run-off, which occurs during 
floods or heavy rains, resulting in humans consuming or ingesting water or marine-based food. Created 
with BioRender.com
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Farmers are also typically exposed to the poultry manure-associated hazard, ranging 
from mild conditions, such as loss of olfactory recognition, to severe chronic pulmonary 
diseases, such as asthma and chronic obstructive pulmonary disease (COPD), that require 
special attention (Kitjakrancharoensin et al., 2020). For instance, the amounts of respirable 
dust and bioaerosol on exposed farmers were more significant than those measured with 
stationary indoor samplers. Although the respirable dust is still below the Occupational 
Safety and Health Administration’s permissible exposure level, it surpasses the limit for 
animal buildings suggested by other studies (Jerez et al., 2014).

Some nearby inhabitants were also exposed to harmful odour compounds such as 
ammonium, dimethylamine, trimethylamine, butyric acid, phenol, and indole that may 
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irritate the human respiratory tract (Fan et al., 2020). Additionally, since poultry manures 
may also spread some bioaerosol-containing harmful pathogens, excessive and sustained 
intake of these pathogens might result in the fatal illnesses listed in Table 1. Meningitis 
and encephalitis are common disorders associated with pathogen infections caused by 
excessive inflammation. Chronic or sustained exposure to these inflammatory processes 
may also contribute to the advancement of cancer as inflammation and cancer cross-talked 
(Grivennikov et al., 2010).

Table 1
List of pathogens commonly found in poultry waste 

Pathogen Host Route Disease
Listeria monocytogenes Cattle, sheep, 

pigs
Food, water Listeriosis, febrile gastroenteritis, 

Perinatal infection
Brucella spp. Cattle Direct food, inhalation Brucellosis
Enterohemorrhagic E. 
coli

Cattle, sheep, 
pigs

Food, water Haemorrhagic colitis

Campylobacter jejuni Poultry, pig, 
Cattle

Food, water, direct A neurological disorder in very young, 
elderly or immunocompromised 
human patients.
Guillain-Barre syndrome in human
Campylobacteriosis

Hepatitis E virus Pigs, poultry, 
rats

Faecal-oral, food, 
water

Hepatitis

Yersinia enterocolitica Pigs Food, direct water Yersiniosis
Mycobacterium bovis 
& M. tuberculosis

Pigs, cattle Inhalation Tuberculosis

Salmonella spp. Pigs, cattle Faecal-oral, food, 
water, direct

Diarrhoea, nausea, chills, fever, 
headache, abdominal pain

Escherichia coli Cattle, pigs 
and sheep

Food, water Diarrhoea

Drainage and Surface Water System

Pathogen transport from poultry manure can also occur via tilled drained land or drainage 
and surface water systems such as spray irrigation for agricultural activities. The reused 
of agricultural wastewater, including manure and other wastes from farms, poultry houses 
and slaughterhouses, is common, especially in some European and Mediterranean countries 
that suffer from water scarcity (Al-Gheethi et al., 2018). Some Italian regions have been 
adversely affected by drought, and the lack of water resources has primarily hampered 
agricultural activity, which consumes more than half of the total available water. For these 
reasons, other water sources are required, and usually, the most readily available source of 
water to meet the rising need for crop irrigation is treated municipal wastewater. Besides, 
agriculture wastewater recycling has gained importance because it provides a significant 
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amount of irrigation water, helps conserve potable resources, and reduces the environmental 
impact of effluents discharged into water systems (Mokhtar et al., 2022). However, vigilance 
must be exercised while reusing these wastewaters to minimise the hazards to agricultural 
goods, soil, and groundwater from toxic and pathogenic pollutants, which pose possible 
health risks to consumers when they reach the food chain (Mokhtar et al., 2022). 

IMPLICATIONS TO HUMANS: HEALTH-RELATED RISKS

Infection-Induced Inflammation

Although sewage sludge contains several nutrients and organic matter useful for improving 
soil structural, chemical and biological properties (Gubišová et al., 2020), it also contains 
several pathogens that may affect human health (Table 1). It is because of the favourable 
conditions of poultry manure, including high moisture, nutrients, and optimal pH and 
temperature, which are suitable for pathogens to thrive and grow in abundance (Black et al., 
2021). As a result, pathogens have a high proclivity for spreading from poultry to humans via 
a variety of routes, such as via food, water, inhalation or direct contact. All these pathogens 
are the source of infection and may elicit an immune response, causing inflammation. 

Listeria Infection. Listeria species are Gram-positive bacteria that belong to the 
Listeriaceae family. There are 17 Listeria species in the phylogeny, with 9 recently 
described in 2009 (Orsi & Wiedmann, 2016). It favours cool, damp environments and can 
be found throughout the environment (Zhu et al., 2017). Apart from their reputation as 
food-borne diseases, numerous Listeria species, the most common of which are Listeria 
monocytogenes, L. innocua, and L. ivanovii, have been found plentiful in poultry manure. 
Exposure to these bacteria can cause listeriosis in humans. Some species have also 
developed resistance to more than three types of antibiotics (multidrug resistance), including 
ciprofloxacin, penicillin, and fluoroquinolone (Cokal et al., 2022). Hence, to reduce cross-
contamination and the zoonotic potential of listeriosis, food safety management systems 
and interventions were required at all phases of the broiler-rearing cycle (Zhu et al., 2017). 
It is due to its adaptability to hostile environments. For instance, Listeria was found to 
survive for three months in animal slurries and unclean water and one month in manure 
heaps with temperatures exceeding 55 °C. Even after manure was spread to agricultural 
land, Listeria survived for over a month in clay loam grassland soils up until 270 days 
(Chen & Jiang, 2014). 

Furthermore, Listeria may persist in severe environments and build biofilms on a 
range of environmental surfaces (Beresford et al., 2001). Because of the possibility of 
contamination, this clearly poses a substantial risk to human safety and hence signifies the 
need to eradicate Listeria, such as through disinfection with disinfectants or antibiotics. 
Nevertheless, the persistence used of antibiotics in animals as a growth stimulant and 
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infection control measure may result in the evolution or development of antibiotic-resistant 
Listeria (Chattopadhyay, 2014), especially those resistant to chloramphenicol and ampicillin 
(Odjadjare et al., 2010). It could eventually become a global issue as present antibiotics 
may be insufficient in addressing its pathogenicity.

Listeria is primarily spread to people by consuming infected food or drink. Depending 
on the host’s health, listeriosis infection causes various clinical symptoms ranging from 
invasive to non-invasive. During invasive manifestation, L. monocytogenes can infect its 
host’s body by penetrating the blood-brain barrier or the placenta, resulting in a brain or 
foetal infection. In most cases, the invasive type of Listeriosis affects mainly high-risk 
people, such as immunocompromised people, the elderly, and newborns. This population 
typically gets meningitis and septicaemia at the start of listeriosis (Silk et al., 2012). Non-
invasive Listerial gastroenteritis, also known as febrile Listerial gastroenteritis, is a milder 
infection commonly accompanied by fever, diarrhoea, headache, and muscle discomfort 
(Sim et al., 2002).

L. monocytogenes was found in 20 to 50 % of retail beef and poultry meat items sold 
in Malaysian wet markets and supermarkets. Despite this, no instances of food-borne 
listeriosis have been documented, which could be attributable to a lack of recognition of the 
disease or a lack of a national registry (Goh et al., 2012). The presence of L. monocytogenes 
in raw chicken meat is undesirable yet unavoidable. As a result, additional research on 
the processing procedure to minimise and eliminate this type of bacteria in chicken meat 
before eating is required.

Salmonella Infection. Salmonella is the next most frequently encountered pathogen in 
poultry waste. It is abundant and is thought to be associated with reptiles, rodents, and 
mammals’ intestinal tracts. Salmonella is a motile bacterium that is a member of the 
Enterobacteriaceae family. According to Voetsch et al. (2004), Salmonella causes 1.4 
million cases yearly, with 15,000 requiring hospitalisation and 400 resulting in death. 
Additionally, it is widely accepted that humans’ primary Salmonellosis sources are 
poultry and poultry products (Mouttotou et al., 2017). According to Djeffal et al. (2018), 
approximately 34.37% of poultry farms were found to be contaminated with Salmonella. 
Salmonella is classified into two distinct species: S. enterica and S. bongori, and six distinct 
subspecies: enterica, houtenae, arizonae, diarizonae, salamae, and indica (Lamas et al., 
2018). Only S. enterica serovar Gallinarum and S. enterica serovar Pullorum, however, are 
primarily associated with poultry (Xiong et al., 2018), whereas S. enterica serovar Typhi 
is primarily associated with humans (Garai et al., 2012). 

Humans may become infected with Salmonella because of improper poultry farming 
management (Mouttotou et al., 2017). Besides, since it can survive months in soil (Jechalke 
et al., 2019), the risk of human infection, particularly among poultry farmers, is high. You 
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et al. (2006) discovered that S. enterica serovar Newport can survive for 184, 332, and 
405 days in manure, manure-amended unsterilised soil, and manure-amended sterilised 
soil, respectively (You et al., 2006). Additionally, S. enterica serovar Enteritidis persisted 
for approximately a year in the dust of an empty broiler breeder, despite disinfection and 
cleaning (van Immerseel et al., 2009). Therefore, it is vital to explore viable methods for 
reducing the risk of Salmonellosis, such as employing composting techniques that have 
effectively prevented pathogen growth (Chen & Jiang, 2014). Although high-temperature 
composting helps reduce Salmonella, the pathogen persists in manure and litter by adapting 
to thrive in dry environments (Avidov et al., 2021), contributing to Salmonella’s dispersion 
throughout the food chain (Waldner et al., 2012). 

Campylobacter Infection. Campylobacter is also thought to be a source of human 
infections from poultry waste. While it colonises the intestines of poultry without generating 
symptoms, it is known to induce food-borne enteritis in humans (Facciolà et al., 2017). 
Campylobacter jejuni is the most common Campylobacter species linked with poultry and 
the most common Campylobacter species involved with human disease (Sibanda et al., 
2018). Infected laying hens regularly excrete large amounts of C. jejuni with their faeces, 
representing a reservoir of infection within the flock and animals in the region. Culturable 
C. jejuni can survive up to 96 hours in artificially infected faeces and 120 to 144 hours in 
spontaneously colonised flocks to make matters worse (Ahmed et al., 2013), making it 
highly transmissible to humans. 

Pigeon manure piles may also contribute to Campylobacter infection in humans 
via vectors like flies (Nichols, 2005). The flies will then contaminate human food with 
Campylobacter, resulting in food poisoning. Arsenault et al. (2007) consistently discovered 
that when manure is located approximately 200 meters from a poultry farm, the prevalence 
of Campylobacter in poultry is 5.2 times higher.

Although the number of infection cases in Malaysia is not documented, there is 
an increased number of Listeriosis, Salmonellosis and Campylobacteriosis cases in 
Australia from 67, 6151 and 13595 cases in 2000 (Lin et al., 2010) to 84, 18088 and 
24164 cases in 2016 (Hood, 2021), respectively. A similar pattern has been observed for 
Campylobacteriosis in England and Wales, between 2013 and 2020, with 3099 cases in 
2013 (Public Health England, 2013) and 3378 cases in 2020 (UK Health Security Agency, 
2020). It proves that the infection can occur in any nation but critically depend on the 
farmers’ existing practices. Nevertheless, although significant measures and awareness 
have been taken, the number of cases continues to rise, highlighting the need for a more 
robust global response.

Numerous studies have also demonstrated that persistent infections may promote 
inflammation and that chronic or protracted inflammation may lead to cancer development. 
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It is because aberrant inflammatory responses have a role in numerous phases of tumour 
growth, including initiation, promotion, malignant conversion, invasion, and metastasis 
(Grivennikov et al., 2010). Germline mutations cause only 10% of all malignancies, while 
somatic mutations and environmental factors cause most (90%). According to Aggarwal 
et al. (2009), these environmental factors are highly related to bacterial or viral infections 
that induce chronic inflammation.

Cancer

Viral Infection-induced Cancer. Exposure to poultry manure is also linked to cancer 
development in humans, particularly among poultry workers. It could be due to recurrent 
or extended contact with oncogenic viruses in poultry faeces. According to Johnson et al. 
(2010), workers are more prone to get these oncogenic viruses due to daily contact with a 
high number of fowl and wound or skin injury that often occurs among workers. Oncogenic 
viruses discovered in poultry manure include reticuloendotheliosis virus (REV), avian 
leucosis sarcoma viruses (ALSV), papillomaviruses, and Marek’s disease virus (MDV), all 
of which have been linked to haematological and lymphatic malignancies in both poultry 
and humans (Gopal et al., 2012). 

Viral infection induces an inflammatory response necessary for virus elimination and 
tissue homeostasis, including tissue repair, regeneration, and remodelling (Medzhitov, 
2008). Nonetheless, mounting evidence shows that tumour-associated viruses might avoid 
host protection, boosting cancer growth. It is owing to similarities between the innate 
immune system and tumour suppressor signalling, as both processes initiate cell cycle 
arrest and trigger apoptotic pathways. For instance, the main players of these signalling 
networks, p21 cyclin-dependent kinase inhibitor and p53, are present in both tumour 
suppressor and innate immune surveillance signalling networks. It suggests that the virus’s 
capacity to target tumour suppressor pathways may be an immune evasion response that 
inhibits antiviral pathways and promotes the malignant transformation of the infected cell 
(Moore & Chang, 2010). 

Interestingly, almost 20% of cancer cases begin with infection and chronic inflammation 
at the same site of inflammation (Grivennikov et al., 2010). Usually, chronic inflammation 
caused by infections may promote oncogenic mutations, early tumour promotion, genomic 
instability, and angiogenesis (Grivennikov et al., 2010). Nonetheless, tumour-associated 
inflammation often co-occurs with tumour formation, with upregulation of responses to 
tumour development, inflammation, neoangiogenesis, metastatic dissemination, tumour 
progression, local immunosuppression, and genomic instability (Grivennikov et al., 2010).

Aside from cancer, viral infection can cause various illnesses ranging from mild upper 
respiratory tract infection to severe pneumonia, acute respiratory distress syndrome, and 
even death. The fact that most human cases of influenza A (H5N1) and A (H7N9) virus 
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infection have been attributed to direct or indirect contact with infected live or dead poultry 
poses a public health risk. Hence, to reduce the risk to humans, it is necessary to establish 
an effective and safer poultry waste disposal system for all poultry, regardless of their health 
status. It is because the infection can only be discovered after it has affected individuals, 
making the treatments more challenging (Christin et al., 2016).

Heavy Metals-induced Cancer. Furthermore, it was revealed that poultry manure has a 
high concentration of heavy metals such as Cu, Mn, Zn, Fe, Mo, cobalt (Co), nickel (Ni), 
and selenium (Se), which are all beneficial to plant growth and development (Singh et al., 
2018). Poultry manure also contains arsenic (As) and chromium (Cr) (Wang et al., 2021), 
both of which are known to generate epigenetic alterations and genetic defects when 
exposed to them for an extended period (Abdul et al., 2015). 

Heavy metal poisoning may accelerate cancer growth by creating reactive oxygen and 
nitrogen species, which may result in oxidative stress and DNA damage. Consequently, 

Figure 2. Human health-related risks associated with exposure to 
poultry manure. Poultry manure is known to contain pathogens and 
heavy metals. Exposure to these contaminants through ingestion, 
inhalation, wound or skin absorption may promote inflammation 
in humans, especially among poultry workers. Persistence or 
chronic inflammation will later promote cancer progression. 
Created with Canva.com

this genetic instability will result 
in protein misfolding and the 
inactivation of enzymes essential 
for cells’ proper functioning. Lead 
(Pb), nickel (Ni), and arsenic (As) 
are heavy metals that have been 
linked to an increased risk of 
cancer, with excessive exposure 
or ingestion promoting the growth 
of skin, bladder, lung, liver, colon, 
and kidney cancers (Mokhtar et 
al., 2022) (Figure 2).

Despite these risks, heavy 
metals such as As, Cu, Co, Fe, 
Se, Mn, and Zn are continuously 
added to poultry feed at levels 
greater than those permitted by 
regulatory authorities such as the 
National Research Council (NRC) 
and the European Union (EU), 
primarily for disease prevention 
and to increase weight gain 
and egg production in poultry 
(Adekanmi, 2021). According to 
Bolan et al. (2010), approximately 

Poultry name

Pathogens
Heavy metals

Ingestion, 
inhalation skin 

absoprtion
Ingestion, wound

Poultry worker
Infection or heavy 
metals poisoning

Inflammation

Persistent inflammation or 
chronic inflammation

Cancer



2656 Pertanika J. Sci. & Technol. 31 (6): 2645 - 2666 (2023)

Ana Masara Ahmad Mokhtar, Brennan Tang Yet Shen, Azam Muzafar Ahmad Mokhtar, Nor Hawani Salikin, 
Muaz Mohd Zaini Makhtar, Fatin Nur Izzati Mohd Fadzil, Nur Azzalia Kamaruzaman and Muggunna Balasubramaniam

5 to 15% of heavy metals are absorbed, while the rest are excreted in faeces and urine into 
the poultry litter, which is then used as manure (Bolan et al., 2010). As a result, safe levels 
of heavy metals in poultry manure must be established for land application to avoid these 
negative consequences. Besides, using these supplements raises the daily discharge of 
anthropogenic wastes into the environment, particularly the aquatic environment, posing 
a severe health danger to humans and marine life (Adekanmi, 2021).

With these risks and implications, there is a need for suggestions to ease this issue and 
to ensure that the use of poultry manure is beneficial rather than detrimental. As mentioned 
previously, poultry manure is an excellent fertiliser due to its high concentration of nutrients 
necessary for plant growth and development, but it can also generate electricity via 
microbial fuel cell (MFC) technology due to high carbon sources, which could eventually 
serve as another source of renewable energy (Oyiwona et al., 2018).

SUGGESTIONS TO ALLEVIATE THE HEALTH-RELATED RISKS

Intense farming, livestock and poultry can excrete bacteria and viruses, including 
opportunistic pathogens, through their faeces, which may harm humans and the environment 
(Jiang et al., 2018). Treatment practices that aid in pathogen reduction in poultry waste are 
necessary to prevent the spread of these pathogenic microorganisms to humans. However, it 
is also critical to consider their implications in agricultural settings to ensure that agricultural 
production is not affected and that agricultural products are safe for consumption (Manyi-
Loh et al., 2018).

Disinfection

Disinfection of poultry houses is a crucial step in preventing the transmission of pathogenic 
germs between batches in large-scale poultry farms. Infectious diseases can be prevented 
in poultry houses by selecting the appropriate disinfectants, disinfection procedures, and 
technologies. These techniques consist primarily of washing, soaking, fumigating, spraying, 
and UV irradiation (Jiang et al., 2018). Furthermore, aerosolised disinfectants have been 
utilised for more than half a century, as it is known to preserve resources while providing a 
disinfecting aerosol-vapour gas system. Besides, aerosolised disinfectant also improves the 
disinfectant’s ability to penetrate the bacterial cell wall, increases the disinfection impact, 
and shortens the disinfection time (Jiang et al., 2018). 

Composting

Composting, where poultry wastes are processed to be utilised as organic fertiliser, is one 
of the most used treatment procedures (Glatz et al., 2011). It is a microbe-driven process 
that is beneficial for eradicating pathogens such as Campylobacter and Listeria. Bacillus 
and Lentibacillus are two effective microorganisms (EMs) commonly used in composting 
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due to their high amino acid metabolism. These EMs secrete diverse proteases and can 
stimulate the dominant microbiota in poultry manure’s carbohydrate metabolism  (Zhang 
et al., 2018). Several co-composting options combine various kinds of waste to obtain 
‘tailored’ products with designed properties (Giagnoni et al., 2020). 

Although composting has been used for an extended period, the accumulation of 
waste at the producer level underscored the importance of proposing an environmentally 
safe composting system. According to Lemunier et al. (2005), L. monocytogenes was 
detected in 4-week-old seeded in-vessel biowaste composts, showing the need for a more 
thorough and prolonged composting process that can inhibit the pathogen’s survival. Thus, 
by extending the composting process, it is possible to reduce the pathogens’ survivability 
and thus prevent their spread and manifestations in humans. However, composting does 
not guarantee that the composted product is pathogen free, as some pathogens, such as 
thermolabile Salmonella, are heat resistant. In addition, some cells may become stress-
adapted throughout the build-up or composting process, which protects them from future 
treatments (Lemunier et al., 2005).

Deep Stacking

The storage of poultry litter serves two primary functions: (1) it serves as a holding area 
between cleaning and feeding, and (2) it serves to eradicate any pathogens found in the litter 
(Waziri, 2017). Deep stacking is the most widely used and cost-effective storage method 
for four to six weeks. The litter is said to undergo a combined composting-ensiling process, 
where EMs are used as an initiator due to their metabolic processes, which heat the litter 
stacks from 140 oF to 160 oF. With this elevated temperature, any pathogens found in raw 
litter, such as Salmonella, can be eradicated (Bush et al., 2007; Wilkinson et al., 2011). 
However, caution should avoid overheating the litter, which can deplete the nutrients.

The litter should contain between 20%–30% moisture and be stacked at approximately 
6–8 feet to ensure proper heating during deep stacking. It is because humidity below this 
point can obstruct heating to the 130-degree threshold, interfering with the margin of safety 
against pathogens. Additionally, it has been discovered that deeper stacking promotes better 
heating due to its critical mass and can inhibit mould growth. Before use, it is recommended 
that the litter be deep stacked for four to six weeks to allow for sufficient heat generation 
to kill pathogens, including some thermolabile pathogens such as Salmonella (Bush et 
al., 2007).

Microbial Fuel Cell (MFC) Technology

Interestingly, due to the large number of carbon sources in poultry waste, it has also been 
used as a substrate for producing renewable energy. It is accomplished through a process 
known as microbial fuel cell (MFC) technology, which utilises electrogenic bacteria (EB) 
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such as Bacillus subtilis as a catalyst to 
oxidise the organic and inorganic matter in 
poultry waste to generate electricity (Muaz 
et al., 2019) (Figure 3). Not only can this 
technology be used to generate electricity, 
but it can also initiate and promote the 
biodegradation of organic wastes (Muaz et 
al., 2019). 

Although no study has been conducted 
to date on the benefits of MFC in reducing 
health-related risks, it may aid in the 
removal of harmful substances found in 
poultry manure (Mokhtar et al., 2022). 
It is because MFC utilised some EB that 
may secrete metabolites, bacteriocin or 
macromolecules with anti-inflammatory 
or anti-cancer properties. Interestingly, 
Bacillus subtilis has been shown to possess 
an anti-inflammatory property due to its 
ability to secrete Exopolysaccharide (EPS), 
which promotes the development of M2 
macrophages, inhibiting T cell activation 
(Paynich et al., 2017). Additionally, 
bioflocculant, a metabolite composed of 
polysaccharides, proteins, glycoproteins, 
and proteoglycans from Bacillus subtilis 
F9, was shown to have a high capacity for 

Figure 3. The principal operation of the microbial 
Fuel cell. Biodegradable substrates varying from 
pure chemicals to complex mixtures of organic 
compounds are metabolised by electrogenic bacteria 
(EB). EB near the anode would decompose the organic 
materials, transporting the electrons directly through 
cell components such as proteases or nanowires on 
the membrane surface or indirectly via the electron 
shuttle. The cathode accepts electrons and protons 
from the anode and initiates a reduction process. The 
MFC, also known as mediator-less MFC, should no 
mediators be added or utilised. M: redox mediator; E 
and EH represent the enzyme in reduced and oxidised 
form, respectively. Adapted from (Zhu et al., 2019). 
Created with BioRender.com

scavenging DPPH, hydroxyl, and superoxide radicals, making it a promising antioxidant 
or anti-cancer agent (Giri et al., 2019). The MFC also produces carbon dioxide and 
water, which are essential vegetation components, demonstrating the MFC’s utility in an 
agricultural setting.

Aside from that, several studies have discovered the benefits of MFC technology in 
promoting bacteria found in WWTPs to be susceptible to antibiotics. It is due to MFC’s 
ability to break down antibiotics and Antibiotic resistance genes (ARGs), which is a major 
contributor to AMR development, increasing the likelihood that it will help prevent AMR 
transmission in the environment. It is proven by Ondon et al. (2020) and Xue et al. (2019), 
who found MFC technology to be able to remove 85.1% and 65.5% of sulfamethoxazole 
(SMX) and norfloxacin (NFLX), respectively (Ondon et al., 2020; Xue et al., 2019). 
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Additionally, the number of ARGs and integrons after MFC treatment was significantly 
less than that discovered in WWTPs. For example, the relative abundance of the intI1 is 
between 63.11 and 652.00 copies/mL(g) in the MFC product compared to 109 to 1011 
copies/mL in WWTPs (Chen et al., 2021).  

Nevertheless, it is critical to remember that each treatment process must be 
appropriately managed. Even composting, which is exceptionally effective at pathogen 
reduction, may cause Salmonella regrowth if the composting process and composed litter 
are adequately handled (Sidhu, 2001). The most effective way to prevent disease outbreaks 
among poultry farmers is to dress appropriately and avoid confined or poorly ventilated 
areas, which is more practical and applicable to everyone. Additionally, the awareness of 
farmers and authorities needs to be raised regarding poultry manure management. There 
should be stricter enforcement of existing environmental regulations and the enactment 
of new legislation to minimise the threats that the farmers’ current practices pose to their 
health and the environment.

CONCLUSION AND FUTURE DIRECTIONS

Even though poultry manure has been routinely applied to land as organic fertiliser or 
soil improvement, it will surely influence the survival and spread of pathogens such as 
Listeria, Salmonella, and Campylobacter to the environment. Improper handling and 
treatment of poultry manure contribute to spreading these pathogens to the environment 
and humans, promoting inflammation and cancer progression in the long run. Thus, before 
land application, it is vital to improve current approaches for preventing these pathogens 
from colonising. Nonetheless, current therapies are ineffective and require additional 
refinements, such as developing new technologies or procedures capable of fully utilising 
poultry manure while eradicating pathogenic microflora and pathogens. Furthermore, it 
would be advantageous to implement new technologies or techniques that expedite manure 
processing while minimising capital expenditures.

Physical, chemical, and biological treatments are all viable options for eliminating 
and inactivating heavy metals and quantifying reductions in various bacterial pathogens 
and indigenous microorganisms in poultry manure. However, these treatments may 
not eradicate heavy metals or food-borne microorganisms permanently. It is due to the 
possibility of pathogens, such as faecal coliforms, which are resistant to treatment and 
undiscovered by existing laboratory detection methods. However, not all faecal coliforms 
or detected pathogens originate from animal faeces, making it more challenging to study 
the fate of pathogens in animal wastes after various treatments. Nevertheless, the priority 
should be inactivating the most resistant and tenacious varieties of infections one could 
encounter. Therefore, future research should focus on analysing the survivability of selected 
pathogens in response to various treatments under specific conditions often encountered 
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when treating poultry manure. It will enable the identification of a comprehensive profile 
of the various types and concentrations of each pathogen following various treatment 
approaches, facilitating an accurate evaluation of their risk to humans. These data would 
aid the poultry business, the healthcare sector, and allied agricultural industries, allowing 
them to manage waste effectively and reap its benefits without endangering human life.

In addition, each type of treatment can be employed in conjunction with other 
disinfection or treatment procedures to increase pathogen lethality. This approach may 
completely eradicate pathogens from poultry manure if the appropriate control mechanisms 
are implemented. However, owing to the many treatments involved, it will undoubtedly 
increase the capital costs associated with poultry management. 
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ABSTRACT

Aircraft icing remains a key aviation hazard as the global fleet of aircraft in various sectors 
continues to expand, posing a serious threat to flight safety. As previously stated, the growth 
of this type of aircraft has been accompanied by an increase in noise levels, and aircraft 
is reportedly the second most bothersome noise source after traffic. However, integrating 
an acoustic liner with anti-icing techniques on the leading edge of a nacelle would not 
efficiently eliminate forward radiated noise and improve the thermal performance of the 
anti-icing system. Hence, it is of the utmost importance to research the integration of ice 
protection and noise abatement systems for aircraft applications. This review discusses 
the integration of ice accretion and noise abatement systems in aircraft applications. 
The prominence of this review is to explain significant features such as ice protection 
systems, Computational Fluid Dynamics in ice protection, noise abatement systems, and 
the integration of ice protection systems and noise abatement systems wherever they are 
described. 

Keywords: Acoustic liner, bias acoustic liner, ice 

protection, noise abatement

INTRODUCTION

As the global fleet of aircraft in many sectors 
continues to expand, aircraft icing remains 
a major aviation hazard that significantly 
impacts flight safety. Aircraft icing is 
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characterized by the accretion of ice on aircraft surfaces. Icing occurs frequently on the 
leading edges of an aircraft’s wing, tails, engine inlet, windshield, and helicopter blade 
(Sreedharan et al., 2014). Moreover, ice accumulation on the rotating spinner positioned 
at the engine’s front surface would impair the uniformity of the inlet flow field, resulting 
in airflow separation and compressor surge (Zheng et al., 2019). Additionally, ice of the 
inlet lip would affect the vanes, resulting in mechanical damage and a drop in downstream 
performance (Shen et al., 2013). The icing on the other surface, i.e., the windshield, would 
affect output performance and result in energy loss (Yang et al., 2022).

Also, the accumulation of ice on the aircraft tail would impair the stability and control 
of the aircraft. This phenomenon is most noticeable during landing, cruising, and rising 
(Ronaudo et al., 1991). Ice buildup on the aircraft wing surface would exacerbate the 
aircraft’s control and stability. Furthermore, the lift force is reduced due to ice on the 
wing, thus increasing drag and altering moment characteristics (Ronaudo et al., 1991). As 
a result, the aircraft’s fuel consumption increases, thus raising operational costs. Overall, 
aircraft icing would hinder aircraft performance, increase aircraft weight and drag force, 
reduce lift forces, and degrade thrust handling, thus creating significant safety concerns 
(Hassaani et al., 2020).

Therefore, it is necessary to remove ice from aircraft to ensure its safe performance 
and operation (Shen et al., 2013). As a consequence, several techniques to eliminate ice 
accretion have been developed. Anti-icing and de-icing are the two primary methods 
of an ice protection system. The de-icing method removes ice periodically when it has 
accumulated to a significant thickness (Nagappan, 2013). Electro Magnetic Expulsion and 
the Pneumatic Inflatable Boot are ice protection devices that use de-icing. On the other 
hand, the anti-icing method is a prompting system that is activated prior to the onset of icing 
conditions (Nagappan, 2013). Thermal and chemical fluids are examples of ice protection 
systems that employ anti-icing methods. Thermal anti-icing is the more prevalent of the 
two and is classified as either an electric heater or hot bleed air. As previously discussed, 
an increase in the number of flights is frequently accompanied by a rise in noise levels. It 
is considered that aircraft noise is the second most infuriating source of noise after traffic 
noise (Ives, 2009). Researchers have proposed several solutions for reducing engine and 
turbine noise, including installing an acoustic liner (AL) in a noise cowl zone. However, 
combining an acoustic liner and anti-icing on the leading edge of a nacelle lip skin would 
not be adequate to boost thermal performance (Ismail, 2013). Therefore, it is of the utmost 
importance to research the integration of ice protection and noise abatement systems for 
aviation applications. 

This review discusses the integration of ice protection and noise abatement systems in 
aircraft applications, particularly focusing on ice protection systems, CFD in ice protection, 
and noise abatement systems.
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ICE PROTECTION SYSTEMS

Ice protection has been an important component of all aviation for a long time. The United 
States National Transportation Safety Board (2007) reported that icing problems caused many 
aircraft crashes. Chemical fluid, mechanical, thermal, hybrid, and other ice protection methods 
are widely used in commercial aircraft. The chemical fluid ice protection method removes ice 
deposits and forms a protective film on airplane surfaces (Grishaev et al., 2021). This method 
protects aircraft surfaces from icing by lowering the freezing temperature of supercooled 
water below the ambient temperature by mixing a chemical fluid with supercooled water that 
has been impinged. The mechanical ice protection method, i.e., pneumatic inflatable boot, 
on the other hand, breaks the ice’s bond from the aircraft’s surface, and the ice fragments are 
blown away into the atmosphere. Also, the thermal ice protection method uses hot bleed air or 
electricity to the protected aircraft surface. Lastly, a hybrid ice protection system comprises 
a running wet electro-thermal anti-icing system and an Electro-Mechanical Expulsion De-
icing System (EMEDS). While the former system maintains temperatures above freezing 
point, the actuators of the latter system periodically eradicate ice.  

Two systems in aircraft ice protection are widely used in commercial aircraft: the 
anti-icing system (AI) and the de-icing system (DI). The DI system removes or breaks 
ice accumulation periodically, while the AI system prevents ice from always forming on 
aircraft components. Therefore, it is understood that the fundamentals of ice protection 
tools can guide researchers in recommending the most appropriate ice protection device for 
a given icing condition. The types of ice protection tools are described, and their strengths 
and weaknesses are listed in Table 1.

Table 1
Types of ice protection devices

Examples of Ice 
Protection Devices

AI/
DI Strengths Weaknesses

Mechanical 
Deformation Ice 
Protection

DI These are light and have low operational costs.
Useful for small aircraft 
Less energy consumption and maintenance and 
the cost and weight are comparably small and 
reliable (Li, 2012).

Special compound 
material and stretchable 
fabric‐reinforced 
elastomer are needed for 
PIB to avoid weathering 
and erosion.

Electro-Mechanical 
Expulsion Ice 
Protection System 

DI Mostly used to lift aircraft surfaces, such as 
wings.
Low power consumption.
The cycling time would be controlled and 
varied.
Efficient and automatic ice protection

Conductive strips should 
be fabricated on the 
flexible dielectric sheet.

The Pulse Electro-
Thermal Ice 
Protection Systems 
(PETD) 

DI Low energy consumption is required.
Very useful on the windshields of many modes 
of transportation, including airplanes, bridges, 
and automobiles. (Petrenko, 2005).

Difficult to manage ice 
formation outside the ice 
protection area (Ma, 2011)
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Examples of Ice 
Protection Devices

AI/
DI Strengths Weaknesses

Thermo-Mechanical 
Expulsion Ice 
Protection System 

AI This system provides excellent anti-icing 
performance while consuming less energy (June 
2020). 

This system is too 
expensive (Jun et al., 
2020).

Thermal Ice 
Protection System

AI The optimum heat transfer from the jet to the 
impinging surface occurs at a distance from the 
hole to the impinging surface of 5‐7 times that 
of the jet diameter (Raghunathan et al., 2006).

Weight and manufacturing 
costs are comparatively 
high (Syed et al., 2018). 
Higher energy costs are 
required.

Hybrid Ice 
Protection System

DI 
and 
AI

It is a more cost-effective method instead of 
using hot air.

Warm and high liquid 
water content condition is 
required.

Double-walled Ice 
Protection System

AI Provides a more uniform temperature.
Avoids hotspots occurring on the nacelle lip 
skin.

Disrupts installation of 
noise abatement material.
Complex construction 
is required, resulting 
in higher installation 
and maintenance costs 
(Birbragher, 1988).

Chemical Liquids 
Ice Protection 
System

DI 
and 
AI

Useful in small aircraft The required glycol 
solution must be carried 
on board.
 Limited duration of ice 
protection (Ramamurthy et 
al., 1991). 

Swirl Ice Protection 
System

AI Construction is very simple in comparison to 
other ice protection systems.
Provide uniform temperature distribution on 
the nacelle lip‐skin, preventing the runback ice 
accretion on the downstream area.

A huge amount of hot air 
is required.

Table 1 (continue)

Mechanical Deformation Ice Protection

The pneumatic inflatable boot (PIB) is a mechanical deformation ice protection device 
commonly used in light airplanes. The development of the inflatable boot began in 1928, 
and this has been used in more than 30,000 small aircraft worldwide (Ramamurthy et al., 
1991). This device has inflatable rubber strips on the wings’ outer surface and control 
surfaces where ice is accreted (Ronaudo et al., 1991). The ducts inside the rubber strips 
function as an air conduit and become inflated when they receive pumped air from the 
engine. Due to the combination of shear, bending, and peel forces, the surface distorts and 
breaks the ice down. Then the broken ice is carried away from the surface by aerodynamic 
force (Ramamurthy et al., 1991). The working principle of the pneumatic inflatable boot 
is shown in Figure 1.
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Electro Impulse Ice Protection System

This system ensures the aircraft’s safety 
during icing conditions. The capacitors are 
discharged through an electric coil. This 
system produces a huge magnetic field and, 
thus, large amplitude and impulse, which act 
on a nearby electrically conductive plate. 
The impulse force exerted on the nacelle’s 
surface slightly expands, then contracts, 
generating mechanical vibrations on the 

Figure 1. Working principle of Pneumatic Inflatable Boot (PIB) (Battisti, 2015)

Figure 2. Working principle of Electro Impulse Ice 
Protection (Jiang & Wang, 2019)

leading edge. As a result, ice on the surface is shed due to mechanical vibration caused 
by the Electro Impulse Ice Protection System’s impulse forces (Li, 2012). Figure 2 shows 
the elementary circuit of this ice protection system. In this system, the pulse coils are 
connected to a high voltage capacitor by low resistance, low inductance cables. When 
the switch is turned on, the discharge of the capacitor through the impulse coils creates 
a rapidly forming and collapsing electromagnetic field. According to Maxwell’s law, it 
is known that the time-dependent magnetic field induces eddy currents in the metal skin. 
Therefore, the Lorentz force formula obtains the instantaneous impulse force of several 
hundred pounds in magnitude.  However, the duration is only a few hundred microseconds. 
A small amplitude, high acceleration movement of the skin acts to shatter, de-bond, and 
expel the ice (Jiang & Wang, 2019).

Electro-mechanical Expulsion Ice Protection System 

This system is a modern ice protection technique used in aircraft. In this case, opposing 
electromagnetic fields are generated in actuators by a high-current electric pulse, which 
causes the actuators to deflect. This deflection is then transmitted to the erosion shield, 
which bends and vibrates at a very high frequency. As a result, the accumulated ice on 

De-icing rubber boots inflated

ICE

Fracture stresses

Shear stresses
Protected surface

Protected surface

Switch

Energy storage 
capacitore

Coil Skin



2672 Pertanika J. Sci. & Technol. 31 (6): 2667 - 2687 (2023)

Fathima Rehana Munas, Yu Kok Hwa, Norwahida Yusoff, Abdul Majeed Muzathik and  Mohd Azmi Ismail

the erosion shield is released (Goraj, 2004). 
The working principle of this type of ice 
protection system is shown in Figure 3.

The Pulse Electro-thermal Ice 
Protection Systems (PETD) 

It is an improvement of the Electro-Thermal 
Ice protection system that uses an electro-
thermal pulse approach. This system 
encompasses strips and shedding zones as 
heating components. While the partition 
strips maintain the surface temperature 
above freezing, the shedding zones melt 
the ice contact on the leading-edge surface 
(Ma, 2011). In addition, the thin ice layer is 

Figure 3. Working principle of Electro-Mechanical 
Expulsion Ice Protection System (Goraj, 2004)

Figure 4. Working principle of PETDS (Pulse Electro 
Thermal De-icing, 2005)

Figure 5. Thermo Mechanical Expulsion Ice protection 
system (Al-Khalid, 2007)

melted by high-density power, which reduces the amount of melted runback water. Figure 
4 displays the working principle of this type of system. In this system, the airflow cools 
the skin temperature below freezing very quickly when the power is cut off. Thus, the 
impinged water freezes quickly, resulting in minimal runback ice formation.

Thermo-mechanical Expulsion Ice Protection System 

It is a hybrid system designed to provide ice protection on icing surfaces using less power. 
This system employs a resistive heater connected to the leading edge, with special attention 
paid to the impingement zone where the incoming air stream divides between upper and 
lower surfaces and engineering applications require additional time (Al-Khalid, 2007). 
Figure 5 shows a schematic representation of the system.
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Thermal Ice Protection System

In this technique, thermal energy is 
transferred to the nacelle lip skin as well 
as a wing in modern commercial aviation 
(Khai et al., 2020). This energy evaporates 
the impinging water, a consequence of 
keeping the surface temperature above 
freezing. Particularly, Piccolo Tube Anti 
Icing (PTAI) is one of the most popular 
thermal anti‐icing systems for aircraft, and 
it has staggered holes around the tube. The 

Figure 6. Thermal Ice Protection System (Ismail, 
2013)

engine compressors supply hot air at high temperatures and pressure. This hot, high-pressure 
air is then introduced to PTAI, where the supply pipe is directed toward the internal surface 
through discrete holes in the perforated piccolo tube. After impinging on the internal surface, 
the exhaust air circulates the D-chamber and exits through the exhaust grill, as shown in 
Figure 6 (Ismail, 2013). In this case, the pneumatically operated valves control the PTAI 
system. The hot air is distributed via a piccolo tube that runs the length of an aircraft slat 
within the D-chamber (Raghunathan et al., 2006).

Hybrid Ice Protection System

The fundamental concept of this system is similar to that of the Thermomechanical 
Expulsion Ice protection system. Electric heaters and a low-power ice protection system 
are combined to reduce energy consumption, which is therefore known as a hybrid anti-
icing system (Al-Khalil et al.,1997). 

Figure 7. Doubled-walled Ice Protection System 
(Rosenthal & Nelepovitz, 1985)

Double-walled Ice Protection System

It is another alternative ice protection 
system, as shown in Figure 7. This system 
forces hot air from the D-chamber into a 
channel between two walls. Consequently, 
the heat from the hot air is transferred 
to the walls by convection (Rosenthal & 
Nelepovitz, 1985). This method provides a 
more uniform temperature distribution and 
prevents the occurrence of hotspots on the 
nacelle lip skin.
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Chemical Liquids Ice Protection System

The chemical ice protection system works by lowering the freezing point of an ethylene 
glycol-based fluid through laser-drilled titanium panels on the leading edges of the wings, 
horizontal and vertical stabilizers, and a slinger ring that protects the propeller. The fluid is 
dispersed as air flows over the wing and empennage, coating the surfaces and preventing 
the formation and adhesion of ice (Whitfeld, 2021).

Swirl Ice Protection System

This system transfers high-pressure and high-temperature air from the jet engine to the 
D-chamber by a supply pipe (Ismail & Wang, 2018). The nozzle is located at the end of the 
supply pipe and bent 90° to direct the high-pressure, hot air into the D-chamber. The air with 
a high temperature and velocity exits the nozzle and comes into contact with the cooler air 
in the D-chamber, causing a relatively large amount of cold air to be entrained by hot air. 
Thus, the air is entrained in a circular motion around the annular D-chamber. As a result, 
this system transfers heat from hot air to the nacelle lip skin more uniformly than other ice 
protection systems (Ismail, 2013).

Figure 8. Swirl Ice Protection system (Rosenthal & 
Nelepovitz, 1985)

This technique has a variety of nozzle 
designs and arrangements which enhance 
heat transfer and temperature distribution in 
stationary air due to turbulent enhancement, 
thus increasing the mixing process between 
hot air and stationary air. As a result, the 
duration of heat and momentum transfers 
from hot air to the nacelle lip skin has 
been reduced significantly (Syed et al., 
2018). Figure 8 illustrates a schematic 
representation of this type of system.

CFD APPLICATION IN ICE PROTECTION SYSTEM

Many researchers use CFD applications in anti-icing due to the difficulty and cost constrain 
in experiments and validation tests. Previous researchers applied CFD techniques to 
optimize the performance of hot-air anti‐icing systems, particularly Piccolo Tube Anti 
Icing (PTAI). Al-Khalil et al. (1997) investigated the performance of hot-air anti‐icing 
using engine inlet ice protection. Here, the authors utilized trajectory code to estimate 
local water‐impingement rates on the nacelle inlet surface. The temperature distribution 
on the nacelle lip skin was determined by solving the energy balance on surface runback 
water and nacelle lip skin. According to the results, the authors recommended that a large 
amount of heat be concentrated on the stagnation point of water droplet impingement 
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to evaporate these water droplets. The results also showed that the runback water might 
reach freezing temperature downstream of the nacelle lip‐skin. Therefore, the authors also 
suggested protecting this area with moderate thermal anti‐icing systems, such as Electro 
Thermal Heaters (ETH).

Subsequently, Morency et al. (1997) introduced a simple mathematical model to analyze 
the heat transfer phenomenon on the aerofoil surface. This mathematical model was used 
to simulate the temperature changes of the runback water film and the conduction in the 
airfoil’s skin. The results demonstrated that evaporation heat loss increases with temperature 
more rapidly than convection heat loss.

Later, Smith and Taylor. (1997) examined the simulation of a 2D anti‐icing system in 
dry and wet conditions using the PHEONICS code. This code solved the energy equation 
to determine the cooling effects of water impingement. The simulation result was congruent 
with the flight test. Afterward, Croce et al. (1998) obtained the predicted results from 
the FENSAPICE code they had developed. The code utilized a finite element method to 
determine ice accretion, droplet impingement, and conjugate heat transfer by solving the 
Navier-Stokes equation. They used a standard k‐epsilon model to resolve turbulent flows 
inside the wing’s leading edge. Their results were claimed to be satisfactory. However, 
there was no validation against experimental results. In addition, de Mattos and Olivera 
(2000) studied conjugate heat transfer on an anti-icing system wing slat using the FLUENT 
CFD code. The results showed that the heat transfer characteristics were proportional to 
the mass flow rate of hot air. 

Morency et al. (2000) once again developed a numerical code and implemented it 
into a CANICE CFD code to design an ice protection system on wing-leading edges. 
The boundary layer equations were solved by the finite difference method and integral 
method. The results showed that the finite difference method was able to give results that 
were in good agreement with experimental results obtained by the integral method. Hua 
and Liu (2005) used the FLUENT CFD code to predict the temperature distribution along 
the wing’s leading edge. They focused on two-dimensional bay slice approximations to 
obtain predicted results. This method needed a low number of meshes and the shortest 
time for the convergent. Further, the authors compared the results from the flow field of 
the two-dimensional bay slice with those from the flow field of the three-dimensional 
simulation. The comparison concluded that the results of the two-dimensional bay slice 
had overestimated the vortex area inside the wing leading edge and the wing leading edge 
temperature, confirmed by experimental results.

Subsequently, Planquart et al. (2005) employed the FLUENT CFD code to map heat 
transfer coefficients in a multi‐impinging jet anti‐icing system. The authors observed that 
their simulation results were relatively close to the experimental data for the surface heat 
transfer coefficients measured by infrared thermography. Rigby (2006) later conducted a 
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numerical analysis of the diamond hole arrangement of PTAI. He utilized a GLENNHT code, 
which employed a standard k-epsilon model to fix the turbulent flow of jet impingement, 
to forecast anti-icing performance. The author presented that a significant improvement 
occurred even if a small amount of total heat was supplied to PTAI in the design. 

Papadakis and Wong (2006) then applied the FLUENT CFD code to examine the effect 
of piccolo tube configuration on the temperature distribution of the wing leading edge. They 
reported that the predicted results closely matched the experimental results they obtained 
in the same study. According to their investigation, the best configuration of the piccolo 
tube occurred when the piccolo pipe center was 0.75 inches and 0.193 inches behind and 
under the wing highlight, respectively.

Hua et al. (2007) developed 3D unsteady thermodynamic models to characterize 
the dynamic response of an aircraft wing anti-icing operation. The results obtained by 
the authors demonstrated that the three-dimensional CFD unsteady simulation yielded 
an outstanding correlation with the flight test. However, the 2D unsteady simulation 
underestimated the increment of skin temperature at the initial period and suddenly 
overestimated the increment of skin surface when the flow was well set up.

Wang et al. (2007) used the FENSAPICE CFD code to investigate PTAI performance 
on the wing slat under wet conditions. Based on the findings, they recommended double-
wall anti-icing on the lower slat surface to prevent icing on the wing leading edge surface. 
In the same year, Elangovan and Hung (2007) formulated a new C++ code to predict the 
temperature distribution on the wing leading edge, the minimum heat required for PTAI, 
and skin temperature. A comprehensive experimental and numerical study of PTAI was 
conducted by Wong et al. (2009). The authors predicted the temperature distribution 
on the leading edge of a wing in wet and dry conditions using the FLUENT CFD code. 
In this method, the authors could determine the minimum heat requirement of PTAI to 
protect the wing from icing. The skin temperature prediction has been achieved by using 
alternating direction implicit methods. The proposed heat transfer correlations and their 
applications have been published in heat transfer literature to estimate heat transfer of 
impinging jets on the inside skin. They also utilized thermodynamic energy transfer rate 
to resolve thermodynamic energy and boundary conditions on the external wing skin. The 
simulation showed that the wing skin temperature under dry conditions was higher than 
that under wet conditions.

Domingos et al. (2010) then developed a 2D computational method to analyze hot-
air anti-icing systems. Using this method, they could predict the temperature of the wing 
leading edge in both dry and wet situations, as well as the runback ice phenomenon. Reid 
et al. (2012) conducted a numerical simulation of in-flight electro-thermal anti-icing 
using a conjugate heat transfer technique, which had been implemented in FENSAPICE 
for solving complex heat transfer phenomena. Here, the external and internal flow was 
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decoupled before being used to provide boundary conditions to the steady-state thermal 
dynamic model. They used a 2D RANS equation with SST k‐ω turbulent model to 
compute gaseous phase flow for external flow. A Nusselt number correlation was also 
used to solve the heat transfer problem in the internal flow module. It is claimed that 
the simulation results showed good agreement with experimental data for both dry and 
wet conditions.

Following that, Bu et al. (2012) proposed mathematical models and a numerical 
code for the simulation of thermal ice protection. In their study, heat transfer coefficient 
distributions were determined using the boundary layer integral method, and the external 
flow field and local water collecting efficiency statistics were predicted with the Eulerian 
method. This numerical code also calculates airfoil equilibrium surface temperature, 
the mass flux of runback water, and runback ice mass flux. In addition, a user interface 
is developed to integrate the computation fluid dynamic code to achieve a method for 
analyzing a thermal anti-icing system.

A fully three-dimensional ice accretion model was developed by Shen et al. (2013) to 
characterize ice shapes at the engine inlet. They determined the film flow direction and the 
mass flux distribution of the runback water using the shear stress on the inlet surface. Hannat 
and Morency (2014) introduced an anti-icing conjugate heat transfer method based on the 
ANSYS-CFX flow solver and FENSAP-ICE software. Later, Bu et al. (2013) analyzed 
the performance of the hot air ice protection system to calculate the external heat transfer 
coefficient and thermal conductivity. Sreedharan et al. (2014) generated a CAD model of 
the wing-piccolo tube using CATIA software. The discretization of the flow domain and 
the steady-state CFD analysis of the internal and external flow field were performed using 
ANSYS ICEM CFD and the ANSYS FLUENT, respectively. It was observed that a piccolo 
tube-wing surface spacing of 9 mm provides desired temperature distribution. Ismail and 
Abdullah (2015) then investigated the factor influencing the temperature distribution on 
the nacelle lip. They demonstrated that the temperature deviation coefficient increases as 
the nozzle diameter increases while the nacelle lip skin average temperature drops as the 
average air velocity inside the nacelle lip decreases. However, the authors have not studied 
the temperature distribution on the nacelle lip with bias flow. 

Cao et al. (2016) presented a numerical simulation of three-dimensional ice accretion 
on an aircraft wing. In this study, they derived the governing equations for supercooled 
droplets in three-dimensional applications using the conservation of mass and momentum 
laws. The droplet phase was regarded as pseudo-fluid. Furthermore, some meteorological 
parameters involved in ice accumulation were also investigated in this study. In a separate 
study, a 2D simulation of thermal Pitot tube de-icing was conducted by Asante et al. (2016). 
By applying heat to the walls of the pitot probe, they determined the time taken to melt the 
ice surrounding the pitot probe. Azam et al. (2016) subsequently investigated the effect of 
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bias flow on the lift and drag forces. With a bias acoustic liner, the drag coefficient of the 
nacelle lip is reduced by 90.5% compared to without a bias acoustic liner.

Zhou et al. (2017) published an article on temperature and runback ice prediction 
methods for three-dimensional hot-air anti-icing systems. According to their findings, two 
parameters, such as liquid water content and Mach number, significantly affect runback ice 
accretion. Syed et al. (2018) used one-way fluid-structure interaction (FSI) to investigate 
the influence of the Reynolds number based on the effective impingement surface of the 
piccolo tube anti-icing system on the maximum thermal stress and strain of the nacelle 
lip skin for different aluminum series. According to their simulation, the maximum strain 
increases with the Reynolds number. The maximum stress, on the other hand, rises to a 
peak and then quickly decays with the Reynolds number.

Liu et al. (2019) proposed a three-dimensional ice accretion model to simulate a 
stratospheric airship icing performance in an ascending process. Rohini et al. (2019) 
conducted additional research to compare the performance of a rotating piccolo tube with 
a piccolo tube using CFD. Based on the results, the piccolo tube model performed better in 
temperature distribution and had a higher surface temperature than the rotational piccolo 
tube model. However, a higher and more concentrated temperature zone was obtained for 
the fixed piccolo tube model. 

The effect of ice accretion on an aircraft’s longitudinal aerodynamic properties was 
then investigated by Cao et al. (2020). An engineering prediction of the longitudinal 
aerodynamic derivatives was established based on the individual component CFD 
calculation and narrow strip theory. Based on the flight test data, the longitudinal 
aerodynamic parameters of clean aircraft and icing aircraft were calculated. Based on 
their findings, the icing makes an aircraft’s lift and elevator less effective, and increases 
drag. Barzanouni et al. (2020) numerically investigated the blowing-out impact on the 
NACA0012 airfoil surface to prevent ice accretion. The shear-stress transport k-ω model 
was selected to simulate the turbulence closure model and make better predictions. The 
results demonstrated that the diameter and pitch of the holes are important parameters for 
reducing ice accretion and ice weight, respectively.

Khalil et al. (2020) examined the effects of hot air arrangement from a piccolo tube 
using ANSYS software. In their studies, three distinct jet configurations were used: an 
inclined shape with one jet row, a staggered shape with two jet rows, and a shape with three 
jet rows. Based on the results, the third shape covers a larger surface area on the leading 
edge as compared to the other two shapes. 

Following this, Bu et al. (2020) carried out a numerical simulation of an aircraft thermal 
anti-icing system based on a tight coupling method. The authors have established the heat 
and mass transfer model of runback water. According to the results, this approach produces 
downstream surfaces with a greater temperature and a lower drop rate. It contributes to 
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a higher convective heat transfer coefficient. In another study, Hassaani et al. (2020) 
performed a numerical investigation of the thermal anti-icing system of the aircraft wing. 
Three-dimensional Navier-Stokes codes were used to simulate jet flow impinging on 
aircraft leading edge surfaces, and the numerical results were claimed to be in excellent 
agreement with the experimental data. In the same year, Huanyu et al. (2020) investigated 
the optimisation of a simulated icing environment by altering the arrangement of nozzles 
in atomization equipment for aircraft anti-icing and de-icing. According to the authors, the 
study’s findings will contribute to creating a better-simulated icing environment.

Wang et al. (2022) investigated the numerical simulation of aircraft icing under a local 
thermal protection state. The authors demonstrated the method for icing by considering 
the water film flow. They designed different protection ranges and powers and simulated 
them under different conditions. They found that when the protection range is large, and 
the protection power is low, the ice will accumulate in the protection range. Further, ice 
will accumulate outside the protected area when the protection range is small. They also 
claimed that the ice ridges degrade the aerodynamic characteristics. Bennani et al. (2023) 
presented the numerical simulation of an electro-thermal ice protection system in AI and DI 
mode. The authors presented the models to describe the behavior of the thermal protection 
system and unsteady ice accretion. They used many methods to solve the boundary layer 
flow, and the solvers were used to compute the heat transfer coefficient. They also claimed 
that this approach is easier to prolong to a three-dimensional solver than the Prandtl 
boundary layer solver.

NOISE ABATEMENT SYSTEMS

The concept of noise abatement has been around since the Greek civilization. The ancient 
Greeks used this concept to absorb and amplify sound, and their acoustic absorption coefficient 
was at its highest value when fluid trapped inside resonated (Hoffman, 2007). On the other 
hand, noise abatement tools are installed on commercial aircraft to reduce excessive engine 
noise that may cause noise pollution in the surrounding environment (Azam & Ismail, 2018). 
In this sense, porous material has been introduced and incorporated to enhance the acoustic 
resistance of the acoustic liner. In contrast to the air cavity of the Helmholtz type, as depicted 
in Figure 9, porous materials are effective acoustic energy absorbers throughout a broad 
frequency range. Despite being commonly used in air-conditioning and motorcycle exhausts, 
this material is unsuitable for aircraft applications due to a tendency to migrate, fracture, and 
blind due to ash, dust, or liquid (Amin & Garris, 1996). As a result, modified acoustic liners 
for aircraft applications have been introduced, and these types of acoustic liners comprise 
porous plates, honeycomb channels, composite woven materials for acoustic absorbent, and 
the backplate sheet, as displayed in Figure 10 (Azam et al., 2017). Bias acoustic liners (BAL) 
have also been developed to advance this technique.
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Bias Acoustic Liner (BAL)

With technological advancements, the Boeing Company patented an improved version 
of an acoustic liner known as the BAL, which uses hot air from the compressor (Ives, 
2009). The benefit of using BAL is that it produces bias flow, which has a greater impact 
on acoustic absorption (Sun et al., 2002). The bias acoustic liner and bias flow within the 
bias acoustic liner are represented in Figures 11 and 12, respectively.

The performance of BAL for noise reduction is also important. BAL behaves similarly 
to Helmholtz resonators that allow noise reduction within an optimized frequency range. 
As a result, BAL is suitable for fan noise, which is essentially atonal noise. Superimposed 
layers of BAL, known as 2 degrees of freedom or 3 degrees of freedom acoustic liner, are 
typically used to broaden the absorption range (Leylekian et al., 2014).

Research has been carried out to analyze the noise abatement effect of BAL, although 
there were just a few. Legendre et al. (2014) investigated sound absorption using an acoustic 
liner with bias flow. Based on their results, BAL with bias flow at a small Mach number 
changes the acoustic pressure in the boundary layer, thus improving its acoustic properties. 
Azam et al. (2017) presented a state-of-the-art noise abatement system in commercial 

Figure 10. Modified acoustic liners (Amin and 
Garris, 1996)

Figure 9. Perforated face system (Moe et al., 2009)

Figure 12. Bias flow diagram (Azam et al., 2016)Figure 11. Bias acoustic liner (Breer et al., 2021)
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aircraft using BAL. According to their article, the BAL has an excellent noise-absorbing 
capacity and is best used with the nacelle anti-icing system liner on the nacelle lip skin. 
Azam and Ismail (2018) researched the effect of BAL on the lip skin of the nacelle on 
civil aircraft and claimed that BAL significantly improves the aerodynamic performance 
of the nacelle lip skin.

Thanapal et al. (2019) investigated the effect of perforated liners’ porosity in the 
presence of grazing flow. According to their findings, acoustic amplification will occur 
instead of damping when the perforated liner has very low porosity. Increasing porosity 
will increase the acoustic damping capability of the perforated liner until optimal porosity 
is attained. Further increase in porosity will affect the performance of liners. Khai 
(2021) conducted additional CFD research to study the thermal characteristics of the AL 
and BAL in real flight conditions. The study concluded that the thermal performance of 
hot air anti-icing systems with BAL is improved over those with AL and without any noise 
abatement tools and is directly proportional to the number of BAL.

INTEGRATING ICE PROTECTION SYSTEM AND NOISE ABATEMENT 
SYSTEM

Integrating ice protection systems with noise abatement systems is vital in aircraft 
applications to eliminate thermal hotspots as well as noise pollution. In most aircraft 
anti-icing systems that use hot bleed air, ice can be melted, which can cause the nacelle 
surface to overheat due to non-uniform temperature distribution. Acoustic liners have been 
developed to reduce noise while cooling the combustion chamber. However, acoustic liners 
have desirable acoustic properties for absorbing excessive engine noise. Due to their poor 
heat transfer characteristics, which lower the overall temperature of the lip skin surface, 
these have an adverse effect when combined with hot air anti-icing. Consequently, a higher 
anti-icing temperature must be supplied to hot air in the nacelle D-chamber, thus increasing 
engine power, consumption, and expense (Khai, 2021).

Several studies have examined the aerothermal properties and noise abatement effect 
of BAL. Ives (2009) reviewed the current state of the art of aerothermal properties of 
acoustic liners. Based on their review, the author concluded that the heat transfer rate may 
be insufficient due to the flow and thermal properties of the acoustic liner. Further studies 
have been conducted on the noise abatement system in a nacelle lip skin application. 

Khai et al. (2020) investigated hot air anti-icing adjoining with a noise abatement 
system using a bias acoustic liner. The study concluded that the BAL has tunable sound 
absorption characteristics due to various bias flow velocities through the perforated 
faceplate. This sound absorption property gives BAL a higher heat transfer rate and a 
longer lifespan than AL (Ma & Su, 2020). 

Researching the integration of the ice protection system with the noise abatement 
system is crucial. However, only a few studies have been initiated to date. According to 
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the research by Ives et al. (2011), the heat transfer coefficient of BAL is higher than that 
of AL as fluid can pass through two porous plates in BAL, whereas only one porous plate 
exists in AL. As a result, the active area for heat transfer between a fluid and a solid surface 
in BAL is approximately double that of AL (Ives, 2009).

Studies were performed by Ibrahim et al. (2018) to examine the effect of the perforation 
shape of a perforated fin during heat transfer. They revealed that the perforation on the 
fin facilitates heat transfer with higher turbulence intensity. Additionally, the turbulence 
intensity depends on the shape or geometry of perforations. Since the higher turbulence 
intensity causes rapid heat dissipation, BAL with a perforated back-face sheet has a higher 
heat transfer rate than AL. 

Therefore, scientists and researchers have proposed incorporating BAL into aircraft 
anti-icing systems to diminish hotspots and maintain uniform temperatures (Khai, 2021). 
In addition, flight manufacturers also intend to integrate an ice protection system with this 
noise abatement tool due to its adverse heat transfer characteristics as well as minimizing 
environmental noise pollution. However, employing this concept in real flight scenarios 
is challenging due to the cost constraint in experiment and validation. In this sense, CFD 
analysis gives the great opportunity of studying the comprehensive factors of integrating the 
ice protection system with noise abatement technique. Surface temperature distribution, bias 
flow velocity, uniformity of lip skin temperature, and air velocity and temperature profiles 
inside bias acoustic liner are the important characteristics that are difficult to measure 
during real flight conditions. However, these characteristics can be predicted by using 
CFD. Hence, designing and analyzing these systems using CFD before implementation is 
essential. Furthermore, this system would be designed by extending the noise abatement 
tool from the nacelle nose cowl zone to the nacelle lip skin. Then, the hot air would be 
sent to the nacelle lip skin via the PTAI system. Hence, this would be the most effective 
technique for absorbing excessive engine noise and preventing noise pollution. 

CONCLUSION

The article has reviewed the recent findings regarding integrating ice protection and noise 
abatement systems. This review emphasizes various factors pertaining to integrating the 
ice protection system with the noise abatement system. In the present review, various 
ice protection systems are discussed in detail. Also discussed are the advantages and 
disadvantages of each ice protection system. Anti-icing studies utilizing CFD have been 
the subject of a limited number of studies. These are explained properly; the information 
is very important for future research. In addition, noise abatement tools are crucial, 
particularly in aircraft, to minimize excessive engine noise that might cause noise pollution 
to the surroundings; these tools are therefore described in length. As it is essentially 
important to integrate the ice protection system with the noise abatement system, this 
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is also explored, along with prior research findings. Thus, this review will be valuable 
for researchers interested in anti-icing and noise abatement techniques. Recently, many 
researchers proposed substituting electric motors for jet engines in aircraft trust systems. 
The designer of aircraft thermal systems, therefore, faces a new challenge in overcoming 
icing and noise problems.
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ABSTRACT

Sumbawa’s Kuris River is one of the rivers contaminated by the island’s traditional gold 
mine. In order to detect contaminant levels, we examine the magnetic susceptibility, 
HCN levels, and the heavy metal contents on the river’s surface sediment. Environmental 
pollution has been widely assessed using a combination of magnetic properties and 
geochemical analysis. The goals of this research are to discover how magnetic susceptibility 
(χ) can be used as a first-order proxy for pollution. The relation between susceptibility 

and HCN is of particular interest, as this 
is a major contaminant associated with 
gold mining. The surface sediment 
samples were collected at ten different 
locations along the rivers. The magnetic 
susceptibility was determined using the 
Bartington MS2B, and the hydrogen cyanide 
(HCN) concentration was determined using 
Argentometric titration. The element content 
was determined by an Atomic Absorption 
Spectrometer (AAS). The low-frequency 
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magnetic susceptibility (χlf) ranges from 71 to 115×10-8 m3/kg, with an average of 97×10-8 
m3/kg, and the χfd(%) analysis ranges from 2% to 4%. The presence of spherical iron oxides, 
which are indicative of combustion byproducts, was also confirmed by SEM. The samples 
have low magnetic susceptibility but high levels of Hg and HCN. AAS results showed 
high Fe, Zn, and Cu concentrations in river sediments, with more variable concentrations 
of Hg, Mn, As, Cr, and Au. Because Fe, Cu, As, Hg, and HCN have a significant Pearson’s 
correlation with χfd(%), this parameter can be a useful indicator for contamination caused 
by gold mining waste.

Keywords: Geochemistry, hydrogen cyanide (HCN), magnetic susceptibility, river sediments, tailings

INTRODUCTION

Tailings from traditional gold mines in Sumbawa, Indonesia, are allegedly the source 
of serious pollution in this region’s environment, including rivers and lakes, residential 
and agricultural areas, and, eventually, the sea. This type of pollution can be caused by 
the direct disposal of gold mining processing waste or the runoff from waste collection 
areas, typically located near rivers during rainy seasons  (Bruno et al., 2020). Lake Lebo 
in Taliwang is an example of river pollution because the Suning and Seran Rivers feed 
it, and it overflows into the Brang Rea River. The Hg levels in the lake’s fish are above 
the hazard level (Junaidi et al., 2019). Humans, particularly their hair and livestock, are 
affected (Anderson, 2010; Donato et al., 2007; Junaidi et al., 2019). Human consumption of 
contaminated fish or livestock meat can have short- and long-term negative consequences. 
Anthropogenic contamination has also been observed to affect bacterial communities in 
China’s Jiaolai River, increasing the Ni content in its sediment (Li et al., 2016). 

Geochemical data, such as anomalous levels of heavy metals in an area, are frequently 
used to assess the degree of contamination of soils or sediment (Salomão et al., 2021). The 
study used elemental analysis obtained from atomic mass spectrometry (AMS) at the Tembi 
River in Iran was discovered an increase in Cd, Cr, Cu, Fe, Pb, Ni, and Zn concentrations 
in sewage both upstream and downstream of the entry point (Shanbehzadeh et al., 2014). 
Similar studies in rivers showed heavy metal contamination was conducted in India’s Beas 
River (Kumar et al., 2018), rivers in Kabul, Pakistan (Ali & Khan, 2018), the urban river 
in the Philippines (Decena et al., 2018), rivers in Ukraine (Alokhina, 2021), and Vistula 
River in Poland (Szczepaniak-Wnuk et al., 2020). Heavy metal pollution in sediment was 
also assessed in Ghana’s Pre Basin using the geo-accumulation index (Igeo), which tracked 
As, Pb, Zn, Mn, Cr, Ni, and Fe using atomic absorption spectroscopy (AAS)  (Duncan et 
al., 2018). Heavy metal tracking can also be used in the case of leather factory tanning 
waste that has polluted the river. Cr tracking is used in this case to determine pollutant 
waste (Świetlik & Trojanowska, 2016). Geochemistry methods for monitoring pollution 
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can be combined with magnetic methods; magnetoresponse for arsenic pollution tracking 
is one example (Ouyang et al., 2020). There are numerous examples in the literature, such 
as research into coastal sediments (Ravisankar et al., 2018; Suresh et al., 2011), topsoil 
(Ouyang et al., 2020); snow deposits (Alfonsi et al., 2021), and sediments in a reservoir  
(Chaparro et al., 2020). In Indonesia, a combination of geochemical and magnetic methods 
has been used to study lacustrine sediment at Lake Limboto in Sulawesi (Yunginger et al., 
2018), sediment of Citarum River in West Java (Sudarningsih et al., 2017), and sediment 
in Brantas River in East Java (Mariyanto et al., 2019a; Mariyanto et al., 2019b).

Few studies have used magnetic properties in conjunction with geochemistry analysis 
to track contamination associated with gold mining. Jordanova et al. (2013) demonstrated 
that sediment from the floodplain of the Ogosta River in Bulgaria exhibits enhanced 
magnetization, which can be linked to high concentrations of As, Pb, Zn, and Cu. This 
study compared the magnetic susceptibility of river sediments from the Labuan Kuris 
River in Sumbawa, Indonesia, to geochemical elemental data and hydrogen cyanide (HCN) 
concentration. Artisanal gold mining occurs along the river, and mine waste frequently 
enters the river. For comparison, samples also were taken from processing wastes at mining 
sites. 

METHODS

Hijrah and Labuan Kuris areas of Sumbawa, Indonesia, were chosen for sampling because 
of the high artisanal gold mining activities. Labuan Kuris River receives input from mining 
processing waste, particularly waste associated with the first processing stage, known as 
Gelondong, labeled GL. Tong (labeled as TG) is a secondary processing stage. Here gold-
containing rocks are ground in the first stage, and the gold is bonded with Hg. The left-over 
material from the first stage is processed again in the second stage using HCN and Pb. 
After the GL and TG treatment, surface river sediment (SP) and ground rock samples were 
collected. Figure 1 depicts the location of the sampling sites. SP1 was obtained from the 
upstream trial of Kuris River, while SP10 was acquired from the downstream trial near an 
estuary mangrove forest at an inlet leading to the sea.

Surface sediments were taken 1 kg and placed in a plastic bag for transport to the 
laboratory. Three samples were collected from each site: one from the left bank facing 
downstream, one from the center of the river, and one from the right bank. The sediment 
was then washed and filtered with distilled water and a 325-mesh sieve. After drying at room 
temperature, the sample was ground into powder and placed in a standard cylindrical plastic 
holder for magnetic measurement. A digital weight balance was used to weigh the samples. 
The magnetic susceptibility of all samples was measured using Bartington Magnetic 
Susceptibility Meter MS2B in two frequencies, 470 Hz, χlf and 4700Hz, χhf. Frequency-
dependent magnetic susceptibility, χfd(%), was defined using Equation 1 (Dearing, 1999):



2692 Pertanika J. Sci. & Technol. 31 (6): 2689 - 2702 (2023)

Siti Zulaikah, Arif Juliansyah, Muhammad Fathur Rouf Hasan, Bambang Heru Iswanto, 
Mariyanto Mariyanto, Ardyanto Tanjung, Satria Bijaksana and Ann Marie Hirt

𝜒𝜒𝑓𝑓𝑓𝑓 (%) = �𝜒𝜒470−𝜒𝜒4700
𝜒𝜒470

� × 100%      [1]   

Several representative samples were prepared from the remaining powder for chemical 
elements analysis using Atomic Absorption Spectrometer (AAS) and HCN concentration 
measurement using argentometric titration. The magnetic minerals extracted from several 
samples were morphologically tested for tailing using scanning electron microscope (SEM) 
analysis.

RESULTS

AAS was used to determine the elemental concentration in all river surface sediment 
samples and the three tailing samples. Table 1 shows the results of the AAS magnetic 
susceptibility and HCN analysis. The Fe concentrations in the river and the tailing samples 
are significantly higher than other elements. Earlier reported XRF results also confirmed it. 
In sediment rivers, the elements with the highest concentrations are Si and Fe, followed by 
Mn, Al, Ca, and K. Meanwhile, Ba, Cu, Cr, Zn, and Ti have relatively low concentrations 
(Juliansyah et al., 2020). The concentration of heavy metals varies. On average, the tailing 
samples have the highest concentrations of Au, As, and Hg, while the river sediments have 
higher concentrations of Mn, Zn, Cu, and Cr.

Figure 1. Geographic location of Sumbawa sampling points in the Kuris River
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The concentration of HCN in river sediments ranges from 45 (SP 8.2) to 75 (SP 2.2) 
ppm, with an average of 62 ppm. The concentration of HCN in the river is still smaller than 
the two samples from Gelondong and Tong, which are about 100 ppm, smaller than the 
concentration of HCN in the gold mine soil in China, which is about 70.55 ppm (Shehong 
et al., 2005), and higher than that reported result from Brazil, which is around 0.83 - 1.44 
ppm (Prereira & Neto, 2007).

The TG sample has the highest concentration of HCN as weighed by argentometric 
titration. It is expectable because HCN is used in the Au extraction processes. Although 
it should not be used in GL processing, the high HCN concentration indicates that the 
substance is being used to some extent. There is a considerable concentration in the 
river sediment, especially at SP 6.2 and SP7.2, indicating that HCN is entering the river 
ecosystem. It may be coming from the GL waste tailing that enters the river. It also holds 
for sites SP1.2 and SP2.2, which are upstream from the present mining and processing 
sites used by the local population. It suggests that the local runoff from GL processing is 
broader than the immediate processing area.

Magnetic susceptibility varies in river sediment samples; the χlf ranges from 71 to 
115 ×10-8 m3/kg. The susceptibility, measured in low and high frequencies, is consistent 
(Figure 2a). It varies according to its location at a site, but no consistent difference exists 
(Figure 2b). χfd(%) is low in samples from the river and is between 2.6% to 4.8% (Figure 
2c). It suggests that the grains are larger than 17 nm (Hrouda, 2011). These low values 
suggest that the ferromagnetic particles are blocked and do not exhibit superparamagnetic 

Table 1
Magnetic susceptibility, elemental analysis obtained from AAS, and argentometric titration for HCN detection

Sample 
ID χ l

f

(1
0-8

m
3 /k

g)
χfd 

(%)

Au Cu Pb Zn Ni Cd Fe Cr Mn V As Hg HCN

(ppm)

SP 1.2 95.17 3.31 <0.06 52 12 110 1 52200 36 4925  116 3.923 70.17
SP 2.2 103.67 3.57 <0.06 49 <12 108 <1 52300 30 3535  128 5.061 75.10
SP 3.2 105.97 4.01 - - - - - - - - - - - - -
SP 4.2 71.72 2.64 0.13 46 82 93 <1 45000 34 1819  121 2.692 50.12
SP 5.2 74.63 4.29 0.74 51 <12 74 <1 46700 31 1426  107 9.639 59.52
SP 6.2 108.39 3.97 1.61 50 <12 65 7 50600 105 987 145 212 31.53 67.74
SP 7.2 92.63 3.85 1.36 57 <12 85 <1 49000 33 1426  98 33.42 52.71
SP 8.2 115.38 4.83 <0.06 63 <12 101 <1 51900 40 1484  115 2.200 44.95
SP 9.2 108.90 2.65 0.21 62 <12 103 <1 50100 72 1204  113 6.204 63.33

SP 10.2 93.80 3.76 0.12 59 <12 129 <1 46000 43 716  122 3.923 72.59
GL 1 K 20.39 2.29 6.19 34 <12 17 <5 30300 28 110 47 248 68.57 99.29
TG 1 H 140.46 0.52 0.3 15 186 <15 <5 20600 18 154 30 265 28.16 109.80
GL 1 H 231.49 0.70 9.33 321 17 23 <1 50500 45 218  191 126.1 -
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behavior (Dearing, 1999). Eight GL samples 
were taken from different mine processing 
locations, and the χlf is between 20.39 and 
112.8 × 10-8 m3/kg with the average χlf 
of (60.64 ± 35.08) × 10-8 m3/kg. The TG 
samples have a slightly higher χlf compared 
to the GL samples, with values between 
32.16 and 140.4 × 10-8 m3/kg and an average 
of (90.43 ± 35.08) × 10-8 m3/kg. The samples 
from the tailing wastes have the χfd(%) of 
between 0.5% and 2.3%, which is lower 
than in the river sediment.

Figure 2. Distribution of: (a) relations between χlf and χhf; (b) sampling point and χlf; and (c) sampling point 
and χfd(%) showing their variation along the course of the Kuris River

(a)

(b) (c)

The magnetic minerals were extracted from Gelondong and Tong tailings samples 
with a hand-permanent magnet and analyzed using SEM (Figure 3) to aid in identifying 
ferromagnetic minerals in the tailings. Many magnetic phases were irregular in shape 
and size, but there were also spherules (Figure 3a and 3b, right). Some irregularly 
shaped grains are iron oxide, but they may also contain Si and, to a lesser extent, Al or 
Cr (Figures 3a and 3b, left). Magnetic minerals with spherules have a 30–50 m diameter 
and are pure iron oxides that could be magnetite (see the EDAX data in the bottom 
right of Figures 3a and 3b). The surface may be smooth or have an orange skin texture 
(Figures 3a & 3b, right). These spherules are commonly found in combustion processes 
in, for example, factories and automobiles (Kelepertzis et al., 2019; Wang et al., 2017; 
Zajzon et al., 2013).
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DISCUSSION

The magnetic susceptibility of low frequency, χlf in the surface sediment of Kuris River is 
influenced by lithogenic and anthropogenic input. The average magnetic susceptibility of 
this area is 104.8 ×10-8 m3/kg, which is lower than other areas in Indonesia, such as Brantas 

Figure 3. The SEM capture of magnetic minerals and composition of extraction results using EDAX show 
that magnetic minerals are dominated by Fe content in a representative: (a) Gelondong sample; and (b) 
Tong sample
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River with 3022.9 ×10-8 m3/kg (Mariyanto et al., 2019a) and Cikapundung River with 
734.7×10-8  m3/kg (Sudarningsih et al., 2017) in Java, where the contribution of volcanic 
sources is larger. Its magnetic susceptibility dependence frequency, χfd(%), is about 3.1%. 
This value is larger than that of the Brantas River (1.03%) and is similar to the reported 
value from the Cikapundung River. The values of more than 2% mean that the grain size 
of the magnetic minerals is smaller and that it is the contribution by anthropogenic input 
as reported in Cikapundung River. Other areas, such as Lake Limboto, have magnetic 
susceptibility in the same order as this study (Yunginger et al., 2018). Therefore, the 
magnetic susceptibility of the samples from Kuris River is not largely affected by volcanic 
but by anthropogenic input, as found in the tailing samples.  

The high Fe content is related to the high lithogenic contribution to the sediment in the 
river. The lower Fe concentration in the TG sample suggests that some of the Fe contents 
were removed during the second step of the Au extraction process. Here the residue 
sample of Gelondong inserted into the vertical spinning Tong will make heavy metals, 
including Fe, seep into the bottom of the disposal pond, which reduces the ingress of Fe 
into river sediments. It would also explain the lower Mn, Zn, and Cu concentration in the 
tailing samples. It should be noted that the GL samples have a higher concentration of Au 
compared to TG samples and river sediment. It indicates that the GL processing does not 
bind all the Au in the first processing step; Au is removed after the second step. Au is also 
relatively low in the river samples but slightly higher at SP6.2 and SP7.2. These two sites 
also have high Hg concentration, on the same level as in the TG samples.

HCN levels in tailing waste and river samples are both high. It is important to note that 
the values in the river sediments exceed the government’s 0.02 ppm threshold (Government 
Regulation of the Republic of Indonesia, 2001). The negative correlation between χfd(%) 
and HCN, Cu, Fe, As dan Hg suggests that χfd(%) can become a quick first-order proxy to 
monitor HCN levels in river sediments. The correlation indicates an increase in the magnetic 
domain and the formation of possible strong compounds, i.e., Fe - CN and/or Au - CN, and 
weak compounds, such as Ag - CN and/or Cu - CN. The formation of these compounds 
may occur in the environment, as described in previous studies (Jaszczak et al., 2017). 
Further research should be conducted along other rivers that flow through areas of artisanal 
gold mining to determine how robust this correlation is. It has been established that the 
Tong waster area or tailing ponds have a relatively high frog fatality rate, which may be 
linked to the high HCN concentration (Donato et al., 2007). A method that allows for rapid 
first-order monitoring of a large area would be beneficial, allowing more time-consuming 
or expensive methods to focus on areas where the environment may be threatened. Figure 
4 shows the correlation between χlf or χfd(%) with different major elements as determined 
from AAS. Pearson’s correlation list is available in Table 2. There is a good correlation 
between χlf and Fe content in the river sediments, but this does not hold for the tailing 
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Figure 4. Linear correlations that are statistically significant for: (a) Fe versus χlf; (b) Cu versus χlf; (c) Fe 
versus χfd (%); (d) Cu versus χfd (%); (e) As versus χfd (%); and (f) HCN versus χfd (%)
Note. Open symbols are not considered in the respective correlation 

(a) (b)

(c)

(f)

(d)

(e)

sample (Figure 4a), and a particularly good correlation with Cu when all samples are 
considered. It suggests that the lithogenic component of river sediments controls χlf.. A 
significant correlation between magnetic susceptibility of low frequency and Fe element 
was also reported from the surface sediment of the Brantas River (Mariyanto et al., 2019a). 
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Table 2
Pearson Correlations (R) between magnetic susceptibility and elements 1using only river sediments; 
2including GL1H

Xhf Xlf Xfd Cu Fe Cr Mn As Hg
Xlf 0.999
Xfd -0.240 -0.70
Cu 0.012 0.796** 0.830**
Fe 0.157 (0.786*1) 0.831** 0.906**

Cr 0.279 0.200 0.301 0.401 0.437
Mn 0.101 0.107 0.292 0.316 0.596 -0.105
As -0.071 -0.052 -.656*2 -0.837** -0.812** 0.828**1 -0.518
Hg -0.448 -0.505 -0.620*2 -0.786**2 -0.587 -0.023 -0.522 0.718*

HCN -0.125 -0.042 -.768** -0.834** -0.822** -0.262 -0.300 0.840** 0.567

* p < 0.05, ** p < .005 

Figure 5. The mapping of low-frequency magnetic susceptibility and Hg and HCN content along Kuris 
River and some point of tailing area

Furthermore, strong significant correlations are seen between χfd(%)  and Cu and HCN 
and between χfd(%) and Fe and As. (Figure 4). Usually, high correlations are shown by 
χlf and some heavy metals as well as in other polluted sediment, but in this case, a good 
correlation is present between χfd(%) and some pollution inputs like HCN. In this case, 
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where an anthropogenic input is not strong enough, χfd(%) may serve as a good proxy 
indicator of pollution. It is different from the fact that the wastes of mining activities are 
heavy metals (Morales et al., 2016). The high correlation between Hg and HCN suggests 
that those elements and compounds are used in high concentrations in the second step of 
gold binding. Figure 5 illustrates magnetic susceptibility as well as Hg and HCN content of 
all surface sediment samples collected along Kuris River, including the gold mining waste.

Figure 5 depicts the mapping for the levels of magnetic susceptibility, HCN, and 
Hg content in each sampling point as a result of Kuris River’s dominant pollutant input, 
which represents how much pollutant enters the river where agriculture and residential 
areas are irrigated by the river. Based on this evidence, we can estimate how much HCN 
and Hg will pollute agricultural soils over time if traditional mining cannot be stopped 
or improved with immediate waste management. As previously stated, cyanide weakens 
the human body and causes various diseases, such as hypothyroidism, renal damage, and 
miscarriages (Jaszczak et al., 2017). 

CONCLUSION 

Kuris River sediments have an average χlf of 97 × 10-8m3/kg, which is relatively low 
compared to other rivers in Indonesia, generally contributed by volcanic materials. The 
correlation between χlf and lithogenic elements suggests the dominant influence of the 
component. There is no trend in χlf along the river flow, which supports the notion that, in 
this case, the contribution of anthropogenic χlf is minor. Χfd (%) indicates that the magnetic 
minerals are larger than SP. The correlation between χfd (%) and HCN and other elements 
such as Cu, Fe, As, and Hg suggests that χfd (%) may be used as the first-order proxy for 
HCN, As, and Hg content in sediment for nonmagnetic pollutant input, particularly in the 
case of gold mine tailing.
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ABSTRACT

This paper proposes a method to recognize fruits whose quality, including their ripeness, 
grades, brix values, and flesh characteristics, cannot be determined visually from 
their skin but from striking and flicking sounds. Four fruit types consisting of durians, 
watermelons, guavas, and pineapples were studied in this research. In recognition of fruit 
types, preprocessing removes the non-striking/non-flicking parts from the striking and 
flicking sounds. Then the sequences of frequency domain acoustic features containing 
13 Mel Frequency Cepstral Coefficients (MFCCs) and their 13 first- and 13 second-order 
derivatives were extracted from striking and flicking sounds. The sequences were used to 
create the Hidden Markov Models (HMMs). The HMM acoustic models, dictionary, and 
grammar were incorporated to recognize striking and flicking sounds. When testing the 
striking and flicking sounds obtained from the fruits used to create the training set but were 
collected at different times, the recognition accuracy using 1 through 5 strikes/flicks was 
98.48%, 98.91%, 99.13%, 98.91%, and 99.57%, respectively. For an unknown test set, 
of which the sounds obtained from the fruits that were not used to create the training set, 
the recognition accuracy using 1 through 5 strikes/flicks were 95.23%, 96.82%, 96.82%, 
97.05%, and 96.59%, respectively. The results also revealed that the proposed method 
could accurately distinguish the striking sounds of durians from the flicking sounds of 
watermelons, guavas, and pineapples. 

Keywords: Flicking sounds, fruit grading, fruit recognition, Hidden Markov Models, striking 

INTRODUCTION

Fruits are vital for health which supply 
necessary nutrition supplements to life. 
When buying fruits, customers anticipate 
getting their desired fruit quality, including 
ripeness, sweetness, and characteristics of 
the flesh inside. However, when cutting or 
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peeling them, many customers were unsatisfied with the quality of the fruits they bought. 
For certain kinds of fruits, for example, durians, watermelons, guavas, and pineapples 
(Figure 1), the characteristics of fruit pulp and physiochemical properties were generally 
unknown by observing from their outer skins. 

Figure 1. Four types of fruits in the recognition: (a) durians; (b) watermelons; (c) guavas; and (d) pineapples
(a) (b) (c) (d)

Experienced fruit merchants usually determine the fruit quality by striking or flicking 
them and listening to the generated sounds. When flicking, the index or middle finger is 
released from the thumb against an object (Figure 2). Flicking can assess the quality of 
fruits, e.g., watermelon, guava, and pineapple. However, flickering a durian- the thorny 
king of fruit- is not practical as it can injure the finger. Striking or tapping the durian with 
a tapping stick and listening to the sounds to determine the ripeness of durians are shown 
in Figure 3. 

Figure 2. Flicking a guava Figure 3. Tapping a durian

Figure 4 shows the characteristics of the striking/flicking sounds of durians, 
watermelons, guavas, and pineapples. They are quite similar and difficult to be visually 
distinguished. They consist of non-striking/non-flicking parts and striking/flicking parts. 
Each striking/flicking sound normally begins with a non-striking/non-flicking part, followed 
by a striking/flicking part, and ends with a non-striking/non-flicking part. The flicking/
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striking parts have higher amplitude than the non-flicking/non-striking parts. The striking/
flicking parts, usually much shorter than the non-striking/non-flicking parts, contain more 
information about the types of fruits and fruit characteristics. In addition, the duration and 
the amplitude of flicking/striking signals derived from the same or different fruits fluctuate, 
resulting in difficulties in recognition. The pace of flicking/striking the fruits can affect 
the results, especially if the duration of non-flicking/non-striking parts is long. In order to 
overcome these differences, the preprocessing method of reducing the flickering parts based 
on the amplitude of the signals was proposed (Phoophuangpairoj, 2014a). The duration of 
striking/flicking parts depends on when the finger or the tapping stick hits the fruits. The 
hardness or impact of flicking and striking affects the amplitude of signals. 

Therefore, it is not practical to determine the quality of fruits from the amplitude but 
from the frequency-based features extracted from signals and models that can efficiently 
capture acoustic phenomena. It can be seen from how some merchants recognize short 
flicking and striking sounds, which have some frequency differences to predict the 
internal fruit flesh. Based on the results, using HMMs with frequency-based features 
could efficiently handle the different impacts of watermelon flicking and durian tapping 
(Phoophuangpairoj, 2014a; Phoophuangpairoj, 2014b). For guavas, repeatedly flicking the 
same area can affect the recognition results. The flicking should be applied to the different 
areas of the guavas to classify the freshness of the guavas.

There was research applying speech recognition technologies to recognize the 
quality of watermelons and guavas using flicking sounds (Phoophuangpairoj, 2014a; 
Phoophuangpairoj, 2013). For the recognition of firm flesh and flesh with cracks, the 
average watermelon quality recognition rates of 95.0%, 97.0%, 98.0%, 98.0%, and 98.0% 
were achieved by using 1 through 5 flicks, respectively. For guavas stored in a normal 
refrigerator, the average correct freshness recognition rates of 92.0%, 88.0%, and 94.0% 
were obtained from fresh, 3-day-kept, and 6-day-kept guavas, respectively. The striking 
sounds were also used to recognize ripe and unripe durians using a dictionary and grammar 
(Phoophuangpairoj, 2014b) and an N-gram language model (Phoophuangpairoj, 2014c). 

Figure 4. Striking and flicking sounds of fruits five times: (a) durian; (b) watermelon; (c) guava; and (d) pineapple

(a) (b)

(c) (d)
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The recognition system using MFCC-based features and HMMs efficiently recognized 
the quality of watermelons and durians. When using grammar, the durian ripeness 
recognition rates of 91.0%, 92.0%, 90.0%, 92.0%, and 92.0% were achieved using 1 through 
5 strikes, respectively. Using an N-gram language model, the durian ripeness recognition 
rates of 88.0%, 91.0%, 91.0%, 92.0%, 92.0%, and 90.0% were achieved using 1 through 
5 strikes, respectively. The flicking sounds were also studied to classify pineapples and 
their physicochemical properties. Even though predicting pineapple grades using flicking 
sounds cannot be done efficiently, the results showed that pineapples classified as grade 
1 and grade 3 differed significantly in terms of total soluble solid (TSS), pH value, and 
water content (Phoophuangpairoj & Srikun, 2014).

When recognizing some fruit types whose internal characteristics cannot be visually 
determined from their skin, flicking and striking sounds can also be applied. Studying the 
feasibility of recognizing the types of fruits from the flicking and striking sounds without 
using image processing is beneficial. The image processing requires another different 
source of data, while the proposed method merely utilizes a source of data, which is more 
efficient. Hence, this work proposed a novel method to recognize the fruit types without 
using image processing but did not stress the quality of fruits because this issue had already 
been researched.

LITERATURE SURVEY

Automation in food processing plays a crucial role in increasing the productivity, quality, 
and profitable growth of countries. Fruit grading is a process for producers which affects 
fruit quality evaluation and export markets (Raja et al., 2018). Automatic fruit classification 
is an interesting issue in the retailing and fruit-growing industry because it can help 
farmers and supermarkets identify the status of fruits from stock or containers (Shahi et 
al., 2022). Computer vision and machine learning methods have been applied for fruit 
detection, ripeness, and categorization in the past decade (Fan et al., 2020; Hossain et 
al., 2018). The problem of classifying fruits and vegetables in computer vision remains 
a challenge because some fruits look alike and have similar colors, shapes, and textures. 
CNNs (Convolutional Neural Networks) and transfer learning have obtained impressive 
results in image classification (Albarrak et al., 2022). Based on the previous work, CNN 
recognized 26 categories of fruits and vegetable images (Zeng, 2017) and orange grades 
(Asriny et al., 2020). A system has to extract image features and use them as a source to 
recognize the fruits to recognize the fruit quality from a video. Meanwhile, the system has 
to use striking or flicking sounds as the other source to recognize their qualities. Such a 
system requires two different sources, and this may not be as practical, resulting in creating 
a more complex heterogeneous system when compared to the system using only one source 
of flicking or striking sounds.
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The success of MFCC acoustic features combined with their cost-effective and robust 
computation turned them into a standard choice in speech recognition applications. In 
speech recognition systems such as an Arabic speech recognition system, 39 MFCC-based 
acoustic features were extracted by partitioning the speech signals into frames (Elharati 
et al., 2020). HMM is a model used to represent the acoustic phenomenon and acoustic 
changes according to time. HMMs provide a highly reliable method of recognizing spoken 
signals (Chavan & Sable, 2013; Naithani et al., 2018; Najkar et al., 2010). HMMs were 
also applied to recognize inhaling and exhaling signals (Phoophuangpairoj, 2020) and 
sleep spindles (Stevner et al., 2019). For HMM, Gaussian Mixture Models (GMMs), 
which are the components within each HMM state, were primarily utilized to compute the 
probabilistic distribution of each phone or phoneme (or any speech signal atom), and the 
fusion of GMMs-HMMs has led to many successful automatic speech recognition (ASR) 
applications (Kiranyaz et al., 2021). Phonemes or syllables were combined into words 
and sentences using a dictionary and language model. The main reasons for this success 
are this model’s analytic ability in the speech phenomenon and its accuracy in practical 
speech recognition systems (Najkar et al., 2010). 

Viterbi is an algorithm that searches HMM states to find the most probable phone, 
phoneme, word, and sentence from the acoustic models of phones or phonemes connected 
based on a dictionary and grammar. Viterbi algorithm was applied to recognize or search 
the possible phones in a speech recognition system (Hatala & Puturuhu, 2019). 

MATERIALS AND METHODS

Data

Data were collected from four different types of fruits: 100 durians, 100 watermelons, 
150 guavas, and 110 pineapples. The striking/flicking sounds were recorded at 11,025 
Hz. The data were collected from fruits of different quality, grades, and ripeness. 
Nonetheless, the work studied the differentiation of the fruit types. Striking sounds were 
derived from 100 durians struck five times each to train the HMM acoustic models. The 
flicking sounds were obtained from 100 watermelons and 150 guavas, all flicked five 
times each, while the pineapple flicking sounds were obtained from 110 pineapples, ten 
times each. For testing, untrained and unknown sets were used. The untrained set was 
collected from the same set of fruits used in the training but at different times, whereas 
the unknown set was collected from different fruits not included in the training. The 
untrained set consisted of 1 through 5 striking/flicking sounds, each collected from 100 
durians, 100 watermelons, 150 guavas, and 110 pineapples. The unknown set consisted of 
1 through 5 striking/flicking sounds, each collected from 100 durians, 100 watermelons, 
150 guavas, and 90 pineapples. 
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Preprocessing

As a rule, the striking/flicking parts contain information about fruit quality and types. 
Preprocessing was performed to reduce the non-striking/non-flicking parts. The digitized 
signals contain positive, negative, and zero values. As a result, it is easier to set a removing 
threshold by computing their absolute values. Additionally, a clipping or cut-off threshold 
was applied to handle the high difference in the signal amplitude. The threshold (Th) to 
reduce non-flicking/striking parts was computed from all frames using Equation 1: 

𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 =  
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓_𝑑𝑑𝑑𝑑𝑓𝑓𝑓𝑓𝑑𝑑𝑓𝑓𝑑𝑑𝑑𝑑

1000
×  𝑓𝑓𝑓𝑓𝑓𝑓𝑠𝑠𝑠𝑠𝑓𝑓𝑑𝑑𝑠𝑠_𝑓𝑓𝑓𝑓𝑑𝑑𝑓𝑓    (1)

where: framesize is the number of points or values in each frame; frame_duration is the frame 
duration or size in milliseconds; sampling_rate is the recording sampling rate (11,025 Hz).

The frame duration (frame_duration) was set to 2 milliseconds. The number of samples 
(num_smp_file) was obtained from each wav file. Then the nFrame, which is the number 
of frames in a striking/flicking file, was computed using Equation 2.

𝑑𝑑𝑛𝑛𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 =  
𝑑𝑑𝑑𝑑𝑓𝑓_𝑓𝑓𝑓𝑓𝑠𝑠_𝑓𝑓𝑓𝑓𝑠𝑠𝑓𝑓
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓

       (2)

Clip() was a function used to clip the signals. If any value of ǀsiǀ was higher than a 
clipping threshold (Thclip) (e.g., 10,000), the value was set to the threshold (Equations 3-5).

𝑛𝑛𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑎𝑎𝑓𝑓𝑑𝑑 = � 𝑐𝑐𝑠𝑠𝑓𝑓𝑠𝑠(|𝑓𝑓𝑓𝑓 |),     1≤n≤𝑑𝑑𝑛𝑛𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
𝑑𝑑×𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓

𝑓𝑓=(𝑑𝑑−1)×𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 +1

 

𝐴𝐴𝐴𝐴𝑠𝑠𝑛𝑛𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑎𝑎𝑓𝑓 =
∑ 𝑛𝑛𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑎𝑎𝑓𝑓 𝑓𝑓

nFrame
𝑓𝑓=1

𝑑𝑑𝑛𝑛𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
 

𝑇𝑇ℎ = 𝐶𝐶 ∗ 𝐴𝐴𝐴𝐴𝑠𝑠𝑛𝑛𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑎𝑎𝑓𝑓  

 

  (3)𝑛𝑛𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑎𝑎𝑓𝑓𝑑𝑑 = � 𝑐𝑐𝑠𝑠𝑓𝑓𝑠𝑠(|𝑓𝑓𝑓𝑓 |),     1≤n≤𝑑𝑑𝑛𝑛𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
𝑑𝑑×𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓

𝑓𝑓=(𝑑𝑑−1)×𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 +1

 

𝐴𝐴𝐴𝐴𝑠𝑠𝑛𝑛𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑎𝑎𝑓𝑓 =
∑ 𝑛𝑛𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑎𝑎𝑓𝑓 𝑓𝑓

nFrame
𝑓𝑓=1

𝑑𝑑𝑛𝑛𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
 

𝑇𝑇ℎ = 𝐶𝐶 ∗ 𝐴𝐴𝐴𝐴𝑠𝑠𝑛𝑛𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑎𝑎𝑓𝑓  

 

     (4)

𝑛𝑛𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑎𝑎𝑓𝑓𝑑𝑑 = � 𝑐𝑐𝑠𝑠𝑓𝑓𝑠𝑠(|𝑓𝑓𝑓𝑓 |),     1≤n≤𝑑𝑑𝑛𝑛𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
𝑑𝑑×𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓

𝑓𝑓=(𝑑𝑑−1)×𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 +1

 

𝐴𝐴𝐴𝐴𝑠𝑠𝑛𝑛𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑎𝑎𝑓𝑓 =
∑ 𝑛𝑛𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑎𝑎𝑓𝑓 𝑓𝑓

nFrame
𝑓𝑓=1

𝑑𝑑𝑛𝑛𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
 

𝑇𝑇ℎ = 𝐶𝐶 ∗ 𝐴𝐴𝐴𝐴𝑠𝑠𝑛𝑛𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑎𝑎𝑓𝑓  

 

       (5)

where: Frameabsn is the sum of clipped absolute values computed from the nth frame; 
AVGFrameabs is the average of Frameabsn computed from all frames; C is a constant (e.g., 
3); It is the threshold to reduce non-striking/non-flicking parts.

Then the following method was applied to remove non-striking/non-flicking parts 
(frames) from the signals.

for(n=1;n<=nFrame;n++)
KeepFrame[n] = 0
if((vFrameabsn >= Th) OR (n equals to 1, 2, nFrame-1 or nFrame)) 

KeepFrame[n] = 1; // The nth frame is flagged to be kept.
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The method scanned all frames. If it was the first or last two frames or the sum of 
clipped absolute values computed from the nth frame (Frameabsn) was greater than or equal 
to the threshold to reduce non-striking/non-flicking parts, the KeepFrame[n] was set to 1. 
When the KeepFrame[n] was equal to 1, the nth frame was kept. When the KeepFrame[n] 
was equal to 0, the nth frame was removed. Removing all non-striking/non-flicking parts 
without losing some precious short striking/flicking parts is difficult. According to the 
algorithm below, some parts before and after each striking/flicking were kept to ensure that 
the precious data in striking/flicking parts were not removed and to obtain longer signals 
for recognizing HMMs, which contained a higher number of states. The algorithm kept 
the frames before and after each striking/flicking part, as described below.   

for(n=2;n<nFrame;n=n+1)
if(KeepFrame[n] equals to 1 AND KeepFrame[n-1] equals to 0)  

KeepFrame[n-1] = 1;

for(n=nFrame-1;n>1;n=n-1)
if(KeepFrame[n] equals to 1 AND KeepFrame[n+1] equals to 0) 

KeepFrame[n+1] = 1;

The data in the nth frame of which KeepFrame[n] equals 1 were written in the 
preprocessed file. Thereafter, the Hidden Markov Model Toolkit (HTK) (http://htk.eng.
cam.ac.uk/) was used to extract acoustic features from the preprocessed signals, train HMM 
acoustic models and detect the types of fruits. As for the evaluation, HResult, a tool in 
HTK, was used to find the fruit type recognition accuracy. 

Extracting Acoustic Features 

The time-domain or the visual characteristics of the durian striking, watermelon, guava, 
and pineapple flicking were similar. Therefore, the frequency-domain features of the signals 
were computed and used instead. Acoustic features consisting of 13 MFCCs and their 13 
first- and 13 second-order derivatives were extracted from each particular time or window. 
The feature extraction used a window size of 4 milliseconds and a window shift rate of 1 
millisecond. Left-to-right HMMs were used to model striking/flicking parts of each fruit 
type and a shared model of non-striking/non-flicking parts.   

Creating Acoustic Models

The sounds were transcribed without providing the position of each part. For each fruit 
type, the non-flicking and non-striking parts which remained after the preprocessing were 
represented using sil (silence). Each striking/flicking part was represented based on the 
types of fruits, drstrike for each striking signal of a durian, wmflick, gvflick, and paflick for 
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each flicking signal of watermelon, guava, and pineapple, respectively. The transcriptions 
of each 5-striking/5-flicking signal used in the training are shown in Table 1.

The transcriptions without the positions of striking/flicking parts were used in the 
training. HTK tried to find acoustic features of striking/flicking and non-striking/non-
flicking parts to create the acoustic models according to the transcriptions. In training, the 
number of HMM states varied from 4 to 7, and the number of Gaussian mixtures in each 
state was from 2 to 6.

Table 1 
Transcriptions of each 5-striking/5-flicking signal used in the training

Types of fruits Transcriptions for each 5-striking/5-flicking sound 
durian sil drstrike sil drstrike sil drstrike sil drstrike sil drstrike sil 
watermelon sil wmflick sil wmflick sil wmflick sil wmflick sil wmflick sil
guava sil gvflick sil gvflick sil gvflick sil gvflick sil gvflick sil
pineapple sil paflick sil paflick sil paflick sil paflick sil paflick sil

Creating a Dictionary to Recognize Fruit Types

Words representing 1 through 5 strikes/flicks were defined according to the characteristics 
of the striking and flicking sounds. For example, the one-flick word consists of a non-
flicking/non-striking model followed by each fruit type’s striking or flicking model and 
the sil model. In the Thai language, words can be pronounced in different ways. The words 
in the dictionary consisting of durian, watermelon, guava, and pineapple were created 
from different numbers of phones. The words in the dictionary to represent the sounds of 
1 through 5 strikes/flicks are shown below.

durian [durian]  sil drstrike sil
watermelon [watermelon]  sil wmflick sil
guava [guava]  sil gvflick sil
pineapple [pineapple]  sil paflick sil 
durian [durian]  sil drstrike sil drstrike sil
watermelon [watermelon]  sil wmflick sil wmflick sil 
guava [guava]  sil gvflick sil gvflick sil
pineapple [pineapple]  sil paflick sil paflick sil
durian [durian]  sil drstrike sil drstrike sil drstrike sil
watermelon [watermelon]  sil wmflick sil wmflick sil wmflick sil
guava [guava]  sil gvflick sil gvflick sil gvflick sil
pineapple [pineapple]  sil paflick sil paflick sil paflick sil
durian [durian]  sil drstrike sil drstrike sil drstrike sil drstrike sil
watermelon [watermelon]  sil wmflick sil wmflick sil wmflick sil wmflick sil
guava [guava]  sil gvflick sil gvflick sil gvflick sil gvflick sil
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pineapple [pineapple]  sil paflick sil paflick sil paflick sil paflick sil
durian [durian]  sil drstrike sil drstrike sil drstrike sil drstrike sil drstrike sil
watermelon [watermelon]  sil wmflick sil wmflick sil wmflick sil wmflick sil wmflick sil 
guava [guava]  sil gvflick sil gvflick sil gvflick sil gvflick sil gvflick sil
pineapple [pineapple]  sil paflick sil paflick sil paflick sil paflick sil paflick sil

Creating Grammar to Recognize Fruit Types

Grammar was applied to constrain the recognition results. The following grammar was 
created to recognize the fruit types.

$fruittype = durian | watermelon | guava | pineapple;                           
($fruittype)   

The ǀ means “or” while the () means no repetition. The first line of recognition grammar 
states that $fruittype can be durian, watermelon, guava, or pineapple, while the second line 
states that only the $fruittype without repetition can be derived.  

Recognizing Types of Fruits

The acoustic models, dictionary, and grammar were integrated to recognize the extracted 
acoustic features. The dictionary and grammar make the recognition more flexible and 
easy to handle the arbitrary numbers of strikes and flicks. The Viterbi algorithm decided 
which hypotheses or word-connected paths comprising phones were most likely to be the 
correct textual interpretation of the signals. 

RESULTS

To investigate the results, the number of strikes/flicks, the number of HMM states, and the 
number of Gaussian mixtures per state were varied. Table 2 shows the accuracy obtained 
from the untrained set. The results reported that of N testing times in which each time used 
F strikes or flicks, H times were recognized correctly. There were S substitution errors. 
When using 1 strike/flick, the accuracy of 98.48% was obtained by using 6 states and 
5 Gaussian mixtures per state (6S5M). For 2 through 5 strikes/flicks, 98.91%, 99.13%, 
98.91%, and 99.57% accuracy rates were obtained using 6 states and 4 Gaussian mixtures 
per state (6S4M), respectively. However, when using one strike or flick with HMMs 
containing 7 states, there were six striking/flicking sounds that the system was not provided 
the recognition results because the number of the feature vectors extracted from very short 
signals was not adequate to be recognized using the HMMs. 

Table 3 shows the fruit type recognition accuracy obtained from the unknown set.  



2712 Pertanika J. Sci. & Technol. 31 (6): 2703 - 2722 (2023)

Rong Phoophuangpairoj

Table 2 
Accuracy of fruit type recognition obtained from the untrained set based on the number of strikes/flicks, states, 
and Gaussian mixtures

Number of strike(s)/flick(s)
(T)

Number 
of states

Number of 
Gaussian mixtures

Accuracy
(%) H S N

1 4 2 93.48 430 30 460
4 3 93.70 431 29 460
4 4 93.04 428 32 460
4 5 93.70 431 29 460
4 6 96.74 445 15 460
5 2 95.65 440 20 460
5 3 95.65 440 20 460
5 4 95.00 437 23 460
5 5 95.87 441 19 460
5 6 96.09 442 18 460
6 2 95.87 441 19 460
6 3 97.39 448 12 460
6 4 98.04 451 9 460
6 5 98.48 453 7 460
6 6 98.26 452 8 460
7 2 94.93 431 23 460
7 3 96.04 436 18 454
7 4 96.70 439 15 454
7 5 97.14 441 13 454
7 6 97.58 443 11 454

2 4 2 94.13 433 27 460
4 3 95.43 439 21 460
4 4 95.22 438 22 460
4 5 95.43 439 21 460
4 6 96.52 444 16 460
5 2 95.87 441 19 460
5 3 96.74 445 15 460
5 4 95.87 441 19 460
5 5 95.43 439 21 460
5 6 97.17 447 13 460
6 2 98.04 451 9 460
6 3 98.70 454 6 460
6 4 98.91 455 5 460
6 5 98.70 454 6 460
6 6 98.26 452 8 460
7 2 96.30 443 17 460
7 3 98.04 451 9 460
7 4 98.04 451 9 460
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Number of strike(s)/flick(s)
(T)

Number 
of states

Number of 
Gaussian mixtures

Accuracy
(%) H S N

7 5 97.61 449 11 460
7 6 98.04 451 9 460

3 4 2 93.48 430 30 460
4 3 94.35 434 26 460
4 4 95.22 438 22 460
4 5 95.22 438 22 460
4 6 96.96 446 14 460
5 2 96.74 445 15 460
5 3 96.74 445 15 460
5 4 96.09 442 18 460
5 5 95.87 441 19 460
5 6 97.39 448 12 460
6 2 97.83 450 10 460
6 3 98.91 455 5 460
6 4 99.13 456 4 460
6 5 98.70 454 6 460
6 6 98.70 454 6 460
7 2 97.17 447 13 460
7 3 99.13 456 4 460
7 4 98.91 455 5 460
7 5 98.70 454 6 460
7 6 99.13 456 4 460

4 4 2 94.78 436 24 460
4 3 94.57 435 25 460
4 4 94.78 436 24 460
4 5 95.22 438 22 460
4 6 96.74 445 15 460
5 2 96.52 444 16 460
5 3 97.17 447 13 460
5 4 95.43 439 21 460
5 5 96.30 443 17 460
5 6 97.83 450 10 460
6 2 97.83 450 10 460
6 3 98.70 454 6 460
6 4 98.91 455 5 460
6 5 98.48 453 7 460
6 6 98.70 454 6 460
7 2 97.61 449 11 460
7 3 98.26 452 8 460

Table 2 (continue)



2714 Pertanika J. Sci. & Technol. 31 (6): 2703 - 2722 (2023)

Rong Phoophuangpairoj

Number of strike(s)/flick(s)
(T)

Number 
of states

Number of 
Gaussian mixtures

Accuracy
(%) H S N

7 4 98.48 453 7 460
7 5 98.48 453 7 460
7 6 98.70 454 6 460

5 4 2 94.35 434 26 460
4 3 95.00 437 23 460
4 4 95.00 437 23 460
4 5 95.43 439 21 460
4 6 96.52 444 16 460
5 2 97.17 447 13 460
5 3 97.39 448 12 460
5 4 96.30 443 17 460
5 5 96.52 444 16 460
5 6 98.26 452 8 460
6 2 98.04 451 9 460
6 3 98.91 455 5 460
6 4 99.57 458 2 460
6 5 98.70 454 6 460
6 6 98.70 454 6 460
7 2 97.39 448 12 460
7 3 98.91 455 5 460
7 4 99.13 456 4 460
7 5 98.70 454 6 460
7 6 99.13 456 4 460

Table 2 (continue)

Table 3 
Accuracy of fruit type recognition obtained from the unknown set based on the number of strikes/flicks, states, 
and Gaussian mixtures

Number of strike(s)/flick(s)
(T)

Number 
of states

Number of 
Gaussian mixtures

Accuracy
(%) H S N

1 4 2 92.50 407 33 440
4 3 92.27 406 34 440
4 4 92.73 408 32 440
4 5 92.73 408 32 440
4 6 93.41 411 29 440
5 2 92.73 408 32 440
5 3 92.73 408 32 440
5 4 94.09 414 26 440
5 5 95.23 419 21 440
5 6 93.86 413 27 440



2715Pertanika J. Sci. & Technol. 31 (6): 2703 - 2722 (2023)

Recognition of Fruit Types from Striking and Flicking Sounds

Number of strike(s)/flick(s)
(T)

Number 
of states

Number of 
Gaussian mixtures

Accuracy
(%) H S N

6 2 94.55 416 24 440
6 3 94.09 414 26 440
6 4 94.55 416 24 440
6 5 95.23 419 21 440
6 6 95.00 418 22 440
7 2 93.74 404 27 431
7 3 94.66 408 23 431
7 4 94.20 406 25 431
7 5 93.27 402 29 431
7 6 93.50 403 28 431

2 4 2 92.27 406 34 431
4 3 94.55 416 24 440
4 4 94.55 416 24 440
4 5 94.32 415 25 440
4 6 94.77 417 23 440
5 2 94.32 415 25 440
5 3 95.23 419 21 440
5 4 94.55 416 24 440
5 5 95.68 421 19 440
5 6 95.45 420 20 440
6 2 95.23 419 21 440
6 3 96.36 424 16 440
6 4 95.91 422 18 440
6 5 96.82 426 14 440
6 6 96.36 424 16 440
7 2 94.32 415 25 440
7 3 94.77 417 23 440
7 4 95.45 420 20 440
7 5 95.68 19 19 440
7 6 95.91 422 18 440

3 4 2 92.05 405 35 440
4 3 93.64 412 28 440
4 4 93.64 412 28 440
4 5 94.09 414 26 440
4 6 94.77 417 23 440
5 2 94.09 414 26 440
5 3 95.23 419 21 440
5 4 95.23 419 21 440
5 5 94.77 417 23 440

Table 3 (continue)
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Table 3 (continue)

Number of strike(s)/flick(s)
(T)

Number 
of states

Number of 
Gaussian mixtures

Accuracy
(%) H S N

5 6 95.68 421 19 440
6 2 95.23 419 21 440
6 3 97.05 427 13 440
6 4 96.82 426 14 440
6 5 96.82 426 14 440
6 6 96.59 425 15 440
7 2 94.55 416 24 440
7 3 95.00 418 22 440
7 4 95.23 419 21 440
7 5 96.14 423 17 440
7 6 96.59 425 15 440

4 4 2 92.73 408 32 440
4 3 93.18 410 30 440
4 4 94.09 414 26 440
4 5 94.77 417 23 440
4 6 94.55 416 24 440
5 2 94.32 415 25 440
5 3 95.00 418 22 440
5 4 95.23 419 21 440
5 5 95.45 420 20 440
5 6 94.55 416 24 440
6 2 95.00 418 22 440
6 3 96.14 423 17 440
6 4 95.91 422 18 440
6 5 97.05 427 13 440
6 6 96.36 424 16 440
7 2 95.00 418 22 440
7 3 95.00 418 22 440
7 4 96.14 423 17 440
7 5 95.68 421 19 440
7 6 96.14 423 17 440

5 4 2 92.27 406 34 440
4 3 93.41 411 29 440
4 4 93.64 412 28 440
4 5 95.00 418 22 440
4 6 95.00 418 22 440
5 2 94.09 414 26 440
5 3 94.77 417 23 440
5 4 95.23 419 21 440
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Table 3 (continue)

Number of strike(s)/flick(s)
(T)

Number 
of states

Number of 
Gaussian mixtures

Accuracy
(%) H S N

5 5 95.00 418 22 440
5 6 95.00 418 22 440
6 2 94.55 416 24 440
6 3 96.14 423 17 440
6 4 96.14 423 17 440
6 5 96.14 423 17 440
6 6 95.91 422 18 440
7 2 95.45 420 20 440
7 3 95.91 422 18 440
7 4 96.59 425 15 440
7 5 96.59 425 15 440
7 6 96.36 424 16 440

When using 1 through 4 strikes/flicks, the highest accuracy of 95.23%, 96.82%, 
96.82%, and 97.05% were respectively obtained by using 6 states and 5 Gaussian mixtures 
per state (6S5M). For 5 strikes/flicks, the highest accuracy of 96.59% was yielded when 
using 7 states and 5 Gaussian mixtures per state (7S5M). However, when using one strike 
or flick with HMMs containing 7 states, there were nine striking/flicking sounds that the 
system was not provided the recognition results because the number of the feature vectors 
extracted from very short signals was not adequate to be recognized using the HMMs. Next, 
the results were further investigated, and the confusion matrix derived from recognizing 
the untrained set was shown in Table 4.

For the untrained set, the highest accuracy was derived when using 5 strikes/flicks. The 
results showed high watermelon, guava, and durian recognition rates. The errors occurred 
when recognizing pineapple flicking sounds. The errors occurred when recognizing 
pineapple flicking sounds. There were 1.89% pineapples incorrectly recognized as 
watermelons. 

Table 5 shows the confusion matrix of fruit-type recognition obtained from the 
unknown set. 

The results revealed that although the striking and flicking sounds look similar, 
the proposed method could correctly distinguish durian striking sounds from those of 
watermelons, guavas, and pineapples. Although there were some errors when recognizing 
the flicking sounds of the different types of fruits, the overall accuracy was higher than 
90%. When using 4 flicks, the highest recognition accuracy rates of 91%, 99.33%, 
97.27%, and 100% were achieved for watermelons, guavas, pineapples, and durians, 
respectively. 
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Table 4 
Confusion matrix (untrained set)

Number of 
strike(s)/flick(s)

Actual type of 
fruit

Recognized as
Durian Watermelon Guava Pineapple

1 strike/flick 
(6S5M)

Durian 100%
(100)

0%
(0)

0%
(0)

0%
(0)

Watermelon 0%
(0)

98%
(98)

0%
(0)

2%
(2)

Guava 0%
(0)

0.67%
(1)

99.33%
(149)

0%
(0)

Pineapple 0%
(0)

3.64%
(4)

0%
(0)

96.36%
(106)

2 strikes/flicks
(6S4M)

Durian 100%
(100)

0%
(0)

0%
(0)

0%
(0)

Watermelon 0%
(0)

98%
(98)

0%
(0)

2%
(2)

Guava 0%
(0)

0%
(0)

98.67%
(148)

1.33%
(2)

Pineapple 0%
(0)

0.91%
(1)

0%
(0)

99.09%
(109)

3 strikes/flicks
(6S4M)

Durian 100%
(100)

0%
(0)

0%
(0)

0%
(0)

Watermelon 0%
(0)

99%
(99)

0%
(0)

1%
(1)

Guava 0%
(0)

0%
(0)

98.67%
(148)

1.33%
(2)

Pineapple 0%
(0)

0.91%
(1)

0%
(0)

99.09%
(109)

4 strikes/flicks
(6S4M)

Durian 100%
(100)

0%
(0)

0%
(0)

0%
(0)

Watermelon 0%
(0)

99%
(99)

0%
(0)

1%
(1)

Guava 0%
(0)

0%
(0)

100%
(150)

0%
(0)

Pineapple 0%
(0)

3.64%
(4)

0%
(0)

96.36%
(106)

5 strikes/flicks
(6S4M)

Durian 100%
(100)

0%
(0)

0%
(0)

0%
(0)

Watermelon 0%
(0)

100%
(100)

0%
(0)

0%
(0)

Guava 0%
(0)

0%
(0)

100%
(150)

0%
(0)

Pineapple 0%
(0)

1.89%
(2)

0%
(0)

98.18%
(108)
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Table 5 
Confusion matrix (unknown set)

Number of 
strike(s)/flick(s)

Actual type of 
fruit

Recognized as
Durian Watermelon Guava Pineapple

1 strike/flick
(6S5M)

Durian 100%
(100)

0%
(0)

0%
(0)

0%
(0)

Watermelon 0%
(0)

93%
(93)

0%
(0)

7%
(7)

Guava 0%
(0)

0%
(0)

98.67%
(148)

1.33%
(2)

Pineapple 0%
(0)

7.27%
(8)

3.64%
(4)

89.10%
(98)

2 strikes/flicks
(6S5M)

Durian 100%
(100)

0%
(0)

0%
(0)

0%
(0)

Watermelon 0%
(0)

94%
(94)

0%
(0)

96%
(6)

Guava 0%
(0)

0%
(0)

98.67%
(148)

1.33%
(2)

Pineapple 0%
(0)

3.64%
(4)

1.82%
(2)

94.55%
(104)

3 strikes/flicks
(6S5M)

Durian 100%
(100)

0%
(0)

0%
(0)

0%
(0)

Watermelon 0%
(0)

93%
(93)

0%
(0)

7%
(7)

Guava 0%
(0)

0%
(0)

98.67%
(148)

1.33%
(2)

Pineapple 0%
(0)

2%
(3)

1.33%
(2)

96.67%
(145)

4 strikes/flicks
(6S5M)

Durian 100%
(100)

0%
(0)

0%
(0)

0%
(0)

Watermelon 0%
(0)

91%
(91)

0%
(0)

99%
(9)

Guava 0%
(0)

0%
(0)

99.33%
(149)

0.67%
(1)

Pineapple 0%
(0)

0.91
(1)

1.82%
(2)

97.27%
(107)

5 strikes/flicks
(6S5M)

Durian 100%
(100)

0%
(0)

0%
(0)

0%
(0)

Watermelon 0%
(0)

90%
(90)

0%
(0)

10%
(10)

Guava 0%
(0)

0%
(0)

99.33%
(149)

0.67%
(1)

Pineapple 0%
(0)

1.82%
(2)

1.82%
(2)

96.36%
(106)
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DISCUSSION

Even though the types of fruits can be manually provided for recognizing the fruit quality, 
it will be better if we can simultaneously recognize the types of fruits and their quality 
from the striking and flicking signals. The duration of the flicking and striking sounds of 
the fruits is very short, and the sounds resemble. Therefore, the method to recognize the 
different types of fruits should be studied. HMMs can model striking and flicking signals 
for recognizing the quality of fruits and fruit types. Nowadays, the prices of fruits are 
much higher when compared with those in the past decade, which makes non-destructive 
fruit grading more important. According to the derived results and previous studies 
(Phoophuangpairoj, 2014a, 2014b), it revealed some possibility of creating an application 
that can recognize the quality of durians and watermelons from the striking ad flicking 
sounds without recognizing the types of fruits from images or manually giving the type 
of fruits in advance. 

When using HMMs, if the number of feature vectors extracted from the signals is 
insufficient for HMM states, the HMM decoder will not give the result. Therefore, it is 
suggested that the large number of HMM states is inappropriate for recognizing short 
signals such as 1 striking or flicking sound. 

In the future, CNN, which has been used in several computer vision applications 
and will be more widely used in processing sequential data, including natural language 
processing and speech recognition (Kiranyaz et al., 2021), long short-term memory 
networks (LSTM), and deep learning techniques should be explored along with frequency 
domain features such as MFCCs for the recognition of the fruits from striking and flicking 
sounds.

CONCLUSION

This paper proposes using preprocessing, acoustic models, a dictionary, and grammar 
to recognize the fruit types from flicking/striking sounds. The dictionary and grammar 
provide flexibility to design the recognition system and can be used to recognize arbitrary 
duration of flicking/striking sounds. The parameters to extract acoustic features, including 
the window size, have to be adjusted to fit the problem. The preprocessing acoustic 
models, dictionaries, and grammar have to be designed based on the characteristic of the 
striking and flicking sounds. The results when using the different number of flicking and 
striking sounds, number of states, and number of Gaussian mixtures were compared. The 
method could correctly differentiate durian striking sounds from watermelon, guava, and 
pineapple flicking sounds. Averagely, more than 95% of recognition accuracy was obtained 
from recognizing striking and flicking sounds. The findings shed light on the feasibility 
of recognizing the durian ripeness of fruits and watermelon flesh from the flicking and 
striking sounds without image processing. 
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ABSTRACT 

Timely diagnosis is crucial for a patient’s future care and treatment. However, inadequate 
medical service or a global pandemic can limit physical contact between patients and 
healthcare providers. Combining the available healthcare data and artificial intelligence 
methods might offer solutions that can support both patients and healthcare providers. This 
study developed one of the artificial intelligence methods, artificial neural network (ANN), 

the multilayer perceptron (MLP), for 
medical specialist recommendation systems. 
The input of the system is symptoms and 
comorbidities. Meanwhile, the output is 
the medical specialist. Leave one out cross-
validation technique was used. As a result, 
this study’s F1 score of the model was about 
0.84. In conclusion, the ANN system can 
be an alternative to the medical specialist 
recommendation system.

Keywords: Machine learning, medical specialty, 
m u l t i l a y e r  p e r c e p t r o n ,  n e u r a l  n e t w o r k , 
recommendation
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INTRODUCTION

Digitalization of healthcare provides new possibilities to improve healthcare services. 
One problem that can arise in health care is limited physical contact between patients 
and healthcare providers, which can prolong the diagnosis process. Patients must rely 
on healthcare providers, such as primary care physicians, to determine the most suitable 
medical specialty for treating their condition. The delayed diagnosis can result in missed 
opportunities for intervention. Contact between patients and healthcare providers can be 
hindered due to various situations. For example, during the COVID-19 pandemic, it was 
harder for patients to meet healthcare providers (Lee et al., 2021). Such situations can also 
happen to patients who live in remote or impoverished areas.

With the increasing number of healthcare data, incorporating artificial intelligence (AI) 
methods can offer useful insights to help decision-making. One of the most popular methods 
in medical applications is the artificial neural network (ANN) (Jiang et al., 2017). The 
architecture of ANN consists of three types of layers: input, hidden, and output. Information 
or features from the external environment would be received by the input layer and passed 
to the hidden layers. In the hidden layers, the pattern of data would be extracted. After that, 
the output layer would present the network output (da Silva et al., 2017). In the simplest 
form, ANN can have no hidden layer, making it a single-layer neural network that consists 
of only input and output layers. Models with one or more hidden layers are usually referred 
to as multilayer neural networks. ANN can have a feed-forward or feedback architecture.

ANN has been applied in various studies, including classification, prediction, and 
diagnosis (Shahid et al., 2019). This method is chosen for many studies as it can process a 
large amount of data. It is also found to be less likely to overlook important information, 
and it can reduce diagnosis time (Amato et al., 2013). Although ANN is often applied for 
large datasets, some studies suggested that this method can also work for small datasets. 
Feng et al. (2019) created a model to predict material defects with 487 data. Their deep 
neural network model showed high accuracy. The ANN-based dengue predictive model 
also reached high accuracy, sensitivity, and specificity and was trained with a small dataset 
(Silitonga et al., 2021). In another study, a model trained with 116 data achieved an accuracy 
of 82% without signs of overfitting (Olson et al., 2018).

This study developed a classification model using ANN, focusing on one type of feed-
forward neural network, which is the multilayer perceptron (MLP). MLP is fully connected, 
and it uses backpropagation during training. Some common machine-learning Python 
libraries were used to build, train, and test the MLP model, including Keras, TensorFlow, 
and scikit-learn. This study trained the model with a small dataset containing 111 data 
points. This dataset consisted of common symptoms, comorbidities, and medical specialties. 
Leave-one-out cross-validation (LOOCV) was also conducted to estimate the performance 
of the model. This study aimed to create a model that can recommend suitable medical 
specialties for patients based on their symptoms and comorbidities.
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RELATED WORK

ANN in Healthcare

ANN has been implemented in many diagnostics models. Yao et al. (2019) applied ANN 
with a backpropagation procedure to diagnose diabetic retinopathy. This model was 
developed based on the results of multivariable logistic regression (MLR) using data from 
530 residents. The AUC of the ANN model reached 0.84, which was higher than the AUC 
of MLR. Aguiar et al. (2016) developed two ANN models to support the diagnosis of 
pulmonary tuberculosis. The first was an MLP model for classification, while the second 
was for risk assignment. Both models showed good performance. In another study, an MLP 
model was developed to classify hypertension (Chai et al., 2021). The model achieved 
an accuracy of 0.76 and an AUC of 0.75. They noted that although their model cannot be 
used as a clinical decision-making tool, it can still be used as an early warning mechanism. 

Besides diagnosis, ANN has also been used to help decision-making management. The 
ANN model was applied for syncope risk stratification in the Casagranda et al. (2016) study. 
This study also compared the ANN model to a multivariate logistic regression model. The 
ANN model showed better performance. Ippoliti et al. (2021) proposed ANN models to 
predict the outcome of hospital admission. The results showed that applying their models 
could reduce the average length of stay. The result of these studies can be useful for 
hospital managers. On a global scale, a forecasting model for the COVID-19 time series 
was created with ANN (Borghi et al., 2021). Their study included data from 30 countries. 
The model they developed could predict time series behavior related to the number of 
COVID-19 infections and deaths. ANN has also been applied to analyze corruption in 
healthcare (Buscema et al., 2017). The result of this study suggested that countries with 
similar Human Development Index would perceive corruption in the same way. 

AI Methods for Medical Specialty Recommendation

Various algorithms have been applied to create a model for disease prediction or doctor 
recommendations for different purposes. Rémy et al. (2018) created a logistic regression 
model to predict which healthcare practitioner is the most appropriate for a patient. Some 
diseases may require multiple specialists to provide an accurate diagnosis, and their study 
aimed to see if it is possible to form a group of physicians using a probabilistic model. 
Their proposed model also assumed that 4 symptoms were enough to describe a disease 
and that patients have no comorbidities. A study by Kumar et al. (2021) also tested four 
machine learning approaches—Naive Bayes, random forest, logistic regression, and 
KNN. They created a website where users enter their symptoms and get medical specialty 
recommendations (pro-prediction). They also provide an option for specific predictions, 
such as prediction for heart disease and diabetes. The dataset that they used for pro-
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prediction was coded into binary classification. The four models showed good accuracy 
for pro-prediction, with random forest showing the best performance (90.2%). In another 
study, Lee et al. (2021) applied deep learning-based NLP. They developed an AI chatbot 
that can give medical specialty recommendations. Their dataset consisted of 51,134 
sentences and included data for 26 medical specialties. Implementing MLP in medical 
specialty recommendations has not been found in any literature but has been used for other 
applications such as diagnosis models.

Cross-validation Methods for Small Dataset

In the development of machine learning models, cross-validation is often applied to evaluate 
the performance of the models. There are many cross-validation methods. The simplest and 
most common method is the hold-out cross-validation, in which the dataset is divided into 
training and testing sets, and the model would usually be trained only once. Usually, 80% 
of the dataset is used as the training set, while the remaining 20% is used for the testing set. 
However, this method is more suitable for large datasets. Another common method is k-fold 
cross-validation. For this method, there would be k iterations of training and validation; for 
each iteration, different segments would be used for validation (Refaeilzadeh et al., 2009). 
There is also the leave-one-out cross-validation (LOOCV), where the number of segments 
would be equal to the number of instances in the dataset (Webb et al., 2011). This method 
shows a lower bias compared to k-fold. However, it also shows higher variability in test 
error. In larger datasets, LOOCV is considered computationally expensive, but in small 
datasets, it can maximize the extension of the training set (Pasini, 2015). 

Problem Statement

Some situations can lead to patients being unable to see primary care providers for a 
diagnosis and referral to medical specialists. Models proposed in other studies often 
ignored comorbidities, even though it is important in deciding which medical specialty 
suits a patient’s condition. This study addressed this problem by developing a model to 
give medical specialty recommendations based on the symptoms and comorbidities.

METHODOLOGY

This study proposed an MLP model for a medical specialty recommendation system. The 
workflow consisted of four steps: data collection and cleaning, model building, model 
training and testing, and performance evaluation. All steps in this study were done in 
Python 3.6.13, with some libraries including Pandas, Numpy, TensorFlow, Keras, and 
scikit-learn. For the first step, Pandas and Numpy were used. Data on common symptoms 
and comorbidities, as well as the suitable medical specialties, were collected, creating a 
dataset for a multi-class classification problem. The categorical variables were coded into 
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binary classifications (0 or 1). There were some missing and ambiguous values found. 
These data were removed from the dataset. After that, the dataset was separated into input 
and output data. The output data was then converted into an array.

The MLP model was created by using Keras and Tensorflow. MLP was chosen as it 
is suitable for our dataset, which has labeled input. Due to the size of the dataset, it is not 
necessary to apply a more advanced model as well. For the MLP model, the sequential 
model API was chosen, while dense was chosen for the layers. The initial weight for the 
model was set with HeUniform. Different combinations of hyperparameters, such as the 
number of hidden layers, number of nodes, and activation function, were tried for the 
model. The performance of the model stopped improving significantly after the addition of 
the fifth hidden layer. As for the number of nodes, there were 26 nodes in the input layer. 
The number of nodes for each hidden layer was 200, 150, 100, 50, and 9 for the last layer. 
Softmax was chosen as the activation function for the output layer, while the performance 
of ReLU and tanh were compared for the hidden layers of the model. The former showed an 
overall better result. The model was then compiled; the loss function was set to categorical 
hinge loss, Adam was chosen as the optimizer, and the learning rate was set to 0.001. The 
model was built using the Keras Classifier class. For the training process, LOOCV was 
conducted to estimate the performance of the model. Because the dataset used in this study 
was small, LOOCV was chosen to avoid overfitting (Pasini, 2015). This way, we could 
assess whether the model could generalize patterns in the training set despite the limited 
amount of data points. LOOCV was done using the function from the scikit-learn library. 
The epoch and batch size were set to 40 and 32, respectively.

The average score from LOOCV was used to evaluate the performance of the model. 
The prediction results from LOOCV were compared with the actual data. The accuracy 
was computed. A confusion matrix was created to see the classification performance of 
the model. The visualization was made using the Matplotlib library. The metrics used in 
this study were precision, recall, and F1 score. These metrics were calculated from rates 
of true positive, true negative, false positive, and false negative (Equations 1-3).  
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The F1 score was computed for each class. From this score, the macro average and 
weighted average F1 score can be calculated. 
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RESULTS AND DISCUSSION

This study utilized the ANN method for generating a chatbot system using the symptom 
and comorbidities as the input and the medical specialist as the output. In total, 129 data 
of common symptoms, comorbidities, and the corresponding medical specialist were 
collected. After removing missing and ambiguous values, the final dataset consisted of 111 
instances. In order to handle the missing and ambiguous values, we checked and manually 
filtered the data by eye. It is time-consuming, but having a good data portion in the training 
session will likely positively affect the testing results. 

For the inputs, there were 18 symptoms and 8 comorbidities included in the dataset: 
chest discomfort, fainting, discomfort in the shoulder, neck, back, and jaw, shortness of 
breath, fractured bone, persistent headache, cuts, foreign material stuck, skin infection, the 
problem with vision, fever, diarrhea, cold sweat, back pain, weakness, trouble in speaking 
seeing and walking, vomit, and stomachache for common symptoms; hypertension, 
diabetes, heart disease, liver disease, stroke, tumor/cancer, respiration disease, and gastric 
for common comorbidities.  

Meanwhile, there are nine types of medical specialties in the dataset. These medical 
specialties are internists, neurologists, cardiologists, ophthalmologists, pulmonologists, 
orthopedists, general surgeons, dermatologists, and Ear, Nose, and Throat/ENT specialists.

The percentage of data for each medical specialty can be seen in Table 1. Compared 
to other medical specialties, internists had the highest amount of data, while ENT had 
the lowest. Three medical specialties—internist, neurologist, and cardiologist—made up 
more than 70% of the dataset. On the other hand, each of the rest of the medical specialties 
made up less than 10%. Some solutions are suggested for the class imbalance problem 
in multi-class classification. These solutions include data resampling (oversampling or 
undersampling) and changing learning algorithms (Agrawal et al., 2015; Koziarski et 

Table 1
Percentage of data for each medical specialty

Medical Specialty Percentage of Data 
(%)

SpPD / Internist 28.8
SpS / Neurologist 25.2
SpJP / Cardiologist 21.6
SpM / Ophthalmologist 8.1
Paru / Pulmonologist 5.4
SpOT / Orthopedist 4.5
SpKK / Dermatologist 2.7
SpB / General Surgeon 2.7
THT / ENT 0.9

al., 2020; So & Valdez, 2021; Tanha et 
al., 2020). Another important suggestion 
is choosing the most suitable performance 
evaluation method (Alejo et al., 2013; Luque 
et al., 2019).

The architecture of the best model in 
this study can be seen in Figure 1. It is an 
MLP model with five hidden layers, with 
the Rectified linear unit (ReLU) as the 
activation function for these layers. ReLU 
is considered the most popular activation 
function in deep learning (Cao et al., 2018). 
On the output layer, the chosen activation 
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function was softmax. This activation function was also chosen because only one correct 
(medical specialty) answer is needed. After the model was compiled, the predictions made 
by the model during the LOOCV iterations with the actual data were compared. The result 
showed that the model has about 85.6% accuracy.

Because of the class imbalance, accuracy might not be the best metric to evaluate the 
model performance. Accuracy is the result of dividing the number of correct predictions by 
the total number of predictions without considering the number of correct classifications for 
each class. Accuracy with an imbalanced dataset can be misleading, as the score would not 
show how well the model performs at classifying the underrepresented classes. Kulkarni 
et al. (2021) suggested that metrics based on a confusion matrix can be more useful for 
evaluating the performance of models trained with an imbalanced dataset. These metrics 
include precision, recall, and F1 score.

Although the accuracy score was good, the model only seemed to classify some medical 
specialties correctly. It can be observed in the visualization of the confusion matrix (Figure 
2). The model can classify data of internists, neurologists, and cardiologists really well; 
it can classify all of the cardiologist data correctly. However, the model showed poorer 
performance for classes with fewer data. The model seemed to misclassify all data for the 
two most underrepresented classes, ENT and surgeon. The macro average and weighted 
average F1 scores were computed to evaluate the performance of the model. Due to the 
class imbalance, the weighted average F1 score was higher than the macro average. The 
values for these metrics were about 0.59 for the macro average and about 0.84 for the 
weighted average.

The precision, recall, and F1 score were obtained from the confusion matrix. The scores 
for each class can be seen in Table 2. High precision, recall, and F1 scores were shown 
for the three classes with the highest amount of data. Neurologist, the class with the most 
data, achieved an F1 score of 0.91. Another class, internist, also achieved the same score. 
A perfect score on all three metrics was observed for the cardiologist class. The model also 
seemed able to classify all orthopedist data correctly, but classify some data of other classes 
as an orthopedist, resulting in perfect recall but a lower precision score. The pulmonologist 

Figure 1. Architecture of the model
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class can see the opposite, as the precision is higher than recall. Most data classified as 
pulmonologists were correct, but the model misclassified 40% of pulmonologist data. For 
ophthalmologist and dermatologist classes, the model showed poor performance, with an 
F1 score of 0.53 and 0.40, respectively. 

Figure 2. Heat map of the confusion matrix

Table 2 
Precision, recall, and F1 score for each medical specialty

Medical Specialty Precision Recall F1 score
SpPD 0.88 0.94 0.91
SpS 0.90 0.93 0.91
SpJP 1.00 1.00 1.00
SpM 0.50 0.56 0.53
Paru 0.80 0.60 0.73

SpOT 0.71 1.00 0.83
SpKK 0.50 0.33 0.40
SpB 0.00 0.00 0.00
THT 0.00 0.00 0.00
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The class imbalance in the dataset affected the performance of the model. Lee et al. 
(2021) also used an imbalanced dataset in their study in which they developed a deep 
learning-based NLP for medical specialty recommendations. Two models in their study 
achieved a macro average F1 score of 0.74 and 0.77. Compared to this study, the dataset 
they used had more instances; their dataset contained 51,134 data points. The better 
classification performance despite the class imbalance can be due to the dataset size and 
the use of a pre-trained model.

Besides the small and imbalanced dataset, this study also has other limitations. Firstly, it 
would be difficult for the model to recommend patients with more complicated conditions: 
who have several symptoms and at the same time also have multiple comorbidities. The 
next limitation is that we did not consider the sub-specialist. For future works, we will 
consider using more advanced AI techniques, such as convolutional neural networks (CNN).

CONCLUSION

In this study, an ANN model was developed for medical specialty recommendations. 
ANN can be a useful method for classification, even for smaller datasets. The model 
proposed in this study can correctly classify classes of medical specialties with 24 to 32 
data points, which shows that ANN can be suitable for small datasets. However, the class 
imbalance in the dataset caused the model to perform well at predicting only 5 out of 9 
medical specialties. More data is needed, especially for classes such as ENT, Surgeon, 
Ophthalmologist, and Dermatologist. 
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ABSTRACT

Azurin protein potentially plays an important role as an anti-cancer therapeutic agent, 
particularly in treating breast cancer in experiments and showing without having a negative 
effect on normal cells. Although the interaction mechanism between protein and lipid 
membrane is complicated, it can be modeled as protein-lipid interaction. Since the all-atom 
(AA) model simulation is cost computing, we apply a coarse-grained (CG-MARTINI) 
model to calculate the protein-lipid interaction. We investigate the binding free energy 
value dependency by varying the windows separation and electrostatic scale parameters. 
After scaling the electrostatic interactions by a factor of 0.04, the best result in terms of free 
energy is -140.831 kcal/mol, while after window-separation optimization, it reaches -71.859 
kcal/mol. This scaling was necessary because the structures from the CG MARTINI model 
have a higher density than the corresponding all-atom structures. We thus postulate that 
electrostatic interactions should be scaled down in this case of CG-MARTINI simulations.

Keywords: Coarse-Grained MARTINI method, electrostatic scaling, free energy analysis, protein-lipid 
membrane model, windows separation 

INTRODUCTION 

Azurin is one of the blue copper proteins 
known as an anti-cancer agent (Frauenfelder 
et al., 2009), and it is produced by the gram-
negative bacteria Pseudomonas aeruginosa. 
Azurin is widely known as a donor in the 
electron transfer process (Pozdnyakova & 
Wittung-Stafshede, 2001). Moreover, the 
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blue copper ions in the Azurin active site contribute to this protein’s stability (Pozdnyakova 
& Wittung-Stafshede, 2001; Pozdnyakova et al., 2002). Furthermore, the protein is also 
an anti-cancer agent that causes apoptosis without much negative effect in cancer patients 
when it enters the human breast cancer cells (Frauenfelder et al., 2009). The less negative 
effect in Azurin interaction relates to the interaction with the normal cell under treatment. It 
represents the relation between Azurin as the protein and membrane lipids. The interaction 
between protein and membrane accommodates such essential processes, i.e., membrane 
trafficking, membrane protrusions, cytokinesis, signaling, and cell communication 
(Arumugam et al., 2011). 

The interaction between protein and membrane has been modelized by membrane 
insertion. The challenge of this model is to identify the folded structure of the protein 
membrane. The sequence statistic succeeded in the comprehensive understanding of 
energy, which enforces the importance of membrane insertion to acknowledge this 
challenge. Numerous work approach has been made to define the free energy of amino-
acid insertion. There are disagreements between experiment and theory. On the other 
hand, molecular dynamic simulation has been developed through various applications of 
membrane insertion and reproducing experimental free energy. However, the differences in 
microscopic processes make usable free energy of membrane insertion difficult (Gumbart 
& Roux, 2012).

Free energy transfer has been determined for arginine and leucine amino acids using 
Free Energy Perturbation (FEP) method. There is a significant result regarding the insertion 
penalty. The result is reduced and has the same compression observed in the experiment-
based scale (Gumbart et al., 2011). On the other hand, simulation time challenges and 
precision dynamics to study the fluctuation of this interaction establish researchers to 
develop various models and methods. One type of model which narrates the complex 
simulation with efficient time is the CG-MARTINI model by Marrink et al. (2007).

The CG models typically provide the mapping of four heavy atoms of Carbon (C), 
Nitrogen (N), Oxygen (O), and Phosphor (P) in one bead. The mapping definition builds 
the complex system, such as protein-lipid interaction, which is less computationally than 
the AA model. There are some coarse-grained (CG) models, and CG-MARTINI models 
provide a good model of the protein-lipid environment. However, calculating the precise 
models from CG-MARTINI is quite challenging because of the different degrees of freedom 
from the beads mapping. 

Since current CG-MARTINI lacks copper information, we use the active site binding 
from other work’s definition (Kurniawan et al., 2019). The copper also describes the 
electron transfer related to this protein’s stabilization. Then, we analyze the dynamics, 
interaction, and free energy values to understand whether Azurin is favorable in the lipid 
system. Meanwhile, even with a CG model, free energy calculation still needs a longer 
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simulation to reach the expected values. This study uses FEP as one widely known method 
to calculate precise energy values. In general, the FEP application is used for calculating 
small molecules or mutations. The challenge of a complex system with FEP analysis relates 
to the magnification of perturbation.

For this reason, we optimize the two parameters we expect to impact to reach a shorter 
simulation and accurate result. The electrostatic scaling parameter was previously studied 
by Jiang et al. (2009), increasing the acceptance ratio and decreasing free energy values 
(Li & Nam, 2020). The second parameter which we optimize is an electrostatic scaling 
parameter. Previous research by Beveridge and DiCapua (1989) also states that the precision 
of the electrostatic scaling parameter is higher than the Van Der Waals (VDW) parameter.

This work investigates the relation between area per lipid (APL) and density of the 
CG-MARTINI model with free energy value. To investigate the relationship or scaling 
between electrostatic parameters and free energy value. We investigate the possibility of 
finding a scaling factor between CG and all-atom (AA) simulation. The potential candidate 
parameter could be in tuning the electrostatic parameter so that the electrostatic scaling 
dependency is interesting to be discussed.

METHODOLOGY 

Coarse-grained Method

In this study, the CG-MARTINI model is used to build the protein and membrane lipid 
structure, and it is a CG model type describing four heavy atoms in one bead. The definition 
of beads makes the complex system simulation achievable with less computational cost. 
Although the CG-MARTINI has less resolution and diverges from the AA model, the 
physical properties can maintain for the whole system. This model widely uses in a complex 
system to understand the dynamic trend.

Free Energy Perturbation (FEP)

Alchemical FEP can analyze the physical properties in this research. In this method, the 
Hamiltonian system is defined by the general extent parameter, λ, and the initial state, a, 
and the final state, b, can be connected by this parameter. It is described and achieved by 
the Hamiltonian linear combination by Beveridge and Mark (Beveridge & DiCapua, 1989; 
Mark, 1998). Equation 1 is as follows:

𝐻𝐻(𝑥𝑥,𝑝𝑝𝑥𝑥 ;  𝜆𝜆) = 𝐻𝐻0(𝑥𝑥,𝑝𝑝𝑥𝑥) + 𝜆𝜆𝐻𝐻𝑏𝑏(𝑥𝑥,𝑝𝑝𝑥𝑥) + (1 − 𝜆𝜆)𝐻𝐻𝑎𝑎(𝑥𝑥,𝑝𝑝𝑥𝑥)       (1)

𝐻𝐻(𝑥𝑥,𝑝𝑝𝑥𝑥 ;  𝜆𝜆) = 𝐻𝐻0(𝑥𝑥,𝑝𝑝𝑥𝑥) + 𝜆𝜆𝐻𝐻𝑏𝑏(𝑥𝑥,𝑝𝑝𝑥𝑥) + (1 − 𝜆𝜆)𝐻𝐻𝑎𝑎(𝑥𝑥,𝑝𝑝𝑥𝑥)     describes the Hamiltonian for the group of atoms, representing the initial 
state a. Meanwhile, 𝐻𝐻(𝑥𝑥,𝑝𝑝𝑥𝑥 ;  𝜆𝜆) = 𝐻𝐻0(𝑥𝑥,𝑝𝑝𝑥𝑥) + 𝜆𝜆𝐻𝐻𝑏𝑏(𝑥𝑥,𝑝𝑝𝑥𝑥) + (1 − 𝜆𝜆)𝐻𝐻𝑎𝑎(𝑥𝑥,𝑝𝑝𝑥𝑥)     is the interaction of the final state, b. Hamiltonian 𝐻𝐻(𝑥𝑥,𝑝𝑝𝑥𝑥 ;  𝜆𝜆) = 𝐻𝐻0(𝑥𝑥,𝑝𝑝𝑥𝑥) + 𝜆𝜆𝐻𝐻𝑏𝑏(𝑥𝑥,𝑝𝑝𝑥𝑥) + (1 − 𝜆𝜆)𝐻𝐻𝑎𝑎(𝑥𝑥,𝑝𝑝𝑥𝑥)     
describes atoms that are not transforming during simulation. Furthermore, 𝐻𝐻(𝑥𝑥,𝑝𝑝𝑥𝑥 ;  𝜆𝜆) = 𝐻𝐻0(𝑥𝑥,𝑝𝑝𝑥𝑥) + 𝜆𝜆𝐻𝐻𝑏𝑏(𝑥𝑥,𝑝𝑝𝑥𝑥) + (1 − 𝜆𝜆)𝐻𝐻𝑎𝑎(𝑥𝑥,𝑝𝑝𝑥𝑥)     and 𝐻𝐻(𝑥𝑥,𝑝𝑝𝑥𝑥 ;  𝜆𝜆) = 𝐻𝐻0(𝑥𝑥,𝑝𝑝𝑥𝑥) + 𝜆𝜆𝐻𝐻𝑏𝑏(𝑥𝑥,𝑝𝑝𝑥𝑥) + (1 − 𝜆𝜆)𝐻𝐻𝑎𝑎(𝑥𝑥,𝑝𝑝𝑥𝑥)      



2738 Pertanika J. Sci. & Technol. 31 (6): 2735 - 2750 (2023)

Dian Fitrasari, Acep Purqon and Suprijadi

are the initial and final Hamiltonian parameters. Those parameters describe the function 
of energy and forces.

In this equation, the coupling parameter is shown as 𝑉𝑉𝑁𝑁𝑁𝑁�𝑟𝑟𝑖𝑖𝑖𝑖 � = 𝜆𝜆𝐿𝐿𝐿𝐿 𝜖𝜖𝑖𝑖𝑖𝑖 ��
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    (2)

The free energy calculation will not change the intermolecular bonded potentials in this 
method. The perturbed atom which interacts in a vacuum is scale. However, in hydration 
conditions, the interaction is scale is only non-bonded interactions. The free energy 
difference, which is defined between the initial and final state, is as stated in Equation 3:

∆𝐴𝐴𝑎𝑎→𝑏𝑏 = − 1
𝛽𝛽

 ln〈exp{−𝛽𝛽[𝐻𝐻𝑏𝑏(𝑥𝑥,𝑝𝑝𝑥𝑥) −𝐻𝐻𝑎𝑎(𝑥𝑥, 𝑝𝑝𝑥𝑥)]}〉      (3)

Here, Here, 𝛽𝛽−1 ≡ 𝑘𝑘𝑁𝑁𝑇𝑇. The Boltzmann constant and temperature describe by 𝑘𝑘𝑁𝑁 and 𝑇𝑇, respectively. The 
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   causing the 
Hamiltonian and the free energy as a continuous function between a and b (Equation 4): 

∆𝐺𝐺𝑎𝑎→𝑏𝑏 = −
1
𝛽𝛽

 ln〈exp{−𝛽𝛽[𝐻𝐻(𝑥𝑥,𝑝𝑝𝑥𝑥 ; 𝜆𝜆𝑖𝑖+1) −𝐻𝐻(𝑥𝑥,𝑝𝑝𝑥𝑥 ; 𝜆𝜆𝑖𝑖)]}〉    (4)

N describes the number of intermediate stages. Meanwhile, Gibbs’s free energy, which 
we use in this work, is absolute free energy symbolized by ΔG.

Model and Software Package

We perform the molecular dynamic simulation in this study using the NAMD 2.12-multicore 
program package (Phillips et al., 2020). Visualizing Azurin and lipid membrane use VMD 
1.9.3 (Humphrey et al., 1996). The initial configuration of Azurin obtains from a protein 
data bank with PDB ID: 1AZU (Adman & Jensen, 1981), while The VMD 1.9.3 is used to 
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prepare the initial structure coordinates for the MARTINI CG model through the coarse-
grained builder menu. Moreover, the Azurin structure has 128 residues and comprises 
two layers of sheet-β with eight β-strands. This initial state uses a 2.7  Å  resolution X-ray 
structure. The initial configuration of Azurin contains 930 atoms with one copper.  

The AA structure is then modeled in CG structure. This process maps 930 atoms to 269 
beads. The hydration state is defined by adding water molecules in the form of BP4 (Marrink 
et al., 2007) to prevent the water from freezing at room temperature. This anti-freeze (AF) 
water model contains around 10% of total water molecules. The salt concentration of 
this model is 0.1 mol/L, and the coulomb potential defines by cut-offs 9  Å  and 15  Å . The 
minimization and equilibration time step is 10 fs with an NPT ensemble. The final state 
contains the water molecules and POPC lipid membrane and is neutralized by adding 3 
Na+ ions. In this state, the molecules of POPC are assigned as atoms that appear during 
the simulation. The parameter that shows atoms appearing during a simulation is flag 
characterization. The flag characterization is shown as a +1.00 value if the atoms appear 
in the final state. This model represents a system with a salt concentration of 0.1 mol/L.

RESULTS AND DISCUSSION

In this study, we have two models of Azurin. The first model describes Azurin hydration, 
and the second describes Azurin with POPC membrane lipids. In the first model, we analyze 
free energy hydration. We analyze free energy values in the second model by optimizing the 
separation of the windows (δλ) and electrostatic parameters 𝑉𝑉𝑁𝑁𝑁𝑁�𝑟𝑟𝑖𝑖𝑖𝑖 � = 𝜆𝜆𝐿𝐿𝐿𝐿 𝜖𝜖𝑖𝑖𝑖𝑖 ��
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   using various parameters.

Azurin Hydration

The first model describes the free energy of hydration Azurin. In this model, we define two 
states, the Azurin appearing in the final state by flag characterization +1.00. The environment 

Figure 1. Scheme for free energy calculation in the model I, λ=0 
represents the water system as the initial state, and λ=1 represents 
the Azurin in water as the final state. The Azurin is shown in the 
purple and yellow surfaces. The water is shown in the green box. 
The flag characterization for the water box is 0.00, which means 
water is unchanged during the simulation. The Azurin system uses 
flag characterization +1.00, which means appearing in the final state.

described by the water molecule 
remains still, defined by 0.00 
flag characterization. The free 
energy value is defined by 
the change of exnihilated to 
annihilation Azurin in water. 
The scheme of the perturbation 
by this system is shown in 
Figure 1.

The free energy values of 
Azurin hydration relate to the λ 
state condition, shown in Figure 
1. Figure 2(a) shows the free 
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energy values as a function of the λ state, and Figure 2(b) shows the average electrostatic 
energy difference. The dotted line in Figure 2(a) shows the annihilated Azurin free energy. 
The dotted line in Figure 2(b) shows the annihilated Azurin. The simulation was done for 
100000 steps with an electrostatic parameter λelec = 0.5, Lennard-jones parameter λLJ = 1.0, 
and 21(δλ = 0.05) windows separation. The change of free energy hydration is –174.636 kcal/
mol. Meanwhile, the average electrostatic energy difference changes are –101.298 kcal/mol.

Figure 2. The analysis of free energy and average electrostatic energy difference in model I: (a) The free energy 
of annihilated Azurin during simulation with ΔG = –174.636 kcal/mol; and (b) The average electrostatic 
energy difference of annihilated Azurin: ΔEel = –101.298 kcal/mol.
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The Effect of Azurin Insertion in Membrane Lipids POPC

The second model describes the free energy of Azurin in POPC. In this model, we define two 
states, the Azurin appearing in the final state by flag characterization +1.00. The environment 

Figure 3. Scheme for free energy calculation in model II. λ=0 
represent the POPC system as the initial state, and λ=1 represents 
the Azurin in POPC as the final state. The Azurin is shown in purple 
and yellow surface, and the water box is shown in the green box. 
Moreover, the POPC membrane is shown by lines blue and pink. The 
flag characterization for the water box is 0.00, which means water 
is unchanged during the simulation. The Azurin system uses flag 
characterization +1.0,0, which means appearing in the final state.

described by the POPC-water 
remains still, defined by 0.00 
flag characterization. It appears 
Azurin defines the free energy 
value in POPC. The scheme of 
the perturbation by this system 
is shown in Figure 3.

The free energy values of 
Azurin in POPC relate to the 
state condition, shown in Figure 
4. Figure 4(a) shows the free 
energy values as a function 
of the λ state, and Figure 4(b) 
shows the average electrostatic 

 λ
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energy difference. The dotted line in Figure 4(a) shows the annihilated Azurin free energy. 
The dotted line in Figure 4(b) shows the annihilated Azurin and the straight line shows the 
changes in average electrostatic energy differences. The simulation was done for 100000 
steps with electrostatic parameter λelec = 0.5, Lennard-jones parameter λLJ = 1.0  and 21(δλ 
= 0.05) windows separation. The changes in free energy hydration are –200.340 kcal/mol. 
Meanwhile, the average electrostatic energy difference changes are –130.02 kcal/mol.

Figure 4. The analysis of free energy and average electrostatic energy difference in model II. (a) The free 
energy of annihilated Azurin during simulation with ΔG = –200.340 kcal/mol; (b) The average electrostatic 
energy difference of annihilated Azurin: ΔEel = –130.02 kcal/mol

(a) (b)

The Difference Between Azurin Hydration Free Energy and Azurin Insertion in 
Membrane Lipids

Figure 5(a) shows the free energy difference between Azurin in water and the POPC lipid 
membrane. Figure 5(a) shows a dotted line showing Azurin hydration, and the bold line 
shows Azurin in POPC. Figure 5(b) shows the changes in the average electrostatic energy 
difference between Azurin hydration and Azurin in POPC. The dotted line shows Azurin 
hydration, and the bold line shows Azurin on POPC. Both figures show in the POPC lipid 
membrane that the free energy and electrostatic energy tend to decrease, as shown by the 
more negative energy. We compare the free energy of Azurin in a different state, shown in 
Table 1. This table shows that even in the POPC environment, the free energy tends to be 
more negative. Still, the experimental value shows a larger value indicating some difference 
in perturbation type for the CG-MARTINI model. However, we can reach efficient ways 
in terms of simulation time. The effective ways to find the exact value in CG-MARTINI 
seem related to the non-bonded interaction described in the next part.

The free energy value shows tendencies to make Azurin have like-able tendencies 
inside the POPC membrane. It is also shown in Table 1, which indicates that Azurin is 
more favorable in the POPC environment, shown by more negative free energy values. 
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The Windows Separation Changes

Table 2 shows the difference in free energy values related to the changes in the windows 
separation number. In Figure 6(a), we can see that the fewer separation windows value 
decreases the free energy value. Figure 6(b) also shows the same trend, which changes 
average electrostatic energy differences. In previous research by Li and Nam (2020), this 
separation tends to decrease the free energy values in thermodynamic integration (TI) 
methods. We choose windows separation randomly.

The free energy values tend to increase with window separation addition. The 
higher acceptance ratio relates to increasing the number of windows, although its cost 
is computational (Jiang et al., 2009). The separation windows describe the replica of the 
system.

The free energy relation with windows separation is shown in Figure 7. Figure 7(a) 
specifically shows the relation between free energy values and the change of windows 
separation, and Figure 7(b) is about the average electrostatic difference. Although it has 
polynomial fourth-order tendencies, some average electrostatic difference value looks to 
decrease in higher separation windows. It also means the trendline is nonlinear between 
the separation windows and energy changes. 

Figure 5. The analysis of free energy and average electrostatic energy difference for Azurin hydration and 
Azurin-POPC system. (a) The free energy of annihilated Azurin during simulation with, Azurin-POPC: ΔG 
= –200.34 kcal/mol, Azurin: ΔG = –174.636 kcal/mol; (b) The average electrostatic energy difference of 
annihilated Azurin, in POPC:ΔEel = –130.021 kcal/mol, water: ΔEel = –101.298 kcal/mol.

(a) (b)

0

-50

-100

-150

-200

-250

50

0

-50

-100

-150

-200

ΔG
 (k

ca
l/m

ol
)

ΔE
el

 (k
ca

l/m
ol

)

Azurin-POPC

Azurin

Azurin-POPC

Azurin

λ λ

Table 1
The differences in free energy analysis of Azurin in water and POPC, respectively

The System of Azurin ΔG Experiment Hydration 
(Pappalardo et al., 2003) ΔG (Azurin) ΔG (Azurin-POPC)

Free Energy (kcal/mol) -32.7438 -174.636 -200.340

0.2        0.4        0.6        0.80 1

0.2        0.4        0.80.60



2743Pertanika J. Sci. & Technol. 31 (6): 2735 - 2750 (2023)

Effect of Scaling the Electrostatic Interactions on the Free Energy
Ta

bl
e 

2
Th

e 
ab

so
lu

te
 b

in
di

ng
 fr

ee
 e

ne
rg

y 
(Δ

G
) o

f A
zu

ri
n 

in
 P

O
PC

 m
em

br
an

e 
(λ

el
ec

 =
 0

.5
, λ

LJ
 =

 1
.0

, n
um

st
ep

s=
10

00
00

 st
ep

s)
 w

ith
 w

in
do

w
s (

δλ
) v

ar
ia

tio
ns

N
(δ

λ 
)

3
5

9
11

13
15

17
21

31
41

45
47

48
51

60
ΔG

  (
kc

al
/m

ol
)

-I
N

F
-3

37
.7

79
-2

86
.6

19
-2

52
.3

35
-2

00
.3

40
-1

32
.2

27
-1

04
.2

11
-8

5.
45

0
-9

1.
32

9
-8

7.
56

6
-8

4.
20

1
-7

1.
85

9
ΔE

el
 (k

ca
l/m

ol
)

-2
19

.1
10

-1
86

.9
00

-1
63

.4
80

-1
30

.0
20

-8
3.

61
6

-6
8.

93
0

-5
3.

58
0

-5
9.

49
-5

7.
51

-5
5.

80
-4

7.
82

7

Fi
gu

re
 6

. T
he

 a
na

ly
si

s o
f f

re
e 

en
er

gy
 a

nd
 a

ve
ra

ge
 e

le
ct

ro
st

at
ic

 d
iff

er
en

ce
 w

ith
 v

ar
io

us
 w

in
do

w
s s

ep
ar

at
io

n.
 (a

) T
he

 re
la

tio
n 

of
 fr

ee
 e

ne
rg

y 
an

d 
la

m
bd

a 
st

at
e;

 (b
) 

Th
e 

re
la

tio
n 

of
 th

e 
av

er
ag

e 
el

ec
tro

st
at

ic
 d

iff
er

en
ce

 a
nd

 la
m

bd
a 

st
at

e

(a
)

(b
)

ΔG
 (0

.0
1)

ΔG
 (0

.0
5)

ΔG
 (0

.2
)

ΔG
 (0

.0
2)

ΔG
 (0

.0
75

)
ΔG

 (0
.3

)

ΔG
 (0

.0
3)

ΔG
 (0

.0
8)

ΔG
 (0

.4
)

ΔG
 (0

.0
4)

ΔG
 (0

.1
)

ΔG
 (0

.5
)

50 0

-5
0

-1
00

-1
50

-2
00

-2
50

ΔG (kcal/mol)

0 
   

   
  0

.1
   

   
 0

.2
   

   
 0

.3
   

   
  0

.4
   

   
 0

.5
   

   
  0

.6
   

   
 0

.7
   

   
 0

.8
   

   
  0

.9

λ

ΔE
el

 (1
3)

ΔE
el

 (4
1)

ΔE
el

 (1
5)

ΔE
el

 (4
5)

ΔE
el

 (1
7)

ΔE
el

 (4
7)

ΔE
el

 (2
1)

ΔE
el

 (4
8)

ΔE
el

 (3
1)

ΔE
el

 (5
1)

50 0

-5
0

-1
00

-1
50

-2
00

-2
50

-3
00

-3
50

ΔEel (kcal/mol)

λ

0.
1 

   
  0

.2
   

   
0.

3 
   

  0
.4

0.
7 

   
  0

.8
   

   
0.

9



2744 Pertanika J. Sci. & Technol. 31 (6): 2735 - 2750 (2023)

Dian Fitrasari, Acep Purqon and Suprijadi

The Electrostatic Parameter Changes

The electrostatic scale parameter affects the changes in the free energy of Azurin shown in 
Table 3. To find the effect of the electrostatic scale parameter, we introduce the value and 
relation of this parameter with interatomic distance. In NAMD, which uses free energy 
perturbation, λelec A value less than or equal to the user-defined (=0.5). 

In FEP calculated by NAMD, the electrostatic parameter is used to avoid “end-point 
catastrophe,” which avoids growing particles overlapping with existing particles with 
an unbounded interaction potential that will approach infinity as the interaction distance 
approaches zero.

We can see the additional effect of λelec. It tends to decrease the free energy values. In 
this part, we calculate the effect of this parameter in Azurin-POPC systems. We find the 
free energy differences shown in Table 3.

Figure 7. The relation between free energy, average electrostatic difference, and windows separation. (a) 
The analysis of free energy and windows separation; (b) The analysis of average electrostatic difference and 
windows separation

(a) (b)
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Figure 8(a) shows the free energy differences related to the electrostatic parameter 
changes. This figure shows difference curvature, which describes how the energy change 
when the electrostatic parameter change. It has a higher value in 0.5 values of the 
electrostatic parameter. Meanwhile, we can assume that lowering this value can get the free 
energy as expected. Figure 8(b) shows free energy and interatomic distance. We can see 
that as the free energy reach λelec = 0.1, the free energy has been saturated, which means 
the scaling makes the maximal interaction. The free energy tends to saturate after  λelec = 
0.1 until the λelec reaches 0.04. We can see in Figure 8(b) that the curve changes slightly 
as the interatomic distance becomes larger. We suppose this situation could be because the 
atom’s interaction has reached the peak of interaction.

Figure 9 shows the differences of average electrostatic differences from different 
electrostatic parameters. The free energy value tends to increase in the lower electrostatic 
parameter and fade away at the 0.01 value of the electrostatic parameter. We assume this 
relates to the model which we use. Figure 9(b) shows the average electrostatic difference 
with interatomic distance. This relation is quite the same with free energy, as we mentioned 
in Figure 9(b); however, after λelec = 0.1, it also has some tendencies with free energy 
values, which have slightly different values.

In CG-MARTINI, the densities become higher than AA, which we can assume may 
be why there are different free energy values when the electrostatic parameter varies. In a 
higher electrostatic parameter value, the free energy considers higher, which tends to be 
close to the Azurin hydration experimental value. We assume the difference in density of 
the AA model and CG-MARTINI model makes this free energy differs. Table 4 shows the 
APL from the experiment and our result. It shows that CG-MARTINI has a larger APL. 

Figure 8. The free energy analysis relates to different electrostatic parameter values. (a) Free energy as a 
function of λ state; (b) Free energy as a function of the electrostatic scale parameter
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Table 4
The area per lipid (APL) of CG-MARTINI compared to the experiment

Experiment (Kucerka et al., 2006) Our result
Area Per Lipid (Å2) 68.3 at 303.15 K 89.4 at 310 K

Figure 9. The average electrostatic difference analysis relates to different electrostatic parameter values. (a) 
Average electrostatic difference as a function of λ state; (b) Average electrostatic difference as the function of 
the electrostatic scale parameter

(a) (b)

The CG-MARTINI has a difference in resolution, which impacts density in the same 
APL. That also explains that this model creates a value gap for free energy. The AA model 
is closer to free energy in the experiment. However, CG has advantages in terms of cost 
computing to look for trends, not accuracy. Because of this reason, it might be possible 
to approach the experiment by varying some of the scaling parameters as the candidates, 
as we mentioned before.

We illustrate the density change in Figure 10 to understand the magnification of the 
electrostatic scale parameter in the CG-MARTINI model. From this figure, there are 
different densities between these two models. Figure 10 shows the AA model mapping 
to the CG-MARTINI model and the density differences. The changes in the electrostatic 
scale parameter lead to a different approach through free energy calculation. This work 
assumes that electrostatic scaling influences the free energy calculation. Since the density 
in the CG-MARTINI model is larger than an AA model, the rescaling on electrostatic needs 
to reach the free energy accurately. Based on Beveridge and Dicapua’s (1989) work, the 
change of electrostatic parameters is more precise than van der Waals’s parameters related 
to free energy values. Previous research has shown that the energy and forces dominate 
by previous interaction before the latter repulsive component becomes larger to prevent 
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counterfeit collisions from atoms of a constituent during the scaling of Coulomb and Van 
Der Waals interaction (Pohorille et al., 2010). 

The electrostatic scaling is the constant that affects the non-bonded potential related to 
the distance among atom units. The distance among atoms changes in the CG-MARTINI 
model, which makes the mass density larger.

The electrostatic scaling in FEP shows how it changes the interatomic distance. 
However, as shown in Figure 11, we can see that the density values of CG-MARTINI are 
larger than the AA model by Gurtovenko and Anwar (2009). It explains why the free energy 
values can change each time the electrostatic parameter has been rescaled. We assume the 
larger density in CG-MARTINI needs the scaling with a value of 0.05-0.2 because the 
atoms are tightly bound to one another, which needs some spacing value to make the free 
energy as expected.  

The density of CG-MARTINI is higher than all-atom, so it needs scaling of electrostatic 
scale parameter to reach the free energy values as expected. Figure 11 shows the density 

Figure 11. The mass density profile of the CG-MARTINI model compared to the All-Atom Model 
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Figure 10. The comparison of CG-MARTINI Model with All-Atom Model: (a) AA Model; (b) CG-MARTINI 
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change for CG-MARTINI compared to the AA Model. It could be why free energy in 
CG-MARTINI Model with electrostatic scale parameter optimized and reached -140.831 
kcal/mol and -32.74 kcal/mol in the experiment. Although this makes free energy has no 
barriers, it cannot describe the binding or unfolded protein process, which is somehow 
described in free energy analysis in higher electrostatic parameters.

CONCLUSION

Our study concludes that the CG-MARTINI method with windows separation and 
electrostatic scaling is one alternative method that can reduce the simulation time for the 
complex system. The free energy values fairly approach the experimental value. The CG-
MARTINI describes how it reduces the definition of the atom into beads. CG-MARTINI 
methods with a MARTINI force field build a protein’s structure in an equilibration state. The 
effects of the addition of lipid membrane, the conformation, and the stabilities have been 
analyzed from the free energy of the conformation system to find the favorable structure 
using free energy perturbation (FEP) calculation. FEP calculation results show that a few 
factors affect free energy values with the CG-MARTINI method: windows separation, 
electrostatic parameter, and flag characterization parameter.

Interestingly, this work has relationships or scaling between the electrostatic parameter 
and free energy value. For this reason, we try to rescale for the possibility of running 
coarse-grained and comparable to all-atom simulation. Our results show that the potential 
candidate is in tuning the electrostatic parameter, so the electrostatic scaling effect is an 
interesting parameter. 

Our results suggest a kind of scaling to bring CG-MARTINI closer to all-atom by 
finding a hidden parameter scaling. One of the candidates that we propose is to use 
electrostatic scaling. With this kind of scale, it is possible to produce free energy values 
closer to the experimental results. This step could be useful for approaching experimental 
results. Furthermore, this scale factor can be used by CG-MARTINI for similar cases.
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ABSTRACT

The increasing demand for livestock and poultry feeds results in the lack of fish meals 
(FM). Poultry slaughterhouse by-product (PSB) is one promising strategy due to its high 
protein content despite the limited content of lysine. Thus, supplementing lysine in dietary 
fish feed is necessary. The present study aimed to investigate how different lysine doses 
in feed with PSB and FM as animal protein sources affected protein digestibility, feed 
utilization, growth, hematology, and body composition of Sangkuriang catfish (Clarias 
gariepinus var. Sangkuriang). Sangkuriang catfish at the grow-out stage (15.54±0.17 g/
fish) were used. The fish were fed six experimental diets with similar protein and energy 
content but different lysine levels at 1.25%, 1.75%, 2.25%, 2.75%, 3.25%, and 3.75%/kg 
(treatments 1 to 6). The addition of lysine to feed had a significant (P<0.05) effect on protein 
digestibility (ADCp), efficiency of feed utilization (EFU), and relative growth rate (RGR) 
of Sangkuriang catfish at a grow-out stage but had no significant (P>0.05) effect on survival 

rate, hematology, and nutrient content. 
The optimal doses of dietary lysine with 
PSB and FM to improve ADCp, EFU, and 
RGR of Sangkuriang catfish were 2.59%, 
2.63%, and 2.62%/kg diet, respectively. 
However, the supplementation of PSB in 
experimental diets had no significant effect 
on glucose, triglyceride, total protein, urea, 
calcium, magnesium, albumin, globulin, 
hemoglobin, hematocrit, phosphorous, and 
mean corpuscular hemoglobin concentration 
(MCHC). The lysine addition in feed 
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formulated with PSB and FM could improve the growth performance and increase the 
feed digestibility of Sangkuriang catfish at the grow-out stage.

Keywords: Feed, food efficiency, growth, lysine, nutrient

INTRODUCTION

Sangkuriang catfish (Clarias gariepinus var. Sangkuriang) is a popular freshwater fish 
species widely cultured in Indonesia. The fish has distinct characteristics, including 
fast growth, adapting quickly to the environment, delicacy, and high nutrient content 
(Rachmawati et al., 2019). Feed cost is the most important variable in intensive culture, 
accounting for 80% of the total production costs of each culture cycle (Rawles et al., 2011). 
It is because protein is the costliest fish feed component compared to other nutritional 
components. It is a source of essential amino acids (EAA) for body tissue repair and fish 
growth (Khan & Abidi, 2011).

Fish meal is widely regarded as the finest animal protein source for feed components 
due to its stable amino acid profile (National Research Council, 2011). However, due to the 
rising demand for livestock and poultry feed, fish meals are scarce for fish feed (Suloma et 
al., 2014). Therefore, alternative protein sources must be found to substitute fish meals in 
the fish diet. Srour et al. (2016) identified poultry slaughterhouse by-products (PSB) as an 
alternative protein source due to their high protein content (60%–65%) and lower cost when 
contrasted to fish meal (Hernández et al., 2014). Poultry slaughterhouse by-product (PSB) 
differs from poultry by-product meal (PBM) since it still contains ether extract (EE), ash, 
and non-digestible part (feathers), which reduces degradability (Yones & Metwalli, 2015). 

According to Khan & Abidi (2011), most poultry slaughterhouse by-products (PSB) 
have low lysine content. Thus, adding lysine to dietary feed based on fish requirements 
becomes one solution for improving fish growth performance (Khan & Abidi, 2011). Lysine 
is a vital nutrient for fish growth and normal physiological function. Lysine and methionine 
are involved in synthesizing carnitine, which is used in fatty acid transport activities to 
produce energy via oxidation (Nguyen & Davis, 2016). Lysine is frequently the first amino 
acid limiter in fish feed ingredients among the ten essential amino acids (Farhat & Khan, 
2013). In fish, an insufficiency of lysine causes slow growth and poor protein utilization. In 
addition, several fish species have reported appetite loss and increased lipid accumulation 
(Mai et al., 2006). It has also been reported that excessive lysine and a lack of dietary feed 
caused lower growth in several fish species (Bicudo et al., 2009). 

Although biochemical evaluation of blood and plasma could help assess fish health, 
there is limited evidence on the effect of dietary lysine on fish blood (Zhou et al., 2010). 
Therefore, the present study aimed to investigate how different lysine doses in feed with 
poultry slaughterhouse by-product (PSB) meal and fish meal (FM) as an animal protein 
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source affected protein digestibility, feed utilization, growth, hematology, and body 
composition of Sangkuriang catfish (Clarias gariepinus var. Sangkuriang) at the grow-
out stage.

MATERIALS AND METHODS

Preparation of Experimental Fish

Sangkuriang catfish at the grow-out stage were obtained from the Teaching Factory, Faculty 
of Fisheries and Marine Sciences, University of Diponegoro, Indonesia. Experimental fish 
were previously acclimatized for one week. During acclimatization, the fish were adapted to 
an environment with the same water quality as the research environment. The commercial 
feed has a protein content of 30% and 10% fat. Fish were fed 3 times daily at 7 am, 12 pm, 
and 4 pm. Fish were fasted one day before the experiment to remove metabolic waste from 
the fish’s body. Experimental fish were chosen based on uniform size, physically healthy, 
active swimming, and no organ deformation (Rachmawati et al., 2017).  

Experimental Design

The current study was experimental research with a completely randomized design (CRD), 
6 treatments, and 3 replicates. This study was conducted in the Wet Laboratory, Department 
of Aquaculture, Faculty of Fisheries and Marine Sciences, University of Diponegoro, 
Indonesia. A total of 360 Sangkuriang catfish with an average weight of 15.54±0.17 g/
fish at the grow-out stage were used. The fish were then randomly divided into six groups 
(n=60) with a stocking density of 1 fish/liter (20 fish/fiber tank). The experiment was 
carried out in a plastic fiber tank (capacity of 70 L) filled with 20 L of water at 25–28°C, 
pH 7.0–7.5, and dissolved oxygen above 5 mg L−1 (Boyd, 2003). Fish were sampled weekly 
by calculating the total fish biomass in each plastic fiber tank. At satiation, feeding was 
given 3 times a day for 42 days at 8 am, 1 pm, and 5 pm. During the experiment, siphoning 
was done to maintain water quality by removing uneaten feed and collecting fish feces for 
protein digestibility analysis. 

Feed Preparation

Sangkuriang catfish at the grow-out stage were treated with 6 experimental diets with 
similar protein (30%) and energy content (8.30 Kcal g−1) and different lysine levels at 
1.25%, 1.75%, 2.25%, 2.75%, 3.25%, and 3.75%/kg (treatment 1 to 6). The proximate 
and amino acid analyses of animal and plant protein sources are demonstrated in Table 1. 
The experimental diets containing 30% of protein (Rachmawati et al., 2022) were then 
added with 0.5% chromium (III) oxide (Cr2O3) as the indicator of protein digestibility. 
Experimental diets consisted of fish meal, poultry slaughterhouse by-product (PSB) meal 
as the animal protein source, and soybean meal as a plant protein source. According 
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to El-Husseiny et al. (2018), PSB is high in protein, approximately 61.5%; hence, it is 
suitable to replace a fish meal with lysine partially. The composition of PSB that replaced 
fish meal in experimental diets up to 50% and the doses of lysine used in this study based 
on El-Husseiny et al. (2018) with slight modification, including 1.25%, 1.75%, 2.25%, 
2.75%, 3.25%, and 3.75%/kg diet (treatment 1 to 6). PSB meal is a poultry meal derived 
from the broiler and layer industry sectors, particularly from dead animals and giblets that 
were heat-peeled at 112°C for 2 h. PSB was obtained from the Animal Slaughterhouse 
Semarang, Central Java, Indonesia. 

Experimental diets were made by mixing feed ingredients until homogenous. The 
acidity of the mixed experimental diets was neutralized with 6 N sodium hydroxide (NaOH) 
(Nose et al., 1974) to eliminate the effect of pH on growth performance and feed efficiency 
(Wilson et al., 1977). Furthermore, the mixed experimental diets were produced using a 
4 mm-sized pellet molding machine to be further dried at room temperature and stored at 
-4°C until use. Formulation and proximate analysis of experimental diets (g/100 g diet) of 
Sangkuriang catfish is presented in Table 2. Amino acid profiles and AA requirements of 
experimental diets according to National Research Council (2011) are shown in Table 3.

Table 1
Protein and amino acid content in experimental diet (g/100 g)

Composition Fish meal Soybean meal Poultry slaughterhouse by-product
Dry matter 89.18 89.18 89.18
Lipid 7.56 3.90 13.14
Crude protein 68.35 39.82 52.31
Alanine 4.96 1.87 2.89
Glutamic acid 5.93 3.99 5.89
Proline 4.30 3.10 5.29
Tyrosine 2.28 1.70 1.87
Serine 2.76 2.20 3.95
Aspartic acid 3.96 2.75 3.87
Glycine 5.87 2.28 3.87
Cystine 0.7 0.69 3.2
Arginine 4.90 3.2 3.06
Histidine 1.51 1.13 0.64
Isoleucine 3.30 1.97 2.70
Leucine 5.18 3.36 4.29
Lysine 5.30 2.76 1.98
Methionine 1.96 8.58 0.50
Phenylalanine 2.80 2.16 2.79
Threonine 4.06 1.80 2.70
Tryptophan 0.69 0.58 0.47
Valine 3.76 2.10 3.47
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Table 2
Formulation, chemical composition, and proximate analysis of experimental diet (g/100 g diet)

Ingredients Composition 1 2 3 4 5 6
Soybean meal 20.0 20.0 20.0 20.0 20.0 20.0
Fish meal 20.0 20.0 20.0 20.0 20.0 20.0
PSB 22.76 22.76 22.76 22.76 22.76 22.76
Corn 20.0 20.0 20.0 20.0 20.0 20.0
Starch 1.14 1.14 1.14 1.14 1.14 1.14
Wheat 8.7 8.2 7.7 7.2 6.7 6.2
Salt 0.4 0.4 0.4 0.4 0.4 0.4
Vitamin and Mineral Premix1) 1.5 1.5 1.5 1.5 1.5 1.5
Chemical composition (g kg−1)
Carboxymethylcellulose 0.6 0.6 0.6 0.6 0.6 0.6
Vitamin C 0.15 0.15 0.15 0.15 0.15 0.15
Soybean oil 3.0 3.0 3.0 3.0 3.0 3.0
Lysine 1.25 1.75 2.25 2.75 3.25 3.75
Cr2O3 0.5 0.5 0.5 0.5 0.5 0.5
Total 100 100 100 100 100 100
Results of Proximate Analysis
Dry matter 9.26 9.26 9.26 9.26 9.26 9.26
Crude protein 30.40 30.60 30.60 30.56 30.55 30.60
Crude lipid 12.22 12.32 12.43 12.29 12.37 12.28
Crude Ash 8.23 8.27 8.23 8.25 8.27 8.29
Gross energy (Kcal g−1)3)    8.15 8.23 8.30 8.28 8.27 8.25

1)Vitamin mix (mg/100 g diet): riboflavin 5.0; cyanocobalamin 0.01; inositol 200; menadione 4.0; folic acid 
1.5; b-carotene 15.0; a-tocopherol 2.0; vitamin C-sty 120.0; Ca-pantothenate 10.0; choline chloride 900.0; 
thiamin-HCl 5.0; niacin 2.0;pyridoxin-HCl 4.0; calciferol 1.9; biotin 0.6; p-aminobenzoic acid 5.0
2)Mineral mix (mg/100 g diet): Calcium carbonate (CaCO3) 282; Iron (II) chloride tetrahydrate (FeCl3.4H2O) 
166; Magnesium sulfate (MgSO4) 240; Manganese sulfate (MnSO4) 6.3; Cobalt (II) Sulfate Heptahydrate 
(CoSO4.7H2O) 0.05; Potassium dihydrogen phosphate (KH2PO4) 412; Calcium biphosphate [Ca(H2PO4)] 618; 
Zinc sulfate (ZnSO4) 9.99; Copper sulfate (CuSO4) 2; Potassium iodide (PI) 0.15
3)Total energy based on: protein = 4 kcal/g, lipid = 9 kcal/g, and carbohydrate = 4 kcal/g (NRC, 2011)

Table 3
Amino acid profile of the experimental diet (g/kg experimental diet)

Amino Acids 1 2 3 4 5 6 Catfish *
Essential amino acids
Arginine 24.62 24.50 24.72 25.94 24.76 24.56 10.3
Tryptophan 3.80 3.82 3.83 3.89 3.83 3.62 5.3
Threonine 18.23 18.24 18.45 19.20 18.12 18.43 12.0
Methionine 18.10 18.76 18.63 18.87 18.25 18.49 15.0
Isoleucine 18.20 18.27 18.30 18.20 18.13 18.26 6.2
Histidine 7.63 7.65 7.49 7.25 7.48 7.39 3.7
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Chemical Analysis

Feed ingredients, experimental diets, and the whole body of fish and fish fillet were 
proximately analyzed through the standard model (Horwitz, 1975). Protein content was 
measured using the Kjeldahl method (BÜCHI, Auto-KjeldahlK-370, Swiss). Kjeldahl factor 
6.25 (100/16) was used to convert total nitrogen into total protein content as a dry mass 
percentage. The total lipid content of fish was extracted with petroleum benzene using the 
Soxhlet method (Barnstead/Electrothermal, UK). Fiber content was analyzed with a fiber 
analyzer (VELP® Scientifica, Italia), while ash content analysis was applied to each dried 
sample in a porcelain crucible using a muffle furnace (Finetech, Shin Saeng Scientific, 
South Korea) at 600°C for 8 h. Moisture content was determined using moisture analyzer 
(AM B5 0, AD AM, UK). Protein digestibility was analyzed using a spectrophotometer 
(Millipore, Merck KGaA, Germany) at 350 nm. 

Amino acid content of experimental diets was analyzed using High-Speed Amino Acid 
Analyzer LA8080 AminoSAAYA (Hitachi High Technologies, Japan). Approximately 
± 1 mg sample was weighed, put into a closed tube, and hydrolyzed with 6N hydrogen 
chloride (HCl) for 22 h at 110ºC. The sample was filtered through a 0.2 mm filter and 
further injected into High-Speed Amino Acid Analyzer LA8080 AminoSAAYA (Hitachi 
High Technologies, Japan) with ion-exchange resin columns at size 4.6 × 150 mm at 53ºC. 
Amino acids were separated by a gradient system using sodium citrate buffer solution of 
pH 3.3, 4.3, and 4.9 at a flow rate of 0.225 mL minute-1. Post-column ninhydrin reagent 
at a flow rate of 0.3 mL min-1 was used to identify each amino acid at 570 nm and 440 
nm, respectively.

Amino Acids 1 2 3 4 5 6 Catfish *
Phenylalanine 18.71 18.46 18.53 18.23 18.79 18.84 4.6
Lysine 19.50 22.31 22.50 28.42 32.53 38.56 12.3
Leucine 28.42 28.57 28.10 28.36 28.61 28.47 8.4
Valine 19.15 19.23 19.67 19.39 19.73 19.59 7.1
Non-essential amino acid
Alanine 22.54 22.19 21.53 21.26 21.38 21.17 –
Serine 20.36 20.53 21.64 20.23 22.62 20.76 –
Glycine 27.63 26.67 24.73 26.13 24.26 24.74 –
Glutamic 35.78 35.39 35.27 35.72 35.87 35.35 –
Aspartic 24.52 24.20 24.72 24.12 24.89 24.75 –
Proline 27.19 29.53 31.36 27.79 29.58 28.47 –
Tyrosine 12.57 12.89 12.78 12.67 12.77 12.57 –

Note. *NRC (2011)

Table 3 (continue)
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Protein Digestibility Analysis 

The indirect method of adding Cr2O3 0.5% to the diet was employed to measure protein 
digestibility (Pérez-Jiménez et al., 2014). Before the feces of the fish were collected, the 
fish was acclimated to the diet containing chromium for 1 week.   After the eighth day, the 
feces were collected for 49 d every morning, noon, and afternoon after the fish was fed. 
The feces were collected two hours after feeding that its collection used a small plastic hose 
with the tip attached to the wooden stick to move around easier and put the collected feces 
in the bucket. Then the feces were filtered with a plankton cloth net; the filtered feces were 
placed in small plastic bottles and stored in cold storage. Before the feces were analyzed, 
it was dried in the oven (Memmert, UF30Plus Universal, Italy) at 6°C for 24 h.   After 
that, protein and Cr2O3 content in the feces was analyzed using a spectrophotometer (SSA 
320N, Denmark) with a wavelength of 350 nm (Pérez-Jiménez et al., 2014).  

Parameter Observed

All parameters related to fish growth were measured, including weight gain (WG), 
relative growth rate (RGR) (National Research Council, 2011), feed efficiency expressed 
by protein digestibility (ADCp) (Fennuci, 1981), the efficiency of feed utilization (EFU), 
feed conversion ratio (FCR), protein efficiency ratio (PER), protein retention (PR), and 
survival rate (SR) (National Research Council, 2011). These parameters were calculated 
based on Equations 1-8:

𝑊𝑊𝑊𝑊 (𝑔𝑔) = 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 𝑤𝑤𝑤𝑤𝐹𝐹𝑔𝑔ℎ𝑡𝑡 (𝑔𝑔) − 𝐼𝐼𝐹𝐹𝐹𝐹𝑡𝑡𝐹𝐹𝐹𝐹𝐹𝐹 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 𝑤𝑤𝑤𝑤𝐹𝐹𝑔𝑔ℎ𝑡𝑡 (𝑔𝑔)   (1) 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 (%) = 100 − �100×𝐴𝐴𝐶𝐶2𝑂𝑂3 𝐹𝐹𝐹𝐹  𝑡𝑡ℎ𝑤𝑤 𝑓𝑓𝐹𝐹𝑓𝑓ℎ  𝑓𝑓𝑤𝑤𝑤𝑤𝑏𝑏
% 𝐴𝐴𝐶𝐶2𝑂𝑂3 𝐹𝐹𝐹𝐹  𝑡𝑡ℎ𝑤𝑤 𝑓𝑓𝑤𝑤𝑓𝑓𝑤𝑤𝑓𝑓

× % 𝐴𝐴𝐶𝐶𝑏𝑏𝑡𝑡𝑤𝑤𝐹𝐹𝐹𝐹  𝐹𝐹𝐹𝐹  𝑡𝑡ℎ𝑤𝑤 𝑓𝑓𝑤𝑤𝑓𝑓𝑤𝑤𝑓𝑓
% 𝐴𝐴𝐶𝐶𝑏𝑏𝑡𝑡𝑤𝑤𝐹𝐹𝐹𝐹  𝐹𝐹𝐹𝐹  𝑏𝑏𝐹𝐹𝑤𝑤𝑡𝑡

�  (2) 

𝐸𝐸𝐹𝐹𝐸𝐸 (%) = 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹  𝑤𝑤𝑤𝑤𝐹𝐹𝑔𝑔 ℎ𝑡𝑡−𝐼𝐼𝐹𝐹𝐹𝐹𝑡𝑡𝐹𝐹𝐹𝐹𝐹𝐹  𝑤𝑤𝑤𝑤𝐹𝐹𝑔𝑔 ℎ𝑡𝑡
𝑊𝑊𝑤𝑤𝐹𝐹𝑔𝑔ℎ𝑡𝑡  𝑏𝑏𝑓𝑓  𝑏𝑏𝐹𝐹𝑤𝑤𝑡𝑡  𝑓𝑓𝑏𝑏𝐹𝐹𝑓𝑓𝑐𝑐𝑐𝑐𝑤𝑤𝑏𝑏

× 100      (3) 

𝑅𝑅𝑊𝑊𝑅𝑅 (%) = 100 × (𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹  𝑤𝑤𝑤𝑤𝐹𝐹𝑔𝑔 ℎ𝑡𝑡−𝐼𝐼𝐹𝐹𝐹𝐹𝑡𝑡𝐹𝐹𝐹𝐹𝐹𝐹  𝑤𝑤𝑤𝑤𝐹𝐹𝑔𝑔 ℎ𝑡𝑡)
(𝑇𝑇𝐹𝐹𝑐𝑐𝑤𝑤𝑓𝑓  𝑏𝑏𝑓𝑓  𝑤𝑤𝑒𝑒𝐴𝐴𝑤𝑤𝐶𝐶𝐹𝐹𝑐𝑐𝑤𝑤𝐹𝐹𝑡𝑡 ×𝐼𝐼𝐹𝐹𝐹𝐹𝑡𝑡𝐹𝐹𝐹𝐹𝐹𝐹  𝑤𝑤𝑤𝑤𝐹𝐹𝑔𝑔 ℎ𝑡𝑡)

    (4) 

𝐹𝐹𝐴𝐴𝑅𝑅 = 𝐹𝐹𝑤𝑤𝑤𝑤𝑏𝑏  𝐹𝐹𝐹𝐹𝑡𝑡𝐹𝐹𝑖𝑖𝑤𝑤  (𝑔𝑔)
𝐵𝐵𝑏𝑏𝑏𝑏𝑏𝑏  𝑤𝑤𝑤𝑤𝐹𝐹𝑔𝑔 ℎ𝑡𝑡 𝑔𝑔𝐹𝐹𝐹𝐹𝐹𝐹  (𝑔𝑔)

        (5) 

𝑃𝑃𝐸𝐸𝑅𝑅 = 100 × (𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹  𝑤𝑤𝑤𝑤𝐹𝐹𝑔𝑔 ℎ𝑡𝑡−𝐼𝐼𝐹𝐹𝐹𝐹𝑡𝑡𝐹𝐹𝐹𝐹𝐹𝐹  𝑤𝑤𝑤𝑤𝐹𝐹𝑔𝑔 ℎ𝑡𝑡)
𝑇𝑇ℎ𝑤𝑤 𝐹𝐹𝑐𝑐𝑏𝑏𝑐𝑐𝐹𝐹𝑡𝑡  𝑏𝑏𝑓𝑓  𝑏𝑏𝐹𝐹𝑤𝑤𝑡𝑡  𝑓𝑓𝑏𝑏𝐹𝐹𝑓𝑓𝑐𝑐𝑐𝑐 𝑤𝑤𝑏𝑏×𝑃𝑃𝐶𝐶𝑏𝑏𝑡𝑡𝑤𝑤𝐹𝐹𝐹𝐹  𝑓𝑓𝑏𝑏𝐹𝐹𝑡𝑡𝑤𝑤𝐹𝐹𝑡𝑡  𝑏𝑏𝑓𝑓  𝑏𝑏𝐹𝐹𝑤𝑤𝑡𝑡  

   (6) 

𝑃𝑃𝑅𝑅 = 100 × �𝑇𝑇ℎ𝑤𝑤  𝑡𝑡𝑏𝑏𝑡𝑡𝐹𝐹𝐹𝐹  𝐴𝐴𝐶𝐶𝑏𝑏𝑡𝑡𝑤𝑤𝐹𝐹𝐹𝐹  𝐹𝐹𝐹𝐹  𝑓𝑓𝐹𝐹𝑓𝑓ℎ  𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏  𝑔𝑔𝐹𝐹𝐹𝐹𝐹𝐹  (𝑔𝑔)
𝑇𝑇ℎ𝑤𝑤  𝑡𝑡𝑏𝑏𝑡𝑡𝐹𝐹𝐹𝐹  𝐴𝐴𝐶𝐶𝑏𝑏𝑡𝑡𝑤𝑤𝐹𝐹𝐹𝐹  𝑓𝑓𝑏𝑏𝐹𝐹𝑓𝑓𝑐𝑐𝑐𝑐𝑤𝑤𝑏𝑏  (𝑔𝑔)

�     (7) 

𝑆𝑆𝑅𝑅 (%) = 100 × � 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹  𝑓𝑓𝑏𝑏𝑐𝑐𝐹𝐹𝑡𝑡
𝐼𝐼𝐹𝐹𝐹𝐹𝑡𝑡𝐹𝐹𝐹𝐹𝐹𝐹  𝑓𝑓𝑏𝑏𝑐𝑐𝐹𝐹𝑡𝑡

�   

𝑊𝑊𝑊𝑊 (𝑔𝑔) = 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 𝑤𝑤𝑤𝑤𝐹𝐹𝑔𝑔ℎ𝑡𝑡 (𝑔𝑔) − 𝐼𝐼𝐹𝐹𝐹𝐹𝑡𝑡𝐹𝐹𝐹𝐹𝐹𝐹 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 𝑤𝑤𝑤𝑤𝐹𝐹𝑔𝑔ℎ𝑡𝑡 (𝑔𝑔)   (1) 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 (%) = 100 − �100×𝐴𝐴𝐶𝐶2𝑂𝑂3 𝐹𝐹𝐹𝐹  𝑡𝑡ℎ𝑤𝑤 𝑓𝑓𝐹𝐹𝑓𝑓ℎ  𝑓𝑓𝑤𝑤𝑤𝑤𝑏𝑏
% 𝐴𝐴𝐶𝐶2𝑂𝑂3 𝐹𝐹𝐹𝐹  𝑡𝑡ℎ𝑤𝑤 𝑓𝑓𝑤𝑤𝑓𝑓𝑤𝑤𝑓𝑓

× % 𝐴𝐴𝐶𝐶𝑏𝑏𝑡𝑡𝑤𝑤𝐹𝐹𝐹𝐹  𝐹𝐹𝐹𝐹  𝑡𝑡ℎ𝑤𝑤 𝑓𝑓𝑤𝑤𝑓𝑓𝑤𝑤𝑓𝑓
% 𝐴𝐴𝐶𝐶𝑏𝑏𝑡𝑡𝑤𝑤𝐹𝐹𝐹𝐹  𝐹𝐹𝐹𝐹  𝑏𝑏𝐹𝐹𝑤𝑤𝑡𝑡

�  (2) 

𝐸𝐸𝐹𝐹𝐸𝐸 (%) = 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹  𝑤𝑤𝑤𝑤𝐹𝐹𝑔𝑔 ℎ𝑡𝑡−𝐼𝐼𝐹𝐹𝐹𝐹𝑡𝑡𝐹𝐹𝐹𝐹𝐹𝐹  𝑤𝑤𝑤𝑤𝐹𝐹𝑔𝑔 ℎ𝑡𝑡
𝑊𝑊𝑤𝑤𝐹𝐹𝑔𝑔ℎ𝑡𝑡  𝑏𝑏𝑓𝑓  𝑏𝑏𝐹𝐹𝑤𝑤𝑡𝑡  𝑓𝑓𝑏𝑏𝐹𝐹𝑓𝑓𝑐𝑐𝑐𝑐𝑤𝑤𝑏𝑏

× 100      (3) 

𝑅𝑅𝑊𝑊𝑅𝑅 (%) = 100 × (𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹  𝑤𝑤𝑤𝑤𝐹𝐹𝑔𝑔 ℎ𝑡𝑡−𝐼𝐼𝐹𝐹𝐹𝐹𝑡𝑡𝐹𝐹𝐹𝐹𝐹𝐹  𝑤𝑤𝑤𝑤𝐹𝐹𝑔𝑔 ℎ𝑡𝑡)
(𝑇𝑇𝐹𝐹𝑐𝑐𝑤𝑤𝑓𝑓  𝑏𝑏𝑓𝑓  𝑤𝑤𝑒𝑒𝐴𝐴𝑤𝑤𝐶𝐶𝐹𝐹𝑐𝑐𝑤𝑤𝐹𝐹𝑡𝑡 ×𝐼𝐼𝐹𝐹𝐹𝐹𝑡𝑡𝐹𝐹𝐹𝐹𝐹𝐹  𝑤𝑤𝑤𝑤𝐹𝐹𝑔𝑔 ℎ𝑡𝑡)

    (4) 

𝐹𝐹𝐴𝐴𝑅𝑅 = 𝐹𝐹𝑤𝑤𝑤𝑤𝑏𝑏  𝐹𝐹𝐹𝐹𝑡𝑡𝐹𝐹𝑖𝑖𝑤𝑤  (𝑔𝑔)
𝐵𝐵𝑏𝑏𝑏𝑏𝑏𝑏  𝑤𝑤𝑤𝑤𝐹𝐹𝑔𝑔 ℎ𝑡𝑡 𝑔𝑔𝐹𝐹𝐹𝐹𝐹𝐹  (𝑔𝑔)

        (5) 

𝑃𝑃𝐸𝐸𝑅𝑅 = 100 × (𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹  𝑤𝑤𝑤𝑤𝐹𝐹𝑔𝑔 ℎ𝑡𝑡−𝐼𝐼𝐹𝐹𝐹𝐹𝑡𝑡𝐹𝐹𝐹𝐹𝐹𝐹  𝑤𝑤𝑤𝑤𝐹𝐹𝑔𝑔 ℎ𝑡𝑡)
𝑇𝑇ℎ𝑤𝑤 𝐹𝐹𝑐𝑐𝑏𝑏𝑐𝑐𝐹𝐹𝑡𝑡  𝑏𝑏𝑓𝑓  𝑏𝑏𝐹𝐹𝑤𝑤𝑡𝑡  𝑓𝑓𝑏𝑏𝐹𝐹𝑓𝑓𝑐𝑐𝑐𝑐 𝑤𝑤𝑏𝑏×𝑃𝑃𝐶𝐶𝑏𝑏𝑡𝑡𝑤𝑤𝐹𝐹𝐹𝐹  𝑓𝑓𝑏𝑏𝐹𝐹𝑡𝑡𝑤𝑤𝐹𝐹𝑡𝑡  𝑏𝑏𝑓𝑓  𝑏𝑏𝐹𝐹𝑤𝑤𝑡𝑡  

   (6) 

𝑃𝑃𝑅𝑅 = 100 × �𝑇𝑇ℎ𝑤𝑤  𝑡𝑡𝑏𝑏𝑡𝑡𝐹𝐹𝐹𝐹  𝐴𝐴𝐶𝐶𝑏𝑏𝑡𝑡𝑤𝑤𝐹𝐹𝐹𝐹  𝐹𝐹𝐹𝐹  𝑓𝑓𝐹𝐹𝑓𝑓ℎ  𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏  𝑔𝑔𝐹𝐹𝐹𝐹𝐹𝐹  (𝑔𝑔)
𝑇𝑇ℎ𝑤𝑤  𝑡𝑡𝑏𝑏𝑡𝑡𝐹𝐹𝐹𝐹  𝐴𝐴𝐶𝐶𝑏𝑏𝑡𝑡𝑤𝑤𝐹𝐹𝐹𝐹  𝑓𝑓𝑏𝑏𝐹𝐹𝑓𝑓𝑐𝑐𝑐𝑐𝑤𝑤𝑏𝑏  (𝑔𝑔)

�     (7) 

𝑆𝑆𝑅𝑅 (%) = 100 × � 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹  𝑓𝑓𝑏𝑏𝑐𝑐𝐹𝐹𝑡𝑡
𝐼𝐼𝐹𝐹𝐹𝐹𝑡𝑡𝐹𝐹𝐹𝐹𝐹𝐹  𝑓𝑓𝑏𝑏𝑐𝑐𝐹𝐹𝑡𝑡

�   

 (1)

          (2)

          (3)

          (4)

          (5)

          (6)

          (7)

          (8)
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Hematology and Biochemical Analysis 

Hematocrit analysis (Hct%) was measured using micro-centrifugation (Barros et al., 
2002). The packed cell volume percentage was determined after blood centrifugation 
in a standard heparinized micro-hematocrit capillary tube of 3500 g for 10 min at 
room temperature. The concentration of hemoglobin (Hb; g dl−1) was measured using a 
spectrophotometer through the cyanmethemoglobin method (Blaxhall & Daisley, 1973). 
Blood indices, including (MCHC) were calculated using the formula (g dl−1)=Hb(g dl−1)/
Hct(%) (Dacie & Lewis, 1991). Bioc8hemical parameters were analyzed with automatic 
analysis tools (Mindray BK-3.00, China) using the commercial clinical kit (Pars Azmoon 
Kit, USA). Biochemical measurement was conducted for glucose, total protein, albumin, 
total cholesterol, triglyceride, calcium, magnesium, and inorganic phosphorus, as Kumar 
et al. (2005) referred to.

Statistical Analysis 

Data on growth, feed intake, feed efficiency, nutrient content, and survival rate of fish 
were analyzed using the homogeneity test and analysis of variance (ANOVA). Duncan’s 
multiple range test was further applied if ANOVA revealed a very significant difference 
(P<0.01) or a significant difference (P<0.05). The optimal dose of lysine was determined 
with polynomial orthogonal (Steel et al., 1996). All statistical analysis used SPSS ver. 19.0 
(Chicago, Illinois, USA).

RESULTS 

The Efficiency of Feed Utilization and Growth

The initial weight of fish observed for growth and feed efficiency parameter was 15.54±0.17 
g/fish. There was no statistically significant difference (P>0.05) between experimental 
diet treatments. Protein digestibility (ADCp), efficiency of feed utilization (EFU), relative 
growth rate (RGR), food conversion ratio (FCR), protein efficiency ratio (PER), and protein 
retention of fish given experimental diets increased until a certain dose of lysine (2.75%) 
(Table 4). However, it later decreased along with the increasing lysine dose of higher than 
2.75%. The survival rate of Sangkuriang catfish for all treatments was 100% during the 
study. Moreover, feed intake during the research did not indicate a significant difference 
between treatments of experimental diets.  

The optimum lysine levels in feed with PSB and FM for Sangkuriang catfish at the 
grow-out stage were measured using the orthogonal polynomial test. Based on EFU, 
PER, and RGR data, the optimum lysine levels in the diet of Sangkuriang catfish at 
the grow-out stage were 2.63% (Figure 1), 2.47% (Figure 2), and 2.62% (Figure 3), 
respectively. 
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Table 4
Protein digestibility (ADCp), the efficiency of feed utilization (EFU), relative growth rate (RGR), feed conversion 
ratio (FCR), protein efficiency ratio (PER), protein retention (PR), and survival rate (SR) of Sangkuriang 
catfish at grow-out stage fed experimental diets contained different lysine level

Parameters
Experimental diets

1 2 3 4 5 6
Initial body 
weight (g)

15.54±0.17 15.58±0.19 15.54±0.15 15.60±0.16 15.50±0.17 15.50±0.18 

Final body 
weight (g)

63.32±0.27f 75.78±0.28c 79.26±0.25b 88.14±0.22a 70.56±0.21d 68.64±0.23e

Weight gain 
(g/fish)1

47.82±0.36f 60.20±0.36 63.72±0.30 72.54±0.34a 55.06±0.37d 53.10±0.31e

Feed intake 
(g)

276.48±0.23 278.42±0.35 279.75±0.26 274.43±0.27a 276.88±0.32 275.88±0.31

ADCp (%) 58.43±0.21f 65.34±0.27d 69.21±0.20b 76.52±0.25a 67.29±0.20c 61.35±0.23e

EFU (%) 55.34±0.36f 63.29±0.33d 67.46±0.36b 73.82±0.38 a 65.31±0.36c 60.37±0.30e

RGR (%/
day)

2.03±0.18f 2.36±0.14d 2.94±0.10b 3.48±0.16a 2.73±0.17c 2.25±0.15e

FCR 2.08±0.22f 1.65±0.24 c 1.48±0.23b 1.36±0.20a 1.74±0.21d 1.89±0.27e

PER 1.34±0.12f 1.73±0.17 d 2.09±0.13b 2.44±0.16 a  1.85±0.17c 1.45±0.12 e

PR 42.67±0.30f 54.23±0.31c 58.62±0.35b 59.43±0.34 a 48.64±0.30 d 46.35±0.33 e

SR (%) 100±0.00 100±0.00 100±0.00 100±0.00 100±0.00 100±0.00

Note. Mean values with different superscripts showed a significant difference (P < 0.05)

Figure 1. Correlation between dietary lysine level and efficiency of feed utilization (EFU) of Sangkuriang 
catfish at grow-out stage
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Proximate Analysis of Experimental Diets

A proximate analysis of the whole body of fish-fed experimental diets is presented in Table 
5. The proximate analysis showed an insignificant difference (P<0.05) in moisture, crude 
protein, crude lipid, and ash of carcass of fish-fed experimental diets.

Hematology and Biochemical Parameter

The use of poultry slaughterhouse by-product (PSB) meal added with different doses of 
lysine in experimental diets had no significant effect on glucose, triglyceride, total protein, 

Figure 3. Correlation between dietary lysine level and relative growth rate (RGR) of Sangkuriang catfish at 
grow-out stage

Figure 2. Correlation between dietary lysine level and protein efficiency ratio (PER) of Sangkuriang catfish 
at the grow-out stage
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urea, calcium, magnesium, albumin, globulin, hemoglobin, hematocrit, phosphorous, 
MCHC concentrations. The fish-fed experimental treatment diets 1 and 6 had the lowest 
and highest cholesterol levels, respectively (Table 6). 

DISCUSSION

The study showed that lysine addition in feed ingredients formulated with PSB and FM 
as animal protein sources were suitable for Sangkuriang catfish at the grow-out stage. The 
highest efficiency of feed utilization (EFU) was shown by the fish-fed experimental diet 4 
(Table 3). An experimental diet containing lysine levels according to the fish requirement 

Table 5
Body chemical composition (g kg−1) of Sangkuriang catfish at grow-out stage fed experimental diets during 
the study

Composition
Experimental Diets

1 2 3 4 5 6
Moisture 751.79±0.2 751.74±0.27 751.78±0.23 751.79±0.28 751.74±0.25 751.78±0.27
Crude protein 153.38±0.20 153.39±0.22 153.39±0.25 153.39±0.24 153.38±0.22 153.39±0.21
Crude lipid 57.54±0.13 57.59±0.10 57.59±0.17 57.54±0.15 57.59±0.13 57.54±0.14
Ash 37.29±0.34 37.28±0.30 37.24±0.35 37.24±0.30 37.29±0.37 37.29±0.33

Note. Mean values with different superscripts showed a significant difference (P < 0.05) 

Table 6
Results of hematological analysis and biochemical parameters of Sangkuriang catfish at grow-out stage fed 
experimental diets during the study

Parameters
Experimental Diets

1 2 3 4 5 6
Hemoglobin 8.88±0.19 8.47±0.14 8.67±0.71 8.62±0.84 8.34±1.33 8.21±0.63 

Hematocrit 
(%)

43.00±2.16 42.67±2.26 44.67±2.52 43.33±2.31 43.00±2.45 43.33±2.27 

MCHC (g 
dl−1)

21.77±1.04 21.87±1.28 21.51±1.23 21.98±1.35 21.01±1.52 21.71±1.14 

Total protein 5.67±0.09 5.37±0.12 5.25±0.18 5.41±017 5.41±0.16 5.29±0.14 

Albumin 0.53±0.12 0536±0.20 0.58±0.19 0.57±0.17 0.57±0.21 0.57±0.25 

Globulin 4.86±0.26 4.61±0.23 4.77±0.24 4.74±0.20 4.34±0.31 4.82±0.30 

Glucose 84.67±0.32 85.67±0.37 85.00±0.36 84.67±0.40 85.67±0.39 85.00±0.39 

Cholesterol 412.00±3.54f 464.00±3.68e 519.33±3.37d 575.00±3.49c 607.33±3.38b 630.67±3.57a

Triglyceride 252.67±4.35 253.67±4.40 254.33±4.39 258.00±4.2 255.00±4.49 256.33±4.52
Urea 8.63±1.25 8.43±1.15a 8.50±1.32a 8.43±1.04a 8.50±1.13a 8.47±1.41 a

Calcium 15.60±0.87 15.50±0.75 15.13±0.54a 15.23±0.65 a 15.57±0.73a 15.83±0.69a

Phosphorous 10.87±0.27 10.58±0.29 10.49±0.3 10.33±0.62 10.67±0.34 10.30±0.39
Magnesium 4.80±0.62 4.77±0.63 4.90±0.72 4.50±0.58 4.60±0.63 4.58±0.53 

Note. Mean values with different superscripts showed a significant difference (P < 0.05) 
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will support tissue formation, increasing feed efficiency that is further converted into 
body protein (Marchao et al., 2020). Fish fed with PSB and FM and supplemented with 
2.75% lysine (experimental diet 4) possessed a higher EFU than other experimental diets. 
It occurred since fish fed the treatment diet exhibited the highest protein digestibility 
(ADCp) compared to other diets. Higher protein digestibility in the diet will result in 
higher efficiency of feed utilization by fish (National Research Council, 2011). Lysine 
that is added to dietary feed can increase feed digestibility through the activation of 
digestive enzymes. Aristasari et al. (2020) stated that lysine addition in the feed would 
increase ileal (intestine) digestibility. Thus, the nutrient is quickly absorbed, resulting 
in fish getting full faster, a high growth rate, and improved feed efficiency. Furthermore, 
Jiang et al. (2015) reported that lysine could increase feed intake, protein digestibility, 
and growth of grass carp.   

Adding 2.75% lysine in feed with PSB and FM (experimental diet 4) was the best 
treatment, with the highest relative growth rate (RGR) of 3.48±0.16%/day. It was 
expected that treatment diet 4 exhibited the highest protein efficiency ratio (2.44%) 
compared to other treatments. Lysine supplementation with a dose according to fish diet 
requirements could increase feed conversion and fish growth while decreasing lipids in 
the fish body (Obado et al., 2018). Lysine and methionine are also involved in carnitine 
synthesis (Walton et al., 1984). L-carnitine increases energy production in mitochondria 
by oxidizing fatty acids and improves the efficiency of energy utilization from fatty acid 
oxidation of fish to increase growth rate and reduce tissue fat concentration (Suloma et 
al., 2014).

The supplementation of lysine at different doses in dietary feed with PSB and FM 
significantly affected (P<0.05) PER of Sangkuriang catfish. It indicated that lysine added 
to feed could increase feed quality. Thus, the protein of experimental diets is possibly 
utilized optimally by fish for growth. Table 3 showed that the experimental diets used were 
of good quality, as seen from the complete essential amino acid profile. The good quality 
feed contains protein based on fish requirements and a full essential amino acid profile 
(EAA) (El-Husseiny et al., 2017). An incomplete EAA profile in feed is associated with 
inhibited protein synthesis and causes slow growth (Hansen et al., 2007). Therefore, one 
effort to fulfill EAA requirements in fish feed is possibly made by formulating diets that 
contain balanced essential amino acids according to fish needs (Khan & Abidi 2011). Lu 
et al. (2014) mentioned that dietary amino acid levels of feed affected protein efficiency 
ratio (PER), feed efficiency ratio (FER), and crude protein significantly. Furthermore, Xie 
et al. (2012) reported that PER would increase along with the increasing lysine level in 
feed but later will remain constant.

Fish-fed experimental diets added with lysine below 2.75% (1.25, 1.75%, and 2.25%) 
were observed to have lower growth and were expectedly caused by lysine doses that 
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did not follow fish requirements to support growth. This result was confirmed by de 
Vareilles et al. (2012) that feed containing lysine that is not following fish needs will 
result in imbalanced amino acids and poor protein retention. Thus, dietary protein will 
be used more for energy formation, inhibiting fish growth. Besides, other study results 
also showed that experimental diets with lysine doses above 2.75% (3.25% and 3.75%) 
inhibited fish growth due to increased carnitine production in the body. This finding was 
confirmed by Putra et al. (2019) that high carnitine would lead to excessive oxidation of 
long-chain fatty acids, thus resulting in fatty acid deficiency that inhibits body protein 
synthesis. Fatty acid deficiency will induce inhibited fish growth. Akbary et al. (2011) 
reported that essential fatty acid deficiency resulted in slow growth of fish body weight 
gain, increased moisture content of muscle, high level of hepatic lipid, and low feed 
efficiency. Several long-chain fatty acids are required for the growth process. Katan 
et al. (2020) found that long-chain polyunsaturated fatty acids (LC-PUFA), namely 
eicosapentaenoic (EPA;20:5ω3), arachidonic acid (ARA; 20:4ω6), and docosahexaenoic 
acid (DHA;22:6ω3) play an important role in fish body weight gain and metabolism. 
Cholesterol significantly increased along with the increasing lysine dose in experimental 
diets, even though the value approached the normal range, as reported in Sparidentex 
hasta-fed PSB-based diets (Mozanzadeh et al., 2016). An increase in cholesterol was 
also reported in fish given feed with a higher animal protein source (Kjaer et al., 2008; 
Mozanzadeh et al., 2015) compared to fish-fed plant-protein-based diets (Yaghoubi et al., 
2016). According to Gaylord et al. (2007), the protein source is important in controlling 
cholesterol levels by either increasing or decreasing metabolic rate, hence inducing bile 
salt synthesis in the liver. The addition of lysine with PSB and FM in the feed of another 
fish species is required to confirm the efficacy of the feed formulation.

CONCLUSION

The lysine addition in feed formulated with PSB and FM could improve the growth 
performance, increase feed digestibility, and have no significant effect on the hematology 
of Sangkuriang catfish at the grow-out stage. The optimal doses of dietary lysine with PSB 
and FM as an animal protein source for ADCp, EFU, and RGR parameters of Sangkuriang 
catfish at the grow-out stage were 2.59%, 2.63%, and 2.62%, respectively. 
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ABSTRACT

Smart hydroponic systems have been introduced to allow farmers to monitor their hydroponic 
system conditions anywhere and anytime using Internet of Things (IoT) technology. Several 
sensors are installed on the system, such as Total Dissolved Solids (TDS), nutrient level, and 
temperature sensors. These sensors must be calibrated to ensure correct and accurate readings. 
Currently, calibration of a TDS sensor is only possible at one or a very small range of TDS 
values due to the very limited measurement range of the sensor. Because of this, we propose a 
TDS sensor calibration method called Sectioned-Polynomial Regression (Sec-PR). The main 
aim is to extend the measurement range of the TDS sensor and still provide a good accuracy 
of the sensor reading. Sec-PR computes the polynomial regression line that fits into the TDS 
sensor values. Then, it divides the regression line into several sections. Sec-PR calculates 
the average ratio between the polynomial regressed TDS sensor values and the TDS meter 
in each section. These average ratio values map the TDS sensor reading to the TDS meter. 
The performance of Sec-PR was determined using mathematical analysis and verified using 

experiments. The finding shows that Sec-PR 
provides a good calibration accuracy of about 
91% when compared to the uncalibrated 
TDS sensor reading of just 78% with Mean 
Average Error (MAE) and Root Mean Square 
Error (RMSE) equal to 59.36 and 93.69 
respectively. Sec-PR provides a comparable 
performance with Machine Learning and 
Multilayer Perception method.

Keywords: Calibration, hydroponic, polynomial 
regression, TDS sensor 
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INTRODUCTION

Agriculture is one of the most productive sectors in Malaysia, especially palm oil. As of 
2021, Malaysia is the world’s second-largest palm oil producer and exporter after Indonesia. 
It is about 26% of world production and 34% of world export in 2020 (https://www.trade.
gov/malaysia-country-commercial-guide). As additional land for palm oil production is 
unavailable, the same goes for other types of agriculture, such as vegetables, paddy, rice, 
and fruits. Any large-scale deforestation for agriculture is prohibited due to the negative 
impact on nature. However, food security issues after covid-19 experienced by many 
countries caused shortages in the supply of food items such as chicken, vegetables, and 
cooking oil. As a result, the increase in food prices burdens Malaysians, and because of 
that, agriculture is one of the pillars of Malaysia’s economy.

A hydroponic system is a suitable solution to tackle this critical issue. Hydroponic is 
a subset of horticulture that uses mineral nutrient solution as a medium for the cultivation 
of crops instead of soil (Domingues et al., 2012; Maucieri et al., 2019). Any medium other 
than soil, such as sand, gravel, pebbles, perlite, rock wool, or aquatic medium, could also 
hold the plant (Garg et al., 2021). Hydroponics requires small space areas without the 
need for a large land clearing. Hydroponics can be installed in a small yard and a building 
with proper lighting for indoor farming. There are different types of hydroponic systems, 
which are the Nutrient Film Technique (NFT) (Alipio et al., 2019; Graves, 1983), Ebb 
and Flow system (Daud et al., 2018); Wick System (Dubey & Nain, 2020), Deep Flow 
Technique (DFT) (Pramono et al., 2020) and drip hydroponic (Olubanjo et al., 2022). It 
is very important to manage water and nutrients in the hydroponic system to achieve the 
optimum growth of crops (Son et al., 2020). The concentration of ions in the nutrient 
solutions reduces with time as it is absorbed by plants, which is measured according to 
electrical conductivity (EC) characteristics (Hosseini et al., 2021; Singh & Dunn, 2016). 
A high concentration of ions provides good electrical conductivity. Otherwise, a low 
concentration of ions provides poor electrical conductivity. Instead of EC, other parameters 
such as pH, dissolved oxygen, and temperature should be measured. Analysis of nutrient 
solutions and adjustment of nutrient ratios must be done every day for a correct nutrient 
reading. With the advancement of technologies, IoT technology could be implemented 
to ease collecting these nutrient parameters automatically, which can be viewed using a 
web server or phone app. IoT technology transforms conventional hydroponic into smart 
hydroponic systems (Modu et al., 2020; Munandar et al., 2018).

A smart hydroponic system can be realized and applied at all levels, whether on a 
small scale at home or a large scale commercially. Farmers can be anywhere away from the 
hydroponic farm but still be able to monitor the condition of their farm, and if needed, they 
can manually control it themselves. An IoT device is installed in an existing hydroponic 
system. Sensors are attached to the IoT devices, such as TDS/EC sensors, pH sensors, 
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oxygen sensors, and liquid level sensors, to measure the parameter of the hydroponic 
system. It is critical to ensure that these connected sensors are calibrated during the 
installation and while the system operates. Failure to ensure that each sensor is regularly 
and accurately calibrated will result in inaccurate sensor readings. If this situation occurs, 
the IoT device does not work properly, causing a failure to the entire smart hydroponic 
system that will cause decreases in crop yield.

Let us consider a TDS sensor, the easiest method to calibrate this sensor is using a 
reference TDS meter. Reference TDS meter means that this instrument has been calibrated 
using standard solutions (alkaline, neutral, and acidic solutions), which are normally 
included at the time of purchase. Several brands of TDS meters are available in the market, 
such as Hanna TDS instrument tester and Xiaomi portable TDS meter. Manual calibration 
of a TDS sensor is a simple process. First, use a TDS meter to prepare a nutrient solution 
at the required TDS value measures in ppm (part per million) units. Second, deep the 
uncalibrated TDS sensor into the solution and take the sensor reading. Third, calculate the 
offset by deducting the sensor reading from the TDS meter reading, and finally, add the 
offset to the sensor reading to make the sensor reading almost the same as the TDS meter 
reading. For example, if the required level is 1000 ppm, a nutrient solution is prepared at 
this level using the TDS meter. It means the TDS meter reading is also 1000 ppm. When 
the TDS sensor is deep into the nutrient solution, the sensor reading is 900 ppm. Here, 
the offset is 100 ppm should be added to the sensor reading to achieve the required level. 
However, this method is only valid at one TDS value. The calibration process must be 
repeated if the required TDS value is changed. 

Suseno et al. (2020) developed a calibration method for TDS sensors for nutrient 
concentrations up to 780 ppm. They characterized analog TDS sensor readings and standard 
TDS values. After that, the calibration is performed by comparing the data read by the 
analog TDS sensor with data from the standard TDS results. The characterization graph 
shows the linear equation between the x-axis variable, namely the ADC reading, and the 
y-axis, the standard multimeter voltage value. The relationship between the ADC reading 
with the standard voltage value produces an equation. 

Wibowo et al. (2019) proposed a nutrient dosing system for aquaponic that is very 
important to improve the quality of catfish and lettuce yield. The dosing system must ensure 
that the nutrient level is between 400 ppm and 500 ppm. The TDS sensor was calibrated 
so the TDS sensor reading is the same as the TDS meter. Then, the calibration accuracy 
is calculated by observing the systematic errors. The calibration range of the TDS sensor 
is up to 819 ppm.

Nguyen et al. (2018) shared a case study about calibrating conductivity sensors using 
Combined Algorithm Selection and Hyperparameter Optimization. A different model of 
calibration process was carried out by using the Gaussian process (Franchini et al., 2019; 
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Peršić et al., 2021; Urban et al., 2015), Simple Logistic (Zheng et al., 2019) and Linear 
Regression (Iida et al., 2020; Koestoer et al., 2019). Based on their finding, the calibration 
range of the TDS sensor is within 200 ppm to 2000 ppm only. At the same time, the 
uncalibrated TDS sensor has a minimum of 57 and a maximum of 1756.92. 

In this paper, we propose a new TDS calibration method called Sectioned-Polynomial 
Regression (Sec-PR) to extend the measurement range of the TDS sensor over the 
specification by the manufacturer. We just considered the calibration range from 0 to 3000 
ppm in this research work. However, the Sec-PR calibration range can be extended to 
more than 3000 ppm, depending on applications. It is expected that Sec-PR will be able 
to provide a good calibration accuracy when compared to the existing methods, such as 
linear regression, multi-layer perception, and the Gaussian process. In addition, Sec-PR is 
expected to be implemented easily into the programming code of smart hydroponic systems.

METHODOLOGY

The methodology in this work can be divided into three phases: the initial experiment, 
mathematical analysis, and implementation of Sec-PR. For the initial experiment phase, 
an experiment was conducted to compare the TDS sensor and TDS meter readings over 
different concentrations of fertilizer. This step is very important to determine the trend 
of the TDS sensor and TDS meter reading used in the next phase. In this mathematical 
analysis phase, the Sec-PR calibration method is designed to make the TDS sensor reading 
the same as the TDS meter reading over a wide measurement range. Microsoft Excel was 
used during the design to analyze the calibration accuracy of Sec-PR. Modifications to 
the Sec-PR design can be optimized to achieve its best performance. The next phase is the 
process where Sec-PR is applied to the program code, and the performance of Sec-PR is 
determined in the actual experiment, which is the same experiment as in the first phase. 
The TDS sensor reading from the Sec-PR is compared with the TDS meter reading, and 
the accuracy of the reading is determined. After that, the result is verified with the findings 
from the second phase, which is a mathematical analysis. Furthermore, in this phase, the 
performance of Sec-PR is compared with the existing calibration methods of the TDS 
sensor.

Figure 1 shows the experiment configuration to measure a TDS sensor and a TDS meter 
reading over different concentrations of fertilizer. The experiment configuration consists 
of a TDS sensor, ESP 32 dev kit, laptop, 25-liter container as the tank, TDS meter, water, 
and fertilizer AB. The TDS sensor is dipped into the tank, and the other end is connected to 
the ESP32 dev kit, which is a microcontroller. ESP32 reads the TDS sensor continuously, 
and the reading is sent to the laptop using serial communication. Then, the reading can be 
viewed using a serial monitor window. The experiment begins with the container filled with 
6 liters of water. Then, the initial reading of the water in the tank, where no fertilizer has 
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been added, is measured using the TDS meter and TDS sensor. After that, add 1 ml of AB 
fertilizer into the tank using a syringe and stir the solution well. The TDS reading of the 
nutrient is measured again using the TDS meter and the TDS sensor. This step is repeated 
by adding another 1 ml of fertilizer AB for fifteen different points until the TDS value is 
about 3000 ppm. This experiment is repeated five times to increase the accuracy of the data.

TDS value indicates how many milligrams of soluble solids are dissolved in one 
liter of water. Usually, the higher the TDS value, the higher the number of soluble solids 
dissolved in water, which means the concentration of the fertilizer is high. Therefore, the 
TDS value represents one reference point to reflect the fertilizer concentration used widely 
in hydroponic farms. In this work, we used Gravity Analog TDS Sensors, a consumer-grade 
product available in the market at an affordable price. The Gravity Analog TDS sensor 
costs a hundred times cheaper when compared to an industrial-grade TDS sensor. The TDS 
sensor measures the electrical conductivity of the solution, R, and then ESP32 converts 
the sensor reading into the TDS value in ppm unit using Equation 1.

𝑇𝑇𝑇𝑇𝑇𝑇 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 = (133.42 × 𝑣𝑣3  − 255.86 × 𝑣𝑣2 + 8.57.39 × 𝑣𝑣) × 0.5 ppm  

𝑣𝑣 = 𝑅𝑅/(1.0 + 0.02 (𝑇𝑇 − 25.0)) 

 [1]

Where v is the compensation voltage calculated based on the sensor reading, R and 
temperature of the solution, T using Equation 2.𝑇𝑇𝑇𝑇𝑇𝑇 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 = (133.42 × 𝑣𝑣3  − 255.86 × 𝑣𝑣2 + 8.57.39 × 𝑣𝑣) × 0.5 ppm  

𝑣𝑣 = 𝑅𝑅/(1.0 + 0.02 (𝑇𝑇 − 25.0))       [2]

Figure 2 shows the TDS sensor reading and TDS meter reading for different 
concentrations of fertilizer from the initial experimental phase. The TDS sensor provides 
a nonlinear increase in TDS value. As fertilizer concentration increases, the increment of 

Figure 1. Experiment configuration
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TDS value is reduced significantly. As expected, the TDS meter reading increases linearly 
with the increase in the concentration of fertilizer. Based on the graph, both devices give 
the same reading at one TDS value of about 2040 ppm. Otherwise, the TDS sensor reading 
deviates from the TDS meter for other TDS values. For TDS values below 2040 ppm, the 
TDS sensor reading is higher than the TDS meter reading. For TDS values over 2040 ppm, 
the sensor reading is lower than the TDS meter reading. The average deviation of the TDS 
sensor reading from the TDS meter is equal to 243.4 ppm value. Based on the trend of the 
graph, the deviation of TDS sensor readings from the TDS meter becomes larger for TDS 
values more than 3000 ppm.  

Figure 2. TDS sensor and TDS meter reading over different concentrations of fertilizer

Sectioned-polynomial Regression of TDS Sensor Calibration

A simple way to calibrate the TDS sensor is to offset the TDS sensor reading to make it 
equal to the TDS meter reading. For example, if the TDS sensor reading is 1440 ppm and 
the TDS meter reading is 1671 ppm, offset by 231 ppm is added to the TDS sensor reading. 
Although it is a simple method, this calibration method is suitable for just one calibration 
point or a very small calibration range of TDS values. For any changes to the calibration 
setting of TDS values, the TDS sensor must be recalibrated. Another calibration method is 
to model the TDS sensor readings using linear regression. Linear Regression is the process 
of finding a line that best fits the data points available on the plot so that we can use it to 
predict output values for inputs that are not present in the data set we have, with the belief 
that those outputs would fall on the line (Hope, 2020). While the Least Squares Regression 
Line is the line that makes the vertical distance from the data points to the regression line 
as small as possible. It is called a “least square” because the best line of fit is one that 
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minimizes the variance (the sum of squares of the errors) (Karunasingha, 2022). Figure 3 
shows a line graph computed using linear regression for TDS sensor reading. Deviation 
from the TDS meter is 210 ppm, which is slightly better when compared to the original 
sensor reading, which is 243 ppm; however, the deviation value still can be considered 
high due to the non-linearity characteristic of the TDS sensor reading. Because of that, 
Sec-PR uses the polynomial regression model that fits into the TDS sensor reading with 
R2 equal to 0.9946.

Figure 3. Polynomial regression of TDS sensor reading

Sec-PR maps the TDS sensor reading with the TDS meter reading by dividing the 
graph into a few sections. The number of sections depends on the TDS sensor reading 
over different concentrations of fertilizer. The minimum number of sections is two and 
can exceed several sections required to achieve a wide calibration range with better 
accuracy. The total TDS sensor readings limit the number of sections. A higher number of 
sensors reading allows more sections to be created. Otherwise, a smaller number of sensor 
readings just allows a smaller number of sections. Table 1 shows the Sec-PR calibration 
algorithm. Each section is labeled as Si is numbered and represented by where i refers to 
the number of sections starting from 1 to n. It means that n is the total number of sections. 
The average ratio between yi and ys is calculated for each section and represented by 
Ri, which determines the calibrated value for the TDS sensor reading, TDScal. TDScal is 
computed by dividing the current TDS sensor reading, TDSsensor, with Ri, where TDSsensor 
must be within the minimum and maximum TDS value for the ith section, represented as 
mini and maxi, respectively. Equation of TDScal can be implemented easily in the coding 
by simply using the if-else-if or case function to determine which the current TDS sensor 
reading belongs to which section. 
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Let us consider Sec-PR with 3 sections, as shown in Figure 4. The total number of 
sections, n, equals 3, each labeled S1, S2, and S3. Range of TDS value for S1 is between and 
min1 = 98.2 ppm and max1 = 1309 ppm. Range of TDS value for S2 is between min2 = 1310 
and and max2 = 2081 ppm. Range of TDS value for S3 is between min3 = 2082 and max3 = 
2571 ppm. Then, Sec-PR calculates the average ratio between the polynomial regression of 
the TDS sensor with the TDS meter, Ri, for each section. The calculated results for R1, R2, 
and R3 are 1.54, 1.13, and 0.89. TDScal can be obtained by dividing the current TDS sensor 
reading with Ri. For example, if the current TDS sensor reading, TDSsensor, is 256 ppm, the 
reading falls into section S1. TDScal value is calculated by dividing 256 by 1.54, which equals 
166 ppm. Another example is if the current TDS sensor reading is 1500 ppm in section S2, 
the TDScal value becomes 1327 ppm, calculated by dividing 1500 by 1.13.  

Figure 4. Sec-PR for three sections

Table 1 
Sec-PR calibration algorithm

Sec-PR Algorithm
1 Parameters

n is the total number of sections
x is the volume of fertilizer

Si ith section
TDSmeter measured TDS value using the TDS meter

TDSsensor measured TDS value using the TDS sensor
TDScal calibrated TDS value from Sec-PR

yp = β0x + β1x + c the second-order polynomial regression line for the TDS sensor 
yp,i TDS sensor value on the polynomial regression line at ith section

mini is the minimum range of TDS value at ith section
maxi is the maximum range of TDS value at ith section
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RESULTS AND DISCUSSION

Figure 5 shows the TDS values of Sec-PR 
for the different number of sections over 
the different fertilizer volumes. Sec-PR (6 
sections) provides the best performance, 
with the TDS value being very close to 
the TDS meter. Sec-PR (6 sections) has 
recorded MAE and RMSE equal to 51.52 
and 62.37, respectively (Table 2). It is about 

Sec-PR Algorithm
2 Measure standard TDS meter reading

ys = msx + cs the linear line for TDS meter reading. 
3 Measure TDS sensor reading

yp = β0x + β1x + c the polynomial regression for TDS sensor reading
Divide TDS sensor reading into n section

4 Polynomial regression at ith section
yp,i = β0x + β1x + c
i = 1,2,3,4 ... ... , n

5 Mean ratio between TDS sensor value (on the line of the polynomial 
regression) and TDS meter for ith section, Ri

𝑅𝑅𝑖𝑖 = 𝑚𝑚𝑣𝑣𝑣𝑣𝑚𝑚 �
𝑦𝑦𝑝𝑝 ,𝑖𝑖(𝑥𝑥)
𝑦𝑦𝑠𝑠(𝑥𝑥) �  

6 Calculate the calibration value of the TDS sensor reading for ith section

𝑇𝑇𝑇𝑇𝑇𝑇𝑐𝑐𝑣𝑣𝑣𝑣  =
𝑇𝑇𝑇𝑇𝑇𝑇𝑠𝑠𝑣𝑣𝑚𝑚𝑠𝑠𝑠𝑠𝑠𝑠

𝑅𝑅𝑖𝑖
  , 𝑚𝑚𝑖𝑖𝑚𝑚𝑖𝑖 ≤ 𝑇𝑇𝑇𝑇𝑇𝑇𝑠𝑠𝑣𝑣𝑚𝑚𝑠𝑠𝑠𝑠𝑠𝑠 < 𝑚𝑚𝑣𝑣𝑥𝑥𝑖𝑖  

For n sections, the equation can be written as For 𝒏𝒏 sections, the equation can be written as  

𝑇𝑇𝑇𝑇𝑇𝑇𝑐𝑐𝑣𝑣𝑣𝑣  =

⎩
⎪
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎪
⎧  
𝑇𝑇𝑇𝑇𝑇𝑇𝑠𝑠𝑣𝑣𝑚𝑚𝑠𝑠𝑠𝑠𝑠𝑠

𝑅𝑅1
, 𝑚𝑚𝑖𝑖𝑚𝑚1 ≤ 𝑇𝑇𝑇𝑇𝑇𝑇𝑠𝑠𝑣𝑣𝑚𝑚𝑠𝑠𝑠𝑠𝑠𝑠 < 𝑚𝑚𝑣𝑣𝑥𝑥1

𝑇𝑇𝑇𝑇𝑇𝑇𝑠𝑠𝑣𝑣𝑚𝑚𝑠𝑠𝑠𝑠𝑠𝑠
𝑅𝑅2

, 𝑚𝑚𝑖𝑖𝑚𝑚2 ≤ 𝑇𝑇𝑇𝑇𝑇𝑇𝑠𝑠𝑣𝑣𝑚𝑚𝑠𝑠𝑠𝑠𝑠𝑠 < 𝑚𝑚𝑣𝑣𝑥𝑥2

𝑇𝑇𝑇𝑇𝑇𝑇𝑠𝑠𝑣𝑣𝑚𝑚𝑠𝑠𝑠𝑠𝑠𝑠
𝑅𝑅3

, 𝑚𝑚𝑖𝑖𝑚𝑚3 ≤ 𝑇𝑇𝑇𝑇𝑇𝑇𝑠𝑠𝑣𝑣𝑚𝑚𝑠𝑠𝑠𝑠𝑠𝑠 < 𝑚𝑚𝑣𝑣𝑥𝑥3
.
.
.
.

𝑇𝑇𝑇𝑇𝑇𝑇𝑠𝑠𝑣𝑣𝑚𝑚𝑠𝑠𝑠𝑠𝑠𝑠
𝑅𝑅𝑚𝑚

, 𝑚𝑚𝑖𝑖𝑚𝑚𝑚𝑚 ≤ 𝑇𝑇𝑇𝑇𝑇𝑇𝑠𝑠𝑣𝑣𝑚𝑚𝑠𝑠𝑠𝑠𝑠𝑠 < 𝑚𝑚𝑣𝑣𝑥𝑥𝑚𝑚

 

Table 1 (continue)

Table 2 
Mathematical calculation of MAE and RMSE for 
Sec-PR

Algorithm MAE RMSE
TDS Sensor 243.34 285.41
Polynomial Regression (PR) 301.12 415.71
Sec-PR (2 Sections) 141.06 182.26
Sec-PR (4 Sections) 66.60 84.99
Sec-PR (6 Sections) 51.52 62.37

a 78% improvement compared to the uncalibrated TDS sensor value, with MAE and RMSE 
equal to 243.34 and 285.41, respectively. Besides that, Sec-PR with a higher number of 
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sections provides better performance when compared to Sec-PR with a lower number of 
sections. That means Sec-PR (2 sections) provides the lowest performance with MAE 
and RMSE equal to 141.06 and 182.26, respectively, but still better when compared to the 
uncalibrated TDS sensor value.

Figure 5. TDS values of Sec-PR for different numbers of sections

Sec-PR was implemented in the experimental setup to determine its performance in the 
real environment. The findings of the experiment are shown in Figure 6. The graph shows 
that the performance of Sec-PR in the experiment is comparable with the mathematical 
analysis. Table 3 shows that Sec-PR has recorded MAE and RMSE equal to 79.94 and 
93.96, respectively, about a 67.8% improvement compared to the uncalibrated TDS value. 

Figure 6. Experimental results of Sec-PR for different numbers of sections
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The performance of Sec-PR is compared 
with other TDS sensor calibration methods 
(Table 4). Based on the literature, three 
calibration methods are considered for 
comparison: machine learning, Gaussian 
Process, and Multi-layer perception. The 
recorded MAE and RMSE values are taken 
directly from the literature. Sec-PR provides 

Table 3 
Experimental results of MAE and RMSE for Sec-PR

Algorithm MAE RMSE
TDS Sensor 254.16 292.82
Sec-PR (2 Sections) 117.09 161.02
Sec-PR (4 Sections) 82.34 97.80
Sec-PR (6 Sections) 79.94 93.69

comparable performances when compared to machine learning and multilayer perception. 
The RMSE value recorded by Sec-PR is just slightly higher when compared to machine 
learning and multilayer perception, which can be considered a variation in the different 
experimental setups. In terms of MAE, Sec-PR also gives comparable performance when 
compared to multilayer perception. Sec-PR and multilayer perception have recorded 
MAE equal to 79.94 and 40.6973, respectively. However, Sec-PR has recorded a better 
calibration accuracy when compared to Gaussian Process for both MAE and RMSE. Even 
though Sec-PR does not provide the best accuracy, Sec-PR covers a wider calibration range 
compared to other calibration methods.

Table 4
Comparison of Performance between Sec-PR and the existing calibration methods

Algorithm MAE RMSE Range
Sec-PR 79.94 93.69 0 to 3000 ppm
Machine Learning(Goparaju et al., 2021) - 27.93 0 to 400 ppm
Gaussian Process (Nguyen et al., 2018) 302.681 352.2483 0 to 2000 ppm
Multilayer perception (Nguyen et al., 2018) 40.6973 46.034 0 to 2000 ppm

CONCLUSION

Sec-PR is a calibration method of TDS sensor designed for smart hydroponic systems. 
Sec-PR aims to extend the limited measurement range of the TDS sensor and still provide 
a good accuracy of sensor readings. In addition, Sec-PR can be implemented easily into 
any programming code of smart hydroponic systems. Sec-PR computes a polynomial 
regression line for TDS sensor reading over different fertilizer concentrations collected 
from the initial experiment. In order to map the TDS sensor reading to the TDS meter 
reading, the graphs are divided into several sections. Then, the average ratio between the 
polynomial regressed TDS sensor value, and the TDS meter value is calculated for each 
section. This average ratio value is implemented in the program code that will be used to 
calculate the calibrated value of the TDS sensor. The actual TDS sensor reading is divided 
by the average ratio to ensure that the sensor reading becomes almost the same as the 
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TDS meter. The performance of Sec-PR was determined using mathematical analysis and 
verified using experiments. Sec-PR provides a good accuracy of about 91% compared to 
the uncalibrated TDS sensor reading of just 78% accuracy. Sec-PR has recorded MAE and 
RMSE equal to 59.36 and 93.69, respectively. Sec-PR provides a comparable performance 
with Machine Learning and Multilayer Perception method. However, Sec-PR provides 
better performance when compared to the Gaussian Process. For future work, Sec-PR can 
be implemented for other types of sensors.
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ABSTRACT 
The parameters that determine the removal of moisture content have become necessary 
in seaweed research as they can reduce cost and improve the quality and quantity of the 
seaweed. During the seaweed’s drying process, many drying parameters are involved, so it is 
hard to find a model that can determine the drying parameters. This study compares seaweed 
big data performance using machine learning algorithms. To achieve the objectives, four 
machine learning algorithms, such as bagging, boosting, support vector machine, and 
random forest, were used to determine the significant parameters from the data obtained 
from v-GHSD (v-Groove Hybrid Solar Drier). The mean absolute percentage error (MAPE) 
and coefficient of determination (R2) were used to assess the model. The importance of 
variable selection cannot be overstated in big data due to the large number of variables 
and parameters that exceed the number of observations. It will reduce the complexity of 
the model, avoid the curse of dimensionality, reduce cost, remove irrelevant variables, 
and increase precision. A total of 435 drying parameters determined the moisture content 
removal, and each algorithm was used to select 15, 25, 35 and 45 significant parameters. 

The MAPE and R-Square for the 45 highest 
variable importance for random forest are 
2.13 and 0.9732, respectively. It performed 
best, with the lowest error and the highest 
R-square. These results show that random 
forest is the best algorithm to decide the vital 
drying parameters for removing moisture 
content. 

Keywords: Big data, drying, machine learning, 

seaweed, variable selection
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INTRODUCTION

Globally, the demand for food is increasing every day. The United Nations world population 
index predicts that by 2050, there will be 9.7 billion people on the planet (Namana et al., 
2022). The demand for food will increase due to the rate of population growth and the effect 
of COVID-19. Rahimi et al. (2022) stated that COVID-19 affected the treatment of animals, 
while the lockdown affected the production of food and the supply of labour. Bajan et al. 
(2020) stated that world population growth comes with increased food production demand. 
It is essential to increase production, which involves increasing energy consumption to 
meet this demand. The need to meet the demand for food products and the food market is 
necessary (Safronova et al., 2022). Food is a security to the survival of human beings, and 
the hunger problem needs to be solved with a breakthrough in biotechnology (Prosekov & 
Ivanova, 2018). By 2050, the world should be prepared to feed over 9 billion people (Cole 
et al., 2018). To feed the increasing population, drying or preserving food is an important 
alternative that can be considered to preserve the nutritional value and quality of food.

Drying food involves the removal of moisture from the food. Solar driers dry many 
products, especially aquaculture and agriculture (Javaid et al., 2020). Nuroğlu et al. (2019) 
have used “drying in an oven under the magnetic field” and “drying under the sun and 
magnetic field” to dry grape samples and chilli pepper. From the results, the chilli pepper 
was the most contaminated when the traditional drying method was used. In East Africa, 
the rate of loss of farm produce is high due to the use of sun drying. The authors provided 
a prototyped modified solar dryer as another option. Multiple metallic solar panels were 
used to boost the drying performance of the solar drier (Ssemwanga et al., 2020).

The global seaweed industry provides diverse products directly or indirectly for 
human consumption, with a total value of approximately US$ 10 billion a year (Bixler 
& Porse, 2011). Malaysia's seaweed production grew from 1,000 metric tons in 1991 to 
14,000 metric tons in 2009; in 2012, it was 33,000 metric tons. It is anticipated to continue 
growing exponentially over the next 30 years. The nursery, cultivating, drying, harvesting, 
processing, and marketing are a few processes involved in the carrageenan-bearing seaweed 
sector. Managing harvested seaweed biomass is essential to the carrageenophyte industry's 
entire value chain. It is important to understand the drying process for foods (Ali, Fudholi 
et al., 2017; Ali, Sulaiman et al., 2017). Seaweeds are very important to marine resources 
and are found in coastal waters. Seaweeds are very beneficial to human beings and fish. 
Seaweeds can be used as food, fertilizer, cosmetics, biofuel and medicine (Echave et al., 
2022; Pradhan et al., 2022).

Machine learning variable selection has been used by many authors (Ali et al., 2021; 
Arjasakusuma et al., 2020; Gunn et al., 2022; Meyer et al., 2019). Application of the 
important variables will improve accuracy, reduce overfitting, and ensure robustness. Lim 
et al. (2020) used ridge regression to determine the drying parameters of fish and included 
the interaction terms.
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As the dimensions of datasets in predictive modelling continue to grow, feature 
selection becomes increasingly practical. Datasets with complex feature interactions and 
high levels of redundancy still present a challenge to existing feature selection methods. 
Variable selection is becoming useful, and the dimensions of data, complexity, volume, 
interactions, heterogeneity, and the number of irrelevant variables make it a problem 
for traditional methods. A machine-learning algorithm can model complicated patterns 
(Solyali, 2020). 

To fill the gap in the existing literature, a comparison of performance and evaluation 
of seaweed big data using four machine learning algorithms, such as bagging, boosting, 
support vector machine and random forest, will be evaluated.

MATERIALS AND METHODS 
Model Building

Knowing the important parameters that determine the moisture content of the seaweed after 
drying is important. We combined the second-order interaction with the main 29 seaweed 
drying parameters to get 435 drying parameters, to develop an intelligent system. All 435 
parameters determine the moisture content of the seaweed after drying. With this limitation, 
we have 435 parameters to predict the moisture content of seaweed after drying. Therefore, 
we selected 15, 25, 35, and 45 as the most important variables, and boosting, bagging, 
random forest, and support vector machines will be used as the algorithms. The system for 
drying has already been designed and data collected, but no optimization has been done. 
The flowchart in Figure 1 shows the procedure and the methodology used in this study.

Stage I
It involves the inclusion of all possible models.

                                  (1)

where n is the number of single factors, and r is the number of orders. Equation 1 can 
compute the total number of all possible models.

Stage II 
It requires simulation using random forest, boosting, support vector machine, and bagging 
machine learning algorithms to model the data. Each machine learning algorithm is then 
used to select the 15, 25, 35 and 45 highest important variables to determine the moisture 
content removal of the seaweed after drying. If the parameters are significant and satisfy 
the conditions, they will be imposed in the optimization. Otherwise, it will be removed. 
Features selection can only provide the rank of relevant variables and not the number of 
significant factors, and there is no rule for determining how many parameters should be 
used in a prediction model (Chowdhury & Turin, 2020; Drobnič et al., 2020; Kaneko, 
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2021). Hence, if the parameters do not rank among the 15, 25, 35, and 45 highest important 
variables, they will be removed from the model.

Stage III
The prediction must be made to achieve the objectives further, and the errors must be 
calculated. The outliers are also computed using 2 - sigma limits. Outliers are observations 
far from the measures of location (Leys et al., 2019). The best model is selected using 
mean absolute percentage error (MAPE) and coefficient of determination (R-square) metric 
validation. 

                                          (2)

Where n is the number of observations, is the actual value, and is the forecast value.

                                      (3) 

Where is the actual value, and is the forecast value.

The metrics were used to assess the model. The formulae for the model metric 
validations are given in Equations 2 and 3. The lower the MAPE, the better the prediction 
accuracy. The higher the R-square, the better the prediction accuracy. 

Figure 1. Flowchart of the steps for the study

Start

Collection of data from v-Groove Hybrid Solar Drier

Stage I Stage II Stage III
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second order 
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Run simulation, best model, random forest, 
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Boosting

Boosting is an ensemble machine learning modelling technique that can create a powerful 
classifier from a huge number of weak classifiers. Boosting can be used to improve the 
precision of a machine-learning algorithm. Rahman et al. (2020) stated that boosting 
algorithms use the training observations that end up in misclassifications. Boosting 
algorithms use the weight of the samples of the weak classifiers depending on the precision 
of the preceding boosting rounds (Alsahaf et al., 2022). Boosting is to measure the errors 
in the predecessors of the classifier, which makes it sensitive to outliers. It cannot be 
scaled- up since the estimator relies on the accuracy of the past predictors. Given the 
matrix of explanatory variables and the dependent variable vector 

. In the regression coefficients vector , the value of the predicted response 
variable is represented by , and the residuals are denoted by . The LSB 
(ε) denotes the least squares for the boosting. The LSB (ε) in regression produces models 
with interesting statistical properties (Freund et al., 2017). LSB (ε) algorithm is expressed 
as follows according to Freund et al. (2017) and Friedman (2001).

Algorithm: LSB (ε)
Fix the rate of learning ε > 0; the rate of learning is the rate at which the coefficients 
produced by LSB (ε) converge to the group of the unregularized least square solutions, 
and the iterations number M and initialize the and .

1. Do the following for 0 ≤ k ≤ M, do the following:
2. Determine the covariate index jk and  as shown below:

, where

, for m = 1,2, ... , p. 

3. Update the residuals and coefficients of regression as follows:

and ,  

Furthermore, the LSB algorithm at the kth iteration selects the covariate index jk, leading to 
the maximal decrease in the fit of the univariate regression to the present residuals. Suppose 
the represents the best fit for the univariate regression to the present residuals. In 
that case, LSB will update the residuals and the coefficients of the 
jk th: to minimize the error.

Bagging

Bagging is an ensemble machine-learning technique that can improve the accuracy and 
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performance of machine-learning algorithms. A common integration technique known as 
bagging generates numerous copies of the training set using a bootstrapping procedure, 
which is then utilized to train several models (Yang et al., 2020). Bagging apply comparable 
learners to tiny sample populations before calculating the average of all the forecasts (Kabari 
et al., 2019). Bagging can improve the accuracy of a model, reduce overfitting of data, and 
deal with data of higher dimensionality effectively. However, bagging is computationally 
expensive. 

Consider a regression setup where the data is represented by , and 
Yi and Xi represent the p-dimensional variables for the ith instance. In the presence of a 
new independent variable or covariate x, a dependent variable for , the 
response variable that corresponds to x can be represented by: 

The estimator could be a learning algorithm or complex model, for instance, a linear 
regression via testing, classification, and regression trees. The hn denotes the function of 
the sample n.
Theoretically, bagging is defined as:

i. Build a bootstrap sample  based on the practical 
distribution of the pairings .

ii. Using the plug-in principle to determine the bootstrapped forecaster , which 
is, .

iii. is the bagged predictor.

The bootstrap expectation in step (III) can be applied by Monte Carlo: Start with step (I) for 
every bootstrap simulation , to approximate , we compute 

as in step II, is frequently chosen in the range of 50, depending on 
the sample size and computational cost related with assessing the predictor. The plug-in 
principle is used in bootstrapping by estimating the population's distribution from the 
information in the sample distribution.

Random Forest (RF)

RF can be defined as a combination of many classification and regression trees (CARTs), and 
the aim is to solve the problem of overfitting in individual CART (Georganos et al., 2021). 
Given that is a learning set with a group of  pairs of features, with the response x1, x2, 
..., xn if . A group of p-features xi (for i = 1,2, ..., N) is an N × p matrix X, in which the 
rows i = 1,2, ..., N relates as xi, with columns j = 1,2, ..., p as xj. Similarly, the response can 
be written as a vector y = (y1, y2, ..., yN). In this scenario, the supervised learning job can be 
indicated as learning the function  from the learning set . The goal is to 
develop a model whose predictions for the variable , represented by , are as precise 
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as possible. In this situation, the Y variable must be continuous. The results of the model 
can be described as follows, given that the regressor function represents , in which 

. During the statistical learning process, the explanatory variables, X1, X2, ... , Xp and 
the response variable Y, are random variables, and the values X × Y are selected collectively 
in respect of the joint probability distribution P (XY), the X is the vector of random [X1], 
[X2], ..., [Xp]. RF can handle large data effectively and has high precision over decision 
tree algorithms. However, more resources are needed for computation, and it takes more 
time when compared to a decision of the tree algorithm.

Algorithm:
For b = 1 to n

1. Create a bootstrapped sample from the training set D.
2. Grow the tree by using the m from the bootstrapped sample .

For a specific mode
i. Select m variables randomly.
ii. Identify the top split variables and values.
iii. Divide a node using the top divided variables and values.

Replicate steps 1–3 till the stopping conditions are satisfied.

Support Vector Machine (SVM)

SVM is popularly used to solve regression and classification problems. SVM has the 
capacity to discover nonlinear connections by using kernel function (Rashidi et al., 2019). 
Given , X denotes the pattern space of the inputs 
( ) . 

From Cortes and Vapnik (1995), by comparing the standard Gaussian regression 
with the squared error loss function is minimized with the loss for observations i given as 

.
However, in support vector regression, the ε- insensitive loss function is minimized, and 
any loss lesser than ε is set to 0. Outside that bound, a simple linear loss function is applied 
in Equation 4:

       (4)

For instance, suppose f(x) is a linear function . Equation 5 represents 
the loss function given as:

         (5)
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The is the tuning parameter and can be written as the constrained optimization problem: 
minimize , subject to the constrain in Equation 6:                                          

          (6)

If observations do not lie within the band around that regression line, then there is no 
solution to the problem. The slack variables and are used; this allows the observations 
to fall outside the ε band around that regression line.

Minimize:                                           (7)

Subject to                                          (8)

The equation to minimize is shown in Equation 7, and the constraint is provided in Equation 
8. However, before, K > 0 regulated how strong it is to prevent observations beyond the 
ε band.

Evaluation Metric

MAPE is widely used because it is easy to interpret and due to its scale-independency 
(Kim & Kim, 2016). 

R2 is the proportion of variance in the dependent variable that can be predicted from a 
set of independent variables. R2 lies between 0 and 1. Moreover, the value determines the 
performance of the model (Chicco et al., 2021; Gouda et al., 2019; Ibidoja et al., 2016). 

The MAPE and R-square are very useful for validating a model. The MAPE is the 
average difference between predicted and real values. In this study, MAPE is the average 
percentage error between the moisture content of the seaweed predicted by the model and 
the real value. The lower the MAPE, the better the model fits the data. R-square is the 
amount of variance in the dependent variable that the independent variable can describe. 
The higher the R-square value, the better the dependent variable can be explained. The 
R-square is also called the coefficient of determination; it is the quantity of variability in 
a variable explained by changes in the other variable. For a high precision in the model, 
we expect the error to be small and is the loss function for regression in machine learning 
(Jierula et al., 2021).  

DATA COLLECTION

We used primary data on seaweed drying obtained using a v-groove hybrid solar drier. The 
data was collected using sensors installed on the v-GHSD (v-Groove Hybrid Solar Drier) 
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in Semporna, Malaysia, on the southeastern coast of Sabah. The data contains 29 different 
drying parameters that determine the moisture content of the seaweed, and each parameter 
has 1914 observations. The dependent variable is the moisture content after drying. We 
have different parameters that represent different relative humidity. Another parameter is 
the sun, and the remaining parameters are the temperature.

Figure 2. v-GHSD (v - Groove Hybrid Solar Drier)

Figure 2 represents the v-GHSD (v - Groove Hybrid) solar drier used to dry the seaweed 
and remove moisture. It also shows the positions of the parameters that determine the 
moisture content removal of the seaweed. The sensors are placed in strategic positions to 
measure the data. From Table 1, the T’s are the temperature, Y is the moisture content, H’s 
are the humidity, and PY is the solar radiation.

Table 1 
Representation of parameters

Symbols Factors Meanings
Y Dependent Moisture Content

H1 Independent Relative Humidity Ambient
H5 Independent Relative Humidity Chamber
PY Independent Solar Radiation
T1 Independent Temperature (°C) ambient

T2, T3, T4 Independent Temperature (°C) prior to entering the solar collector
T5 Independent Temperature (°C) in opposite the down v-Groove

(Solar Collector)
T6, T8 Independent Temperature (°C) in front of the up v-Groove

(Solar Collector)
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RESULTS AND DISCUSSION

Tables 2, 3, 4, and 5 show the variables selected for 15, 25, 35 and 45 for bagging, boosting, 
support vector machine, and random forest, respectively.

Table 2 
The 15 highest variable importance

Model Selected Variables

Bagging T1, T4, T7, T8, T1*T8, T1*H5, T3*T12, T6*H1, T9*T13, T11*T15, 
T12*T28, T14*T22, T19*T21, T22*T26, T26*T27

Boosting T1, T7, H1, H5, T9*PY, T25*T28, H1*H5, T10*H5, T13*T28, T28*T29, 
T10*H1, T7*H1, T26*T28, T12*H1, T2*T7

Support
Vector Machine

T15, T16, T25, T26, T2*T8, T6*T8, T6*T10, T7*T10, T8*T17, T9*H5, 
T12*PY, T13*T17, T19*H5, T21*H5, T26*H5

Random Forest T8, T2*T6, T1*T6, T6*T13, T21*H5, T19*H5, T7*T9, T22*H5, 
T6*T29, H5*PY, T7*H1, T8*H5, T26*H5, T8*H1, T1*T2

Table 3 
The 25 highest variable importance

Model Selected Variables
Bagging T1,T4,T6,T7,T8,T9,T26,T1*T4,T1*T5,T1*T8,T1*H5,T2*T22,T3*T12,T3*P

Y,T4*T22,T6*H1,T6*H5,T9*T13,T10*PY,T11*T15,T12*T28,T14*T22,T19*
T21,T22*T26,T26*T27

Boosting T1,H1,H5,T7,T9*PY,T25*T28,H1*H5,T10*H5,T13*T28,T28*T29,T10*H1,
T7*H1,T26*T28,T12*H1,T2*T7,T10*PY,T6*T7,T8*H1,T11*PY,T8*PY,T1*
T4,T3*T5,T9*T21,T5*T26,T6*H5

Support 
Vector 
Machine

T15,T16,T25,T26,T28,T1*T17,T2*T8,T3*T17,T6*T8,T6*T10,T7*T10,T8*T
17,T9*H5,T10*H1,T11*PY,T12*PY,T13*T17,T15*T16,T15*T25,T19*T22,T
19*H5,T21*H5,T25*T28,T26*H5,T27*H5

Random 
Forest

T7, T8, H1, T1*T2, T1*T6, T1*T7, T1*T9, T2*T6, T2*T7, T2*T13, T6*T13, 
T6*T29, T7*T9, T7*H1, T8*H5, T8*H1, T14*H5, T19*H5, T21*H5, 
T22*H5, T25*H5, T26*H5, H1*PY, H1*H5,  H5*PY

Table 4
The 35 highest variable importance

Model Selected Variables
Bagging T1, T4, T6, T7, T8, T9, T22, T26, PY, T1*T4, T1*T5, T1*T8, T1*H5, T2*T22, 

T3*T12, T3*PY, T4*T22, T5*T11, T5*T28, T6*H1, T6*H5, T6*PY, T7*T22, 
T7*PY, T8*T9, T9*T13, T10*T19, T10*T27, T10*PY, T11*T15, T12*T28, 
T14*T22, T19*T21, T22*T26, T26*T27
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Table 4 (Continue)

Model Selected Variables
Boosting T1, T7, T8, T9, H1, H5, PY, T9*PY, T25*T28, H1*H5, T10*H5, T13*T28, 

T28*T29, T10*H1, T7*H1, T26*T28, T12*H1, T2*T7, T10*PY, T6*T7, 
T8*H1, T11*PY, T8*PY, T1*T4, T3*T5,
T9*T21, T5*T26, T6*H5, H5*PY, T6*H1, H1*PY, T23*H5, T4*T5, T14*H5, 
T2*T28

Support 
Vector 
Machine

T12, T15, T16, T25, T26, T28, T1*T17, T2*T5, T2*T8, T2*T17, T3*T17, 
T3*T23, T4*T17, T5*T19, T6*T8, T6*T10, T7*T10, T7*T16, T7*T17, 
T8*T17, T8*T28, T9*H5, T10*H1, T11*T14, T11*PY, T12*PY, T13*T17, 
T15*T16, T15*T25, T19*T22, T19*H5, T21*H5, T25*T28, T26*H5, T27*H5

Random 
Forest

T2, T7, T8, T9, H1, T1*T2, T1*T6, T1*T7, T1*T9, T1*T13, T2*T6, T2*T7, 
T2*T13, T5*T9, T6*T8, T6*T9, T6*T13, T7*T9, T7*H1, T7*PY, T8*H1, 
T8*H5, T8*PY, T9*H5, T10*H5, T11*H5, T14*H5, T15*H5, T19*H5, 
T21*H5, T22*H5, T25*H5, H1*H5, H1*PY, H5*PY

Table 5
The 45 highest variable importance

Model Selected Variables
Bagging T1, T4, T6, T7, T8, T9, T10, T14, T22, T26, PY, T1*T2, T1*T4, T1*T5, T1*T8, 

T1*T10, T1*H5, T2*T22, T3*T12, T3*PY, T4*T22, T5*T11, T5*T28, T6*T15, 
T6*H1, T6*H5, T6*PY, T7*T22, T7*PY, T8*T9, T9*T13, T9*T23, T10*T19, 
T10*T27, T10*PY, T11*T15, T11*T16, T11*T17, T12*T25, T12*T28, 
T14*T22, T14*T23, T19*T21, T22*T26, T26*T27

Boosting T1, T7, T8, T9, H1, H5, PY, T1*T4, T2*T7, T2*T28, T3*T5, T4*T5, T5*T25, 
T5*T26, T6*T7, T6*H1, T6*H5, T7*T12, T7*H1, T7*H5, T8*H1, T8*PY, 
T9*T21, T9*T26, T9*H5, T9*PY, T10*T23, T10*H1, T10*H5, T10*PY, 
T11*PY, T12*H1, T12*H5, T13*T28, T14*H5, T23*H5, T25*T28, T25*T29, 
T26*T28, T26*T29, T26*H5, T28*T29, H1*H5,  H1*PY, H5*PY

Support 
Vector 
Machine

T12, T15, T16, T25, T26, T28, PY, T1*T5, T1*T6, T1*T17, T2*T5, T2*T6, 
T2*T8, T2*T17, T3*T5, T3*T17, T3*T23, T4*T5, T4*T17, T5*T13, T5*T19, 
T6*T8, T6*T10, T7*T10, T7*T16, T7*T17, T8*T17, T8*T28, T9*T23,T9*H5, 
T10*T23, T10*H1, T11*T14, T11*T22, T11*PY, T12*PY, T13*T17, T15*T16, 
T15*T25, T19*T22, T19*H5, T21*H5, T25*T28, T26*H5, T27*H5

Random 
Forest

T2, T7, T8, T9, H1, T1*T2, T1*T6, T1*T7, T1*T9, T1*T13, T1*H1, T2*T6, 
T2*T7, T2*T9, T2*T13, T3*T8, T3*H1, T4*T8, T4*H1, T5*T9, T6*T7, 
T6*T8, T6*T9, T6*T13, T7*T9, T7*H1, T7*PY, T8*H1, T8*H5, T8*PY, 
T9*H5, T10*H5, T11*H5, T13*H1, T14*H5, T15*H5, T16*H5, T19*H5, 
T21*H5, T22*H5, T23*H1, T25*H5, H1*H5, H1*PY, H5*PY
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Table 6 is a four-dimensional results summary of the single factor the machine learning 
algorithms selected for the 45 high-ranking variables. Bagging and boosting have 4 single 
factors in common, bagging and SVM have 2 single factors in common, and bagging and 
random forest have 3 single factors in common for the first 45 highest important significant 
factors that determine the moisture content of the seaweed. For every machine learning 
algorithm, 11 (24.4%), 7 (15.6%), 7 (15.6%), and 5 (11.1%) single parameters are selected 
for bagging, boosting, support vector machine, and random forest, respectively. Bagging 
selects the highest number of single variables.  

Table 6
Number of single variables for the 45 selected single factors for each machine learning algorithm

Bagging Boosting SVM Random Forest
Bagging 11 4 2 3
Boosting 4 7 - 4
SVM 2 - 7 -
Random Forest 3 4 - 5

Table 7 is a four-dimensional results summary of the second-order factors the machine 
learning algorithms selected for the 45 high-ranking variables. Bagging and boosting have 
4 second-order factors in common, bagging and SVM have 2 second-order factors in 
common, and bagging and random forest have 2 second-order factors in common. Random 
forest and boosting have the highest number of second-order factors of 11 in common with 
the factors selected. For the interaction, bagging, boosting, support vector machine and 
random forest selected, 34 (75.6%), 38 (84.4%), 38 (84.4%), and 40 (88.9%). 

Table 7
Number of similar variables for the 45 selected interaction factors for each machine learning algorithm

Bagging Boosting SVM Random Forest
Bagging 34 4 2 2
Boosting 4 38 7 11
SVM 2 7 38 6
Random Forest 2 11 6 40

The high number of interaction variables selected showed how important it is to 
consider the interaction in the moisture content removal of agricultural products. The results 
of the interaction are also supported by the results of (Javaid et al., 2019).
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Figure 3. Variable importance for (a) 45, (b) 35, (c) 25, and (d) 15 random forest
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Figure 3 shows the plot of the variable importance of the selected 45, 35, 25, and 
15 parameters of the seaweed big data using the random forest algorithm. We used the 
randomForest and caret packages in the R programming language to achieve this. It reveals 
how important the variable is in determining the moisture content removal of the seaweed. 
The five most important factors are the parameters T2*T6, T1*T6, T6*T13, T21*H5, and 
T19*H5. T2*T6 and T1*T6 rank at the top for the factors.

Figures 4 to 7 show the standardized residual plots of random forest, support vector 
machine, bagging and boosting, respectively. Each algorithm produced different patterns 
of plots. Likewise, there were differences when the number of parameters 15, 25, 35 and 
45 selected were compared for each algorithm. It also shows the upper and lower control 
limits to identify outliers. The percentage of outliers is calculated using the number of 
observations outside the 2-sigma limit.
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Figure 4. Plot for standardized residuals for (a) 15, (b) 25, (c) 35 and (d) 45 high-ranking variables for 
random forest 
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Figure 5. Plot for standardized residuals for (a) 15, (b) 25, (c) 35 and (d) 45 high-ranking variables for support 
vector machine
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Figure 7. Plot for standardized residuals for (a) 15, (b) 25, (c) 35 and (d) 45 high-ranking variables for 
boosting 

Table 8 shows the evaluation metrics for the 15, 25, 35 and 45 highest important 
ranking variables. The 45 highest-ranking important variables for random forest have 
the value of MAPE (2.13) and R-Square (0.9732), which gave the best performance. It is 
similar to Chen et al.  (2020), where random forest performed better than the support vector 
machine. With these results, random forest is the best to determine the moisture content 
removal of the seaweed. MAPE (2.13) represents the average percentage error between 
the moisture content removal of the seaweed predicted by the model and the real value. 
Sumari et al. (2021) assert that if MAPE is less than 10, it is high prediction accuracy. The 
value R-square (0.9732) implies that the selected drying parameters can explain 97.32% 
of the dependent variable moisture content variance. 

Table 8
Evaluation metrics
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High 
Ranking 
Variables

Bagging Boosting Support Vector
Machine

Random Forest

MAPE R2 MAPE R2 MAPE R2 MAPE R2

15 12.26 0.7284 8.17 0.5310 8.61 0.8348 2.46 0.9638
25 9.78 0.8270 8.70 0.5544 7.98 0.8691 2.33 0.9671
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Table 8 (Continue)

High 
Ranking 
Variables

Bagging Boosting Support Vector
Machine

Random Forest

MAPE R2 MAPE R2 MAPE R2 MAPE R2

35 8.41 0.8669 8.18 0.5368 7.57 0.8758 2.18 0.9715
45 8.15 0.8767 8.20 0.5570 8.61 0.8348 2.13 0.9732

Table 9
Percentage of outliers outside 2 - sigma limits

Model
The Highest Variable Importance

15 25 35 45
μ ± 2σ (%) μ ± 2σ (%) μ ± 2σ (%) μ ± 2σ (%)

Random Forest 123(6.43%) 119(6.22%) 99(5.17%)  92(4.81%)
SVM 106(5.54%) 89(4.65%) 79(4.13%) 80(4.18%)
Bagging 81(4.23%) 84(4.39%) 77(4.02%) 73(3.81%)
Boosting 185(9.67%) 152(7.94%) 171(8.93%) 165(8.62%)
The number outside and inside the parentheses are the number of outliers and the percentage 
of outliers for the 2-sigma limit, respectively.

Table 9 shows the number of outliers with their percentages using the 2- sigma limits. 
Data can have outliers due to factors that cannot be controlled, and these outliers will 
affect the prediction accuracy (Lim et al., 2020; Rajarathinam & Vinoth, 2014). For 15 
important variables, boosting has the highest number of outliers, with 185. It represents 
less than 10% of the total observations. For the 25 highest important variables, boosting 
has the highest number of outliers, with 152 observations. It represents less than 8% of the 
total observations. Of the 35 highest important variables, boosting has the highest number 
of outliers, with 171 observations. It represents less than 9% of the total observations. Of 
the 45 highest important variables, boosting has the highest number of outliers, with 165 
observations. It represents less than 9% of the total observations. Although the random 
forest has one of the highest outliers, it performs better. This result also aligns with (Liu et 
al., 2018), where random forest performed better with uncertainties and variances.

CONCLUSION 

This study computed the total number of all possible models to achieve the objectives. 
Random forest, boosting, support vector machine, and bagging machine learning algorithms 
were used to model the data. The 15, 25, 35 and 45 highest important variables were 
selected to determine the moisture content removal of the seaweed big data after the 
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drying. The errors and outliers were computed using metric validation and 2-sigma limits. 
The percentage representing the interaction parameters has shown how important it is to 
determine the moisture content removal of seaweed because the interaction parameters 
selected by the algorithms are more than the single parameters. From the results, the 
random forest with 45 highest variable importance gave better results when compared to the 
bagging, boosting and support vector machine. The values of MAPE (2.13) and R-Square 
(0.9732) gave the best performance. With these results, an intelligence system based on 
random forest is the best algorithm to determine the important drying parameters for the 
moisture content removal of the seaweed with the lowest error.

A few batches of experiments can be used to confirm these results for future work. 
Missing value implications can also be investigated.
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ABSTRACT

Synthesis parameters are of utmost importance for controlling the particle sizes of cellulose 
beads. This study aims to investigate the effects of synthesis parameters e.g., stirring speed 
(250–1250 rpm), surfactant concentrations (0.5–6.0% w/v), cellulose concentrations (1–5% 
w/v), and reaction temperature (30-100°C) on the particle sizes for micron-sized cellulose 
beads (µCBs) as well as other parameters e.g. the volume (1.0 mL) and concentration 
(0.1–1.0% w/v) of cellulose for nanosized (nCBs) cellulose beads using the response 
surface methodology (RSM). A total of 27 runs were conducted applying RSM based on the 
central composite design approach with Minitab-19. Cellulose concentrations were shown 
to have the most significant effect on both µCBs and nCBs. Under optimized conditions, the 
minimum and maximum mean particle size of µCBs that could be achieved were 15.3 µm 
and 91 µm, respectively. The predicted mean particle size for nCBs was obtained at 0.01 nm 
as the smallest and 200 nm as the biggest particle size under the optimum conditions. This 
study envisages that RSM and experiments for targeted applications such as biomedicine 
and agriculture could optimize the particle sizes of cellulose beads. 

Keywords: Cellulose beads, controlled particle 
sizes, microbeads, nanobeads, response surface 
methodology

INTRODUCTION

Cellulose fibers have attracted tremendous 
interest as a precursor material for the 
synthesis of micro-beads and nanobeads 
due to their vast availability, renewability, 
cost-effectiveness, biocompatibility, 
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biodegradability (Balart et al., 2021; Gericke et al., 2013; Jampi et al., 2021; Kalia et al., 
2011; Xu & Cho, 2022). Cellulose fibers can be isolated from various cellulosic wastes such 
as cotton, sawdust, and printed paper (Pang et al., 2011, 2018; Voon et al., 2016). Cellulose 
beads in nano and micron sizes have a high potential to be used in various technological and 
biomedical applications such as solid support, ion exchange, and water treatment (Alazab 
& Saleh, 2022; Saleh, 2021), protein immobilization (Califano et al., 2021; Culica et al., 
2021; Guo et al., 2021) and delayed drug release (Gülsu & Yüksektepe, 2021; Ho et al., 
2020; Mohan et al., 2022), slow-release fertilizer (França et al., 2021; Gomes et al., 2022; 
Machado et al., 2022), dye removal (Hamidon et al., 2022; Harada et al., 2021; Meng et 
al., 2019) and heavy metal removal (Du et al., 2018; Hu et al., 2018; Liu et al., 2021) due 
to their versatility and eco-friendliness (Carvalho et al., 2021).

Many researchers have attempted the water in oil microemulsion and nanoprecipitation 
methods to synthesize µCBs and nCBs, respectively. Water in oil (W/O) microemulsion is 
thermodynamically more stable than oil in water by protecting the water-soluble molecules 
inside a continuous oil phase (Li et al., 2022; Russell-Jones & Himes, 2011; Song et al., 
2020). Surfactant is crucially needed in forming microemulsion (Li et al., 2018). Owing to 
their adequate cutaneous tolerance, low irritation potential, and less toxicity than anionic 
surfactants, non-ionic surfactants are preferable, such as sorbitan monooleate, Span 80 as 
attributed to its biodegradability, biocompatibility, and safe to use in food, cosmetic as 
well as drug production (Conforti et al., 2021; Lechuga et al., 2016; Roque et al., 2020).

Nanoprecipitation is a straightforward and versatile method that involves the complex 
interaction between mixing, supersaturation, nucleation, and particle growth (Tay et al., 
2012). Thanks to its simplicity and reproducibility, this process is greatly explored to 
synthesize nanoparticles (Yan et al., 2021). Response surface methodology (RSM) has 
been widely adopted as it helps achieve optimal conditions with a minimum number of 
trials (Karri et al., 2018; Sebeia et al., 2021; Shahnaz et al., 2020). Several studies have 
demonstrated that the RSM method is a very effective and versatile method for determining 
the effects of multiple synthesis parameters on the morphology and properties of the 
synthesized products (Allouss et al., 2019; Chin et al., 2021; Jancy et al., 2020; Lee & 
Patel, 2022; Pal et al., 2022; Wu & Hu, 2021).

The synthesis parameters profoundly affected the particle sizes of the µCBs and nCBs 
(Chin et al., 2018; Voon et al., 2015, 2017b). However, without a proper understanding of 
the underlying mechanisms between each synthesis parameter and the particle sizes, it is 
very challenging to precisely and consistently control the particle sizes of the µCBs and 
nCBs. Therefore, a systematic study of the effect of synthesis parameters on the particle 
sizes for µCBs and nCBs by both the experimental method and the RSM is of utmost 
importance to allow precise control of their particle sizes for targeted applications. In this 
study, the effects of synthesis parameters on mean particle size for µCBs and nCBs were 
investigated and optimized using the RSM. 
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MATERIALS AND METHODS

Materials and Reagents

Paper wastes were obtained from Universiti Malaysia Sarawak, particularly on the campus of 
Faculty Resource and Science Technology. Chemical substances such as sodium dihydrogen 
phosphate or NaH2PO4 (Sigma Aldrich), alpha-cellulose (Sigma Aldrich), as well as disodium 
hydrogen phosphate or Na2HPO4 (Sigma Aldrich) were obtained. Procurement was made 
for hydrochloric acid or HCl (Merck), sodium hydroxide or NaOH (Merck), urea (Merck), 
thiourea (Merck), sorbitan oleate or known as Span 80 (Merck), paraffin oil (Merck), absolute 
ethanol (Merck), as well as sodium dodecyl sulfate or SDS (Merck). No further purification 
was needed for every chemical applied. Phosphate buffer saline solution, PBS, was prepared 
using sodium dihydrogen phosphate, NaH2PO4 (1.0 M), and disodium hydrogen phosphate, 
Na2HPO4 (1.0 M) solutions. Ultrapure water (~18.2 MΩ·cm, 25°C) was obtained from the 
Water Purifying System (ELGA, Model Ultra Genetic).

Extraction of Cellulose Fibres

The extraction of cellulose fibers from paper waste was based on our published methods 
(Voon et al., 2016, 2017a, 2017b). Approximately 100 g of paper waste was turned into 
powder by grinding and then sprinkled onto the water with constant stirring of 2000 rpm 
for 2 hours. A treatment with NaOH solution (12.0 wt%) in 24 hours was required for 
the slurry and, eventually, with HCl solution (3.0 wt%) at 80°C for 2 hours to eliminate 
hemicellulose, lignin together with residual ink. Refined cellulose fibers were then cleaned 
with ultrapure water, followed by the drying process in an oven ranging from 60°C to 
100˚C for 24 hours to ensure the water content remained below 0.5%. A comparison of the 
cellulose sample and commercial alpha-cellulose based on the FTIR spectrum was made 
to confirm the purity of the cellulose sample.

Dissolution of Cellulose

Dissolution of cellulose fibers was conducted by dissolving and sonicating the measured 
quantity of cellulose fibers in an aqueous-based solvent system, NTU solvent (100 mL) 
with the composition proportion at 8: 6.5: 8 (% w/v) of NaOH: thiourea: urea respectively 
for half an hour. The resulting dispersion was cooled by putting it inside a freezer under 
-20°C for 24 hours to achieve a solid frozen mass and later defrosted at normal room 
temperature to collect a transparent cellulose solution (Voon et al., 2017a).

Preparation of Cellulose Beads

Fabrication of Micron-sized Cellulose Beads (µCBs). µCBs were synthesized from the 
cellulose solution by employing the water-in-oil (W/O) microemulsion technique and the 
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surfactant and precipitating agent, Span 80 and acetic acid, respectively. Span 80 in 0.6 g 
was commonly dissolved at room temperature in paraffin oil (20 mL). Afterward, half an 
hour of stirring for the resulting mixture to ensure the homogenized oil phase was attained. 
Next, microemulsion formation was achieved by adding drop by drop of the cellulose 
solution (3.5 mL) into the obtained oil phase, along with 1000 rpm of constant stirring for 
1 hour. Under vigorous agitation, precipitation of µCBs was observed after incorporating 
10% acetic acid. The resulting mixture was used in a separating funnel to obtain cellulose 
beads and, later, rinsed once with deionized water and two times with absolute ethanol to 
eliminate the remaining NTU solvent, paraffin oil, and Span 80. The mean particle size 
of µCBs formed was controlled by modifying the synthesis parameters, which are the 
stirring speed (250 rpm–1250 rpm), quantity of surfactant (0.5% w/v–6.0% w/v), cellulose 
concentration (1.0% w/v–5.0% w/v) and reaction temperature (30°C–100°C). Ultimately, 
µCBs were kept in ethanol (20% v/v) at 0–5°C  (Voon et al., 2017a).

Fabrication of Nanosized Cellulose Beads (nCBs). The cellulose solution (1 mL) 
of several concentrations (0.1% w/v–1.0% w/v) was added in a drop-by-drop manner 
to a specified amount of absolute ethanol (6 mL) just when initiating ultrasonication. 
Precipitation was seen immediately with a cloudy appearance, indicating the formation 
of nCBs. The obtained suspension was centrifuged. After that, the precipitate was washed 
five times with absolute ethanol to get rid of the excess NaOH, urea, and thiourea to obtain 
the nCBs (Voon et al., 2017a).

Response Surface Methodology (RSM)

By using Minitab-19 software, a total of 27 runs were made to investigate the effects of 
synthesis parameters on the mean particle sizes of the µCBs and nCBs. Specifically, 22 
runs were for µCBs. The p-values for each parameter for both µCBs and nCBs are lower 
than 0.05, as stated in the coded coefficients in Table 1. In addition, the listed p-values in 
the ANOVA table (Table 2) for the model also provided further validation, deducing that 
it is statistically significant for all the parameters involved. As shown in Figures 1(a) and 
(b), the Pareto charts also predicted the same justification. Therefore, the significance of 
all the synthesis parameters on the mean particle sizes was accurate as estimated by the 
models applied. 

The model’s R2 value and adjusted R2 (Table 3) for µCBs were estimated to be 
approximately 92.79% and 88.36%, respectively. As for nCBs, the R2 and adjusted R2 
have the same value of 100%. The evaluation of the goodness of the fit was dependent 
on statistical parameters like p-value, R2, and adjusted R2 (Kim et al., 2020). In this case, 
these models displayed low p-values, high R2, and adjusted R2, indicating that the synthesis 
parameters used for controlling the particle sizes of the cellulose beads were a good fit with 
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Table 1
Coded coefficients table of the synthesis parameters for µCBs and nCBs

Term Coef SE Coef T-Value P-Value VIF
µCBs Constant 35.17 3.72 9.44 0.000*  

Stirring speed (rpm) -14.75 2.51 -5.88 0.000* 1.12
Span 80 concentration (% w/v) -7.56 2.27 -3.33 0.005* 1.07
Cellulose concentration (% w/v) 13.32 2.79 4.77 0.000* 1.00
Temperature (°C) 17.85 2.21 8.07 0.000* 1.62
SS2 13.19 4.38 3.01 0.010* 1.10
SC2 17.44 3.91 4.46 0.001* 1.10
CC2 -2.51 3.46 -0.73 0.481 1.13
T2 10.28 3.95 2.60 0.022* 1.59

nCBs Constant 38.23 0.237 161.15 0.004*
Cellulose concentration (% w/v) 67.12 0.153 437.51 0.001* 1.75
VC (mL) 32.90 0.166 197.85 0.003* 2.38
CC2 61.79 0.254 243.54 0.003* 1.50

Note. Superscript * refers to the statistically significant parameters (p< 0.05). SS2 represents the squared stirring 
speed, SC2 is the squared Span 80 concentration, CC2 is the squared cellulose concentration, T2 is the squared 
temperature, and VC is the volume of cellulose. µCBs involve SS (250–1250 rpm), SC (0.5–6.0% w/v), CC 
(1–5% w/v), and T (30–100°C), while nCBs are VC (1 mL) and CC (0.1–1.0% w/v).

Table 2
Analysis of variance (ANOVA) table for µCBs and nCBs

Source DF Adj SS Adj MS F-Value P-Value
µCBs Model 8 3261.29 407.66 20.92 0.000*

  Linear 4 2633.13 658.28 33.79 0.000*
    Stirring speed (rpm) 1 674.39 674.39 34.61 0.000*
    Span 80 concentration 1 216.52 216.52 11.11 0.005*
    Cellulose concentration 1 443.56 443.56 22.77 0.000*
    Temperature (°C) 1 1269.51 1269.51 65.16 0.000*
  Square 4 754.90 188.73 9.69 0.001*
    SS2 1 176.55 176.55 9.06 0.010*
    SC2 1 387.36 387.36 19.88 0.001*
    CC2 1 10.27 10.27 0.53 0.481
    T2 1 131.62 131.62 6.76 0.022*
Error 13 253.28 19.48   
  Lack-of-Fit 10 175.63 17.56 0.68 0.720
  Pure Error 3 77.65 25.88   
Total 21 3514.57   

nCBs Model 3 21934.80 7311.60 196270.43 0.002*
  Linear 2 21828.50 10914.20 292979.26 0.001*
    Cellulose concentration (% w/v) 1 7130.60 7130.60 191412.39 0.001*
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Table 3
Model summary table of the synthesis parameters for µCBs and nCBs

S R-sq** R-sq(adj)** R-sq(pred)
µCBs 4.41395 92.79% 88.36% 64.17%
nCBs 0.19301 100.00% 100.00% -

Note. ** High values of R-squared and R-squared (adj.) are indicated. µCBs involve SS (250–1250 rpm), SC 
(0.5–6.0% w/v), CC (1–5% w/v), and T (30–100°C), while nCBs are VC (1 mL) and CC (0.1–1.0% w/v).

Source DF Adj SS Adj MS F-Value P-Value
    VC (mL) 1 1458.30 1458.30 39146.31 0.003*
  Square 1 2209.60 2209.60 59313.64 0.003*
    CC2 1 2209.60 2209.60 59313.64 0.003*
Error 1 0.00 0.00
Total 4 21934.80  

Note. Superscript * refers to the statistically significant parameters (p< 0.05). SS2 represents the squared stirring 
speed, SC2 is the squared Span 80 concentration, CC2 is the squared cellulose concentration, T2 is the squared 
temperature, and VC is the volume of cellulose. µCBs involve SS (250–1250 rpm), SC (0.5–6.0% w/v), CC 
(1–5% w/v), and T (30–100°C), while nCBs are VC (1 mL) and CC (0.1–1.0% w/v).

Figure 1. Pareto charts for the mean particle sizes of (a) µCBs and (b) nCBs, where µCBs are SS (250–1250 
rpm), SC (0.5–6.0% w/v), CC (1–5% w/v) and T (30–100°C); nCBs are VC (1 mL) and CC (0.1–1.0% w/v)
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the model. Equations 1 and 2 demonstrated the regression equations in uncoded units of 
the models for both sized cellulose beads, respectively.

Particle sizes (µm) = 96.90 - 0.1086(SS) - 17.74(SC) + 10.43(CC) - 0.581(T) + 
0.000053(SS)2 + 2.306(SC)2 - 0.629(CC)2 + 0.00839(T)2          [1]

Particle sizes (nm) = 0.000 - 112.93(CC) + 65.80(VC) + 247.17(CC)2         [2]

Where SS is the stirring speed, SC is the Span 80 concentration, CC is the cellulose 
concentration, T is temperature, and VC is the volume of cellulose.

RESULTS AND DISCUSSION

Effect of Synthesis Parameters on the Mean Particle Sizes for µCBs

Effects of Stirring Speeds. Figures 2(a) and (b) illustrate the respective contour and surface 
plots for the effects of stirring speed and Span 80 concentration on the mean particle sizes 
of µCBs. Both plots anticipated that the minimum mean particle size of 30.2 µm could be 
attained with a stirring speed of 1023.4 rpm and 3.9% w/v of Span 80 concentration. At 
the same time, a maximum mean particle size of 87.5 µm was obtained under 254 rpm and 
0.5% w/v Span 80 concentration. In our previous study, the smallest 27.6 µm and 64.5 µm 
particle sizes of µCBs were produced under 1000 rpm and 250 rpm, respectively, with 2% 
w/v Span 80 (Voon et al., 2017a). A slow stirring speed would decrease the kinetic energy of 
particles. Eventually, aggregation of particles may tend to occur. Shi et al. (2011) mentioned 
the difficulty dispersing the cellulose solution in the oil phase under less than 300 rpm 
stirring speed. The size of the microsphere would also increase under slower stirring (Luo 
& Zhang, 2010), whereas an increase of 500 rpm stirring speed could lead to a reduction 
of at least half in the size of cellulose microspheres (Jo et al., 2019; Lefroy et al., 2022) 
because aggregates would break apart under higher stirring speeds (Kemin & Chin, 2020). 
As cellulose contains many hydroxyl groups (Shi et al., 2021), the formation of cellulose 
molecules’ intra and intermolecular hydrogen bonds was likely to occur. However, the 
strong stirring force produced from the high stirring speed might damage the structure of 
the beads, causing a reduction of compressive strength (Li et al., 2020). 

In the presence of surfactants, the interaction of polymer chains would be hindered, 
forming various reduced mean particle sizes (Tay et al., 2012). Surface tension between 
particles could be decreased, preventing coalescence from producing smaller particles 
when applying an optimum surfactant concentration (Chin et al., 2014). For instance, the 
presence of a carbonyl group would result, as indicated by a strong absorption peak at 
around 1700 cm-1 (Essawy et al., 2016; Guan et al., 2017). It further proved the combination 
of surfactants with the cellulose and the hindrance of the intermolecular hydrogen bond 
aggregation of the cellulose due to the exposed hydrophobic polymer chains (Wang et al., 
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2019). An increment of surfactant concentration can enhance the micelle formation and 
lead to a larger mean particle size (Ching et al., 2019; Jo et al., 2019). It has resulted in 
instability and aggregation of particles, thereby producing larger microspheres (Chin et al., 
2014; Hakim et al., 2020). As surfactant concentration increased, the number of micelles 
also increased, which enhanced the formation of surfactant-polymer complexes via the 
electrostatic and hydrophobic interactions (Bhardwaj et al., 2018). 

However, it had been reported that an increase in surfactant concentrations from 0 
% to 3% w/v showed a significant reduction in the particle size of microspheres (Alnaief 
et al., 2011; Voon et al., 2017a). Specifically, 3% w/v of surfactant concentration was an 
optimum concentration for fully covering the whole surface area of droplets, providing great 
stabilization in forming smaller particle sizes (Chin et al., 2014). Therefore, the optimal 
conditions for forming the smallest mean particle size of beads were approximately 1000 
rpm, and within 4% w/v Span 80 concentration could be employed, proving a satisfactory 
agreement exists between the experimental and predicted results.

Figure 2. The effects of stirring speed and Span 80 concentration on the mean particle sizes of µCBs: (a) 
contour; and (b) surface plots (With 3% w/v cellulose concentration; 65°C)
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The effects of stirring speed and cellulose concentration on the mean particle sizes 
of the µCBs are shown in Figures 3(a) and (b). The results showed that the mean particle 
size would decrease using a lower stirring speed and higher cellulose concentration. The 
plots estimated a minimum of 15.3 µm cellulose beads would be obtained at 1031.4 rpm 
and 1.0% w/v of cellulose concentration. Conversely, the maximum mean particle size of 
73.8 µm would be expected to be produced using a stirring speed at 251 rpm and 5.0% 
w/v cellulose concentration. The smallest particle size achieved experimentally was 
approximately 14.5 µm and the largest at around 42.3 µm when cellulose concentration 
increased from 1.0% w/v to 5% w/v, under 1000 rpm (Voon et al., 2017a). 
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The viscosity of the cellulose solution is dependent on the cellulose concentrations. 
An adequate viscosity can be found in a higher concentration of cellulose, which helps to 
resist the increased deformation forces (Schroeter et al., 2021). The number of cellulose 
molecules would increase when cellulose concentration increased (Chin et al., 2016). A 
slower agitation speed was accompanied during the process. It could lead to the formation 
of many big aggregates accompanied by high strength and resistance to the disintegration 
of porous structures (Li et al., 2022). Similarly, Druel et al. (2018) reported cellulose 
concentration as the major contributor to regulating the size of the beads. High cellulose 
concentration with low stirring speed would promote larger growth of particles, while 
low cellulose concentration with high stirring speed produced smaller particles. Previous 
studies highlighted the emulsification process of cellulose, enabling extensive production 
of microspheres with tailored particle sizes as well as distributions (Costa et al., 2019; 
Shi et al., 2021; Winuprasith & Suphantharika, 2015). Hence, the experimental results 
concurred with the predicted RSM data of approximately 15 µm and 70 µm with respect 
to the minimum and maximum particle sizes of the µCBs.

Figure 3. The effects of stirring speed and cellulose concentration on the mean particle sizes of µCBs: (a) 
contour; and (b) surface plots (With 3.25% w/v Span 80 concentration; 65°C)
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The contour and surface plots for the effects of stirring speed and reaction temperature 
on the mean particle sizes of µCBs were presented in Figures 4(a) and (b), respectively. 
The prediction of the plots for the minimum of 23.3 µm cellulose beads would require 
1022 rpm and 34.2°C. When the reaction temperature increased to 100°C and with stirring 
speed at 251 rpm, a maximum mean particle size of 91 µm could be synthesized. It showed 
that the higher the stirring speed and the lower the reaction temperature, the smaller the 
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particle size of cellulose beads. Under an optimum 1000 rpm, the smallest 26.1 µm and 
the largest 67.2 µm of µCBs were obtained experimentally when the reaction temperature 
was at 30°C and 100°C, respectively (Voon et al., 2017a).

As previously stated, a low stirring speed can give rise to the agglomeration of 
particles. Temperature also had strong influential effects on particle sizes. Increased 
temperature is capable of speeding up the movement of droplets, increasing the instability 
of the oil/water interface, elevating the coalescence of the droplets, and eventually, 
causing phase separation of the emulsions (Tong et al., 2015). It was reported that an 
increase in temperature could decrease the viscosity of cellulose solution (Bhardwaj et al., 
2018). Bigger particle size could be obtained due to decreasing viscosity and increased 
surface tension when the temperature of the cellulose solution increased (An et al., 2021). 
At a low temperature, coagulation took place at the inner layer as it enfolded the cellulose 
molecules densely and caused a little shrinkage of the bead (Trygg et al., 2013). The 
microemulsion droplets would remain stable under a low temperature and vice versa at 
higher temperatures, resulting in smaller beads. At the same time, an optimum stirring 
speed would also be required. Emulsion stability is also associated with the surfactant 
type and amount (Akbari & Nour, 2018). In addition, Span 80 surfactants are shown to 
be influenced by temperature due to the critical micelle concentration, whereby droplet 
size would remain the same above the critical value (Michor & Berg, 2015). Thus, an 
optimum temperature is critical to achieving the desired particle sizes of cellulose beads. 
Overall, the estimated RSM data agrees with the experimental work reported (Voon et 
al., 2017a).

Figure 4. The effects of stirring speed and temperature on the mean particle sizes of µCBs: (a) contour; and 
(b) surface plots (3% w/v cellulose concentration; 3.25% w/v Span 80 concentration)
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Effects of Synthesis Parameters on the Particle Sizes of nCBs

Effect of Cellulose Concentration. Figures 5(a) and (b) showed the contour and surface 
plots of cellulose concentration on the mean particle sizes of nCBs. The plots showed that 
the mean particle sizes of nCBs increased linearly with the volume and concentration of 
the cellulose solution used in the synthesis. The plots predicted that a minimum of 0.01 
nm could be obtained when 0.2 mL of 0.2% w/v cellulose concentration was used. On the 
other hand, a maximum of 200 nm of nCBs could be produced by using 1.0 mL of 1.0% w/v 
cellulose concentration. As determined experimentally, the smallest 57 nm and largest 200 
nm of mean particle sizes of nCBs were obtained at 0.1% w/v and 1.0% w/v of cellulose 
concentration, respectively, using a constant 1.0 mL cellulose solution (Voon et al., 2017a).

The hydrophilicity of cellulose molecules can cause the aggregation of particles via 
hydrogen bonds and, eventually, the formation of bigger clusters of particles (Ren et al., 
2014). Higher cellulose concentration will lead to high viscosity, creating a more firm 
network (Li et al., 2015). Interaction of cellulose/non-solvent molecules would increase 
under higher cellulose concentration, causing cellulose accumulation (Chin et al., 2016). 
Lince et al. (2008) reported the three stages of the formation of nanoparticles using 
nanoprecipitation: nucleation, growth, and aggregation. The insolubility of cellulose 
in water prompted nucleation to happen and form a solid nucleus within the drop. The 
deposition of more molecules will lead the nucleus to develop as mediated via coalescence 
as well as interchange with other drops (Ethayaraja et al., 2007). Ostwald ripening effect 
could cause the formation of large agglomerated particles over time (Maity et al., 2008). 

Figure 5. The effects of cellulose concentration on the mean particle sizes of nCBs: (a) contour; and (b) 
surface plots
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Hence, bigger nCBs would be expected to be produced when more volume of higher 
cellulose concentration was used, which further verified the consistency of the predicted 
RSM values with our previous work. 

CONCLUSION

The synthesis parameters of µCBs and nCBs were successfully determined using response 
surface methodology via the central composite design. The effects of several important 
synthesis parameters such as the stirring speed (250–1250 rpm), Span 80 concentration 
(0.5–6.0% w/v), cellulose concentration (1–5% w/v) and the reaction temperature 
(30–100°C) on the mean particle sizes of µCBs were determined, whereas the volume 
(1 mL) and the concentration (0.1–1.0% w/v) of the cellulose solution were used to 
tailor the particle sizes of the nCBs. The results of this study would allow the control 
of µCBs and nCBs particle sizes via fine-tuning of the synthesis parameters. The model 
was proven capable of precisely elucidating the experimental data by manipulating the 
ANOVA, p-value, R2, and adjusted R2. Hence, this study demonstrated that by precisely 
controlling the synthesis parameters to modulate the particle sizes of the µCBs and 
nCBs. µCBs and nCBs with tailored particle sizes would have promising potential as 
controlled release carriers for drugs or fertilizers in various fields such as biomedical, 
pharmaceutical, and agricultural. 
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ABSTRACT

Understanding the response of plant traits towards different growing conditions is crucial 
to maximizing crop yield and mitigating the effect of the food crisis. At present, many 
imaging techniques are being explored and utilized within plant science to solve problems 
in agriculture. One of the most advanced imaging methods is hyperspectral imaging 
(HSI), as it carries the spectral and spatial information of a subject. However, in most 
plant studies that utilized HSI, the focus was given to performing an analysis of spectral 
information. Even though a satisfactory performance was achieved, there is potential for 
better performance if spatial information is given more consideration. This review paper 
(1) discusses the potential of the proximal HSI analysis methods for plant traits studies, 
(2) presents an overview of the acceptance of hyperspectral imaging technology for plant 
research, (3) presents the basic workflow of hyperspectral imaging in proximal settings 
concerning the image acquisition settings, image pre-processing, spectral normalization, 
and spectral analysis, (4) discusses the analysis methods that utilize spatial information, 
and (5) addresses some technical challenges related to implementing hyperspectral imaging 
in proximal settings for plant traits analysis.

Keywords: Deep learning, hyperspectral imaging, 
machine learning, spatial information, spectral 
information 

INTRODUCTION

Food crisis arises from extreme climates, 
such as droughts and heat waves, that might 
cause the crops to yield, unable to meet the 
supply-demand for human consumption in 
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the future. The current trends of agriculture yield that increased by 1.6%, 1.0%, 0.9%, and 
1.3% each year for maize, rice, wheat, and soybean, respectively, were still insufficient to 
meet the demand of the projected population by 2050 (Ray et al., 2013). A recent study 
reported that for each degree-Celsius increase in global mean temperature, crops like 
wheat, maize, rice, and soybean would decrease at a single-digit percentage rate (Zhao et 
al., 2017). Therefore, to boost the global crop yield, one of the solutions is to breed more 
sustainable crops that can survive through extreme biotic and abiotic stresses.

The understanding of the plant’s response to different biotic and abiotic stresses is 
known as plant phenotyping. Plant phenotyping is particularly important to support the 
decision-making in breeding higher-quality crops (Li et al., 2014). For instance, Sims and 
Gamon (2002) used measurement of the Xanthophyll-cycle pigment content, which is 
associated with spectral reflectance in the visible green region (500 nm–570 nm) in plants 
to estimate photosynthesis efficiency and, thus, could accelerate research of plant resistance 
towards stress. The discovery of such plant traits towards stress might take years due to 
the limitation of imaging sensors. Examples of traditional imaging sensors used to obtain 
plant traits were Red-Green-Blue (RGB), fluorescence, thermal, and multispectral cameras. 
Comparing these traditional imaging sensors with the promising hyperspectral (HS) 
camera, the latter captures more information in a single image. As technology advances, 
HS cameras become more accessible for research imaging purposes, leading to increased 
studies conducted using HS cameras.

HS camera has been widely used in plant phenotyping due to its capability to capture 
a wide range of spectral reflectance from samples. Technically, the spectral information 
acquired by several types of HS cameras ranges from visible light (VIS) to shortwave-
infrared (SWIR), which is a wavelength from 400 nm to 2500 nm (Salazar-vazquez & 
Mendez-vazquez, 2020). As a comparison with the conventional RGB camera, the HS 
camera provided more information for plant phenotyping as many plant traits and chemical 
interactions that happened in plants corresponded to electromagnetic waves within the 
spectrum range of near-infrared (NIR) and SWIR (Nguyen & Lee, 2006; Sims & Gamon, 
2003). In most common approaches, many vegetation indices (VI) derived within the 
NIR-SWIR wavelength region, like normalized difference vegetation index (NDVI), red 
edge normalized ratio (NR red edge), water index (WI), and moisture stress index (MSI) 
were used to determine different biophysical conditions of plants (Zhang & Zhou, 2019). 
Besides, the absorption valley of electromagnetic waves was also used to estimate the water 
content of corn leaves located between 900 nm and 1700 nm (Sun et al., 2021).

A multispectral camera is another imaging device that works similarly to the HS 
camera. However, the HS camera was more favored as the HS images carried more 
detailed information than multispectral images. The spectral signature of HS images can be 
considered a continuous spectrum as the interval between captured spectral bands was small. 
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However, this technical feature was less prominent for the multispectral images because 
the spectral bands were captured far from each other. Therefore, the spectral signature was 
considered discrete for the multispectral image. The greater spectral dimensionality of HS 
images allowed a more in-depth examination and discrimination of the plant’s responses. 
The abundant amount of information carried by HS images attracted the attention of 
researchers and has led to an increase in technical papers discussing hyperspectral imaging 
(HSI) analysis in the agriculture field compared to past decades (Lu et al., 2020).

Since HSI emerged as a promising method for plant phenotyping, the imaging 
methods can be categorized into remote sensing and proximal imaging, as Goetz (2009) 
demonstrated. Remote sensing refers to capturing a large area of objects within a single 
image. For example, the common Indiana Pines and University of Pavia datasets were 
obtained from the HSI satellite and, thus, considered remote sensing. Besides, remote 
sensing includes unmanned aerial vehicles (UAV) and aircraft, which allows a large area 
of targets to be captured simultaneously. In contrast to remote sensing, proximal imaging 
denotes the distance of 1 meter between sensors and plants (Mishra, Lohumi et al., 2020). 
Proximal HSI is usually carried out indoors in a laboratory or greenhouse area. The time 
taken for proximal HSI is longer for the whole group of samples as the sample image 
is usually taken one at a time. However, with the development of a high-throughput 
phenotyping platform (HTPP), the proximal HSI can be performed efficiently and with 
minimal human intervention. 

Mainly, the information carried by HS images can be categorized into two, which are 
spectral and spatial information (Saha & Manickavasagan, 2021; Zhang & Zhou, 2019). 
The common downsides of processing HS images are high computational cost and long 
processing duration. Therefore, numerous studies were carried out to determine the most 
efficient algorithm for the HS image. However, most studies only utilized the spectral 
information from HS images for the proximal analysis of plants. It might have wasted a large 
amount of spatial information, which could play a significant role in studying plant traits. 

This paper aims to provide insights into HSI workflow and how spatial information is 
utilized throughout the proximal HSI analysis. 

WORKFLOW OF PROXIMAL HYPERSPECTRAL IMAGING

The spectral and spatial information obtained from HS images can be redundant and 
frequently accompanied by noises. Therefore, several algorithms were developed for 
effective information extraction in different use cases, like detecting plant traits when 
experiencing water stress, disease, or lacking certain nutrients. Even though the set-up of 
imaging stations and algorithms might differ in these studies, the general technical workflow 
of proximal HSI analysis of plants was similar. The workflow can be categorized into image 
acquisition, image pre-processing, and spectral modeling. Illumination correction belongs 
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to the pre-processing stage. However, as the 
illumination effect is a major concern in HSI 
analysis, it will be discussed in more detail 
later. Figure 1 shows the flowchart of the 
general workflow of HSI analysis for better 
illustration.

Image Acquisition

The acquisi t ion of HS images was 
challenging as multiple factors needed 
to be considered before setting up the 
imaging station to ensure that the obtained 
HS images had less noise and an efficient 
acquisition process. Types of HS cameras, 
illumination sources, and acquisition 
geometry arrangement were among the 
factors.

In general, the HS cameras used to 
capture plant images can be performed in 
three separate ways, such as whiskbroom, 
pushbroom, and tunable filter, as shown 

Figure 1. Flowchart for the general workflow of 
proximal HSI analysis

Start

Image acquisition

Image Pre-processing
Including stages like white-dark reference, 

background removal, illumination correction 
and feature extraction

Spectral Modelling
Including methods like SVM, DT, PLSR,

GPR, KRR, etc

END

in Figure 2, in which each method has its advantages and disadvantages (Elmasry et al., 
2012). For the whiskbroom method, firstly, a grid of spatial position was predefined on 
the sample surface. Then, the camera scanned the spectrum of a single point at a time. The 
advantage of the whiskbroom method was that the illuminations for every point passed 
through the optical system similarly. However, the whiskbroom method caused spatial 
distortion in HS images, and the time taken for a complete scan was much longer than 
other methods (Stuart et al., 2019). The pushbroom method utilized a two-dimensional 
dispersing element and detector array to obtain the sample’s HS image (line by line). Due 
to their speed and versatility, the pushbroom HS cameras were commonly installed in 
conveyor-belt systems like HTPP for effective sample image acquisition (Manley et al., 
2009). Lastly, the tunable filter HS camera acquired the samples images by capturing the 
spectrum of all points according to their wavelength by using liquid crystal tunable filters 
(LCTF) or acousto-optic tunable filters (AOTF) (Gupta et al., 1999; X. Wang et al., 2018). 
No movement of either the camera or the sample was allowed throughout the process. The 
acquisition duration of the tunable filter method depended on the number of spectral bands 
concerned. Therefore, using the tunable filter method was most practical only when the 
interested spectral bands were less.
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Another important consideration during image 
acquisition was the illumination sources. The illumination 
sources can be categorized into two: passive and active 
light sources (Grönwall et al., 2016). A passive light source 
is a natural light, usually used when the image acquisition 
station is outdoors or in a greenhouse. In some passive 
light source use cases, special glass was used to filter the 
sunlight spectrum so that only interested bands were used 
for analysis. Meanwhile, the active light sources consist 
of man-made devices, such as tungsten halogen lamps, 
gas discharge tubes, xenon lamps, and the ubiquitous 
light-emitting diode (LED) lamps. When choosing an 
active light source, the set-up convenience, cost, and 
interest bandwidths need to be considered. Figure 3 shows 
the set-up of different illustration source directions. In 
plant phenotyping, halogen lamps were used as their 
illumination, which ranged from 400 nm–to 2600 nm, 
which allowed the HS image to be captured (Paulus & 
Mahlein, 2020). Table 1 lists the image acquisition criteria 
of studies relevant to proximal HS crop analysis.

Figure 2. Illustration of: (a) whiskbroom; (b) pushbroom; and (c) tunable imaging method
(a) (b) (c)

Figure 3. Illustration of image 
acquisition: (a) Side; and (b) top

(a)

(b)
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Image Pre-processing

The first HS image obtained by the camera was considered raw data that contained noises 
and pixels that were not parts of the sample. At this stage, these raw signals were heavily 
affected by spectral non-uniformities and could not be used directly for quantitative 
analysis. Therefore, pre-processing steps were required to extract clean and useful data 
for an accurate analysis. The remaining part will discuss the common steps used to obtain 
useful data from the HS image of a plant.

Once the HS image was captured, a radiometric calibration of the camera needed to 
be performed to reduce the effect of uneven illumination. The original reflectance value of 
each band will be converted to a relative reflectance value by using Equation 1.

𝑅𝑅 = 𝐼𝐼−𝐵𝐵
𝑊𝑊−𝐵𝐵

                                                                        (1)

Where R represents the calibrated HS image, I is the raw HS image, B is the image 
obtained when the HS camera shutter was completely covered (black reference), and 
W is the HS image of a high-reflective whiteboard (white reference). After this step, the 
relative reflectance value ranged from 0 to 1, and thus, the effect of outliers due to uneven 
illumination was reduced.

Depending on the position and the distance of the HS camera with the targeted plants, 
the captured HS image may contain background objects that were not part of the plants, such 
as soil, pot, and the imaging platform. It was important to focus only on the plant pixels for 
further analysis. Image segmentation techniques were applied to suppress the background 
pixels. In studying plant traits’ response to drought, Behmann et al. (2016) applied k-mean 
clustering to segment HS images into plant and background clusters. Plant clusters were 
defined using a normalized difference vegetation index (NDVI) with a threshold of 0.3 and 
a near-infra-red (745 nm) threshold of 0.3 for the cluster centroid. For the NDVI calculation, 
reflectance values of bands 670 nm and 800 nm, within the red visible and near infra-red 
(NIR) range, respectively, were used in the calculation using Equation 2. 

𝑁𝑁𝑁𝑁𝑁𝑁𝐼𝐼 = 𝑅𝑅800−𝑅𝑅670
𝑅𝑅800 +𝑅𝑅670

                 (2)

The values calculated after Equation 2 ranged from -1 to +1. The NDVI value must be 
at least 0.2 or above, in which a higher value represents denser vegetation to ensure that a 
pixel belongs to a plant. The NDVI value, near 0, usually indicates objects like rock, sand, 
or snow, while a negative NDVI value indicates water. 

Illumination Correction

Spectral Averaging. Spectral averaging is a straightforward illumination correction 
method (Pandey et al., 2017). It is implemented by averaging the spectral signature of 
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all pixels that belong to a plant in an HS image. The average spectrum lost all the spatial 
information, which could be useful for further analysis. Besides, spectral averaging assumes 
that noise to the spectra will be minimized by mixing normal and noisy spectra. Despite 
requiring a low computational cost, spectral averaging is not recommended for reducing 
noise-like illumination effects. The accuracy of spectral averaging is highly dependent on 
the segmentation step. If the pixels used for averaging are contaminated by pixels not part 
of the sample, the resulting spectrum will not be able to represent the plant accurately. 

Spectral Smoothing. Spectral smoothing is a spectral correction method that mitigates 
the effect of spiky noise in the spectrum caused by the illumination effect. The variations 
of spectral smoothing are like moving average, first derivatives, second derivatives, and 
Savitsky-Golay (SG) polynomials filter (Fletcher & Turley, 2017). A smoothed spectrum 
has a higher Signal-to-Noise Ratio (SNR) as the noise carried by spiky bands is shared 
among the adjacent reflectance values. The computational power of spectral smoothing 
can be a few times higher depending on the derivative function used. Besides, the number 
of bands in the smoothed spectrum will be lesser than in the original spectrum.

Standard Normal Variate. The standard normal variate (SNV) normalization improves 
spectral averaging by retaining the spatial information of HS images. SNV normalization 
is inspired by chemometrics domains, whereby the formula models light scattering when 
light is reflected from the sample surface (Asaari et al., 2018; Vigneau et al., 2011). Firstly, 
the leaf surface was assumed to be a Lambertian surface where the reflectance intensity was 
similar in all directions. Therefore, the factor that greatly affected the reflectance received 
by the camera would be the leaf inclination. Coupled Lambert’s cosine law with inverse 
square law (Brownson, 2014). The following Equation 3 describes the SNV normalization 
computation:

𝑍𝑍 = 𝑋𝑋−𝑋𝑋𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑋𝑋𝑠𝑠𝑠𝑠𝑠𝑠

      (3)

Where X is the original processed reflectance value across all bands for one pixel. Xmean and 
Xstd are the mean and standard deviation of X for all sample pixels, and Z is the normalized 
spectra. Note that SNV normalization is performed on the individual spectrum. Thus, no 
averaging of the spectrum is required.

Multiple Scattering Correction (MSC). The Multiple Scattering Correction (MSC) 
normalization is very similar to SNV normalization as both normalization methods were 
inspired by chemometrics. The only difference between SNV and MSC is that MSC 
normalization requires a reference spectrum. Most studies used the average spectrum 
as a reference spectrum as it is deemed free from noise. However, as mentioned above, 
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the average spectrum is very sensitive to outliers, which are non-sample spectra. Such 
characteristic causes MSC normalization to be more susceptible to noise. Even so, MSC 
normalization is still a popular correction method and has been applied in many HS studies 
due to its longer history compared to SNV normalization. For instance, Ren et al. (2020) 
employed it to correct the HS spectrum of black tea samples.

Variable Sorting Normalization. Variable sorting normalization (VSN) is a recent 
development for spectral correction by Mishra, Polder et al. (2020) and was used together 
with illumination correction methods, such as SNV, MSC, and Detrend. For example, when 
coupled with SNV, VSN estimated the weight for each wavelength in the computation 
of weight and standard deviation of the HS image. In another work, Fischler and Bolles 
(1987) performed estimation via a random sample consensus (RANSAC) algorithm, 
which calculated the dependency of each wavelength towards size effects (addition and 
multiplication offsets). With VSN, the illumination correction methods can model the 
illumination scattering with the least influence of chemical variables. 

Spectral Processing

Band Selection and Feature Extraction. Dense sampling due to small band intervals 
caused another redundancy of information. Not all values were useful for HS analysis, 
and retaining such data would impose a higher computational cost for the analytic process. 
Therefore, band selection and feature extraction were two important approaches to remove 
data that was insignificant to the analysis result.

In-band selection, the number of spectral bands was reduced by selecting a subset 
of the most discriminating features, which minimized the reconstruction error rate. The 
common techniques for performing band selection are analysis of variance Fisher (ANOVA 
F-test), random forest (RF), and sequential forward selection (SFS). The intensity values 
were grouped according to spectral bands in the ANOVA F-test. Each spectral band group 
consists of several values equivalent to the number of pixels of an image. Then, the same 
waveband group of images from different treatment groups was compared using ANOVA. 
Spectral bands with an F1 score lower than the preset threshold were considered a less 
significant spectral band and were removed. The ANOVA F-test had successfully been used 
as one of the pre-processing steps in identifying rice of different genotypes. Sabzi et al. 
(2021) detected excess nitrogen consumption in cucumbers (Wang et al., 2010). RF was 
used by Dinç and Aygün (2013), whereby a feature in a supervised self-training classifier 
formed each classification tree. Each classification tree had its voting result and was 
combined to form the final voting result. The classification result with the largest number 
of votes determined the final feature category. Even though RF was a promising classifier, 
it required a large amount of sampling data and features to prevent overfitting. The trained 
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RF was used on unlabeled inputs to apply RF as band selection. Certain features were 
selected, and all their values were shuffled for all the unlabeled inputs before the mean 
squared error (MSE) was computed. A large MSE indicated an important feature. In the case 
of SFS, classification was first performed separately for each feature. The feature which 
had the highest predictive accuracy was added to a subset. Several works have shown the 
feasibility of SFS in reducing the high-dimensional HS data prior to classification (Bradley 
et al., 2018).

In feature extraction, a new set of features was created by transforming the data into 
a new feature space. A common feature extraction technique used on HS data was based 
on a linear combination of image bands, such as in principle component analysis (PCA) 
and minimum noise fraction (MNF). As mentioned previously, the HS image consists of 
more than hundreds of bands, and this information can be redundant. Rodarmel and Shan 
(2002) stated that PCA works on the assumption that all neighboring bands of the HS vector 
highly correspond to each other. Therefore, PCA aimed to minimize the correlation between 
bands and obtain an optimum linear band combination that retained most information in the 
original data. The dataset obtained from PCA was known as principal components and was 
arranged by the amount of original information retained descending. In most situations, only 
the first few principal components would be used for further analysis. Figure 4 illustrates 
the PCA applied in data with 2 bands, also known as dimensions. In Figure 4, each data 
contained a value of Band 1 and Band 2, which can be represented as in Equation 4.

𝑚𝑚𝑖𝑖 = �𝑥𝑥𝑓𝑓1, 𝑥𝑥𝑓𝑓2�     (4)

Highly correlated data can be represented in a lesser number of bands. Figure 4 shows 
PCA Band 1, which retained most of the variations of the original data with just a single 

Figure 4. Illustration of PCA
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band. Any further classification processes 
applied in PCA Band 1 would obtain a 
similar result as applied in the original 
data, which consists of Band 1 and Band 
2. A more comprehensive mathematical 
derivation and historical review of PCA can 
be referred to in a study by Gonzalez and 
Woods (1993).  

Meanwhile, MNF is a 2-step linear 
transform denoising technique for HS 
images. The first step is known as ‘noise-
whitening,’ using principal components of 
the noise covariance matrix to decorrelate 
and rescale the noise in data. After the first 
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step, the resulting data would have noise with unit variance and minimum correlation 
between bands. The second step was conducted by applying PCA to the noise-whitened 
data. A previous study showed that MNF achieved a higher signal-to-noise Ratio (SNR) as 
compared to PCA for signal-dependent noise (Luo et al., 2016). However, the PCA result 
had higher SNR than MNF when dealing with Gaussian white noise. The mathematical 
steps of MNF were explained in detail in a study by Nielsen (2011). 

Spectral Modelling. Pre-processing data will be fed into machine learning models 
for either classification or regression approaches. Table 2 shows the spectral modeling 
methods, illumination correction, and feature extraction implemented in proximal 
HSI analysis. The classification approach aims to locate inputs into the correct class, 
respectively, while the regression approach predicts the output quantity for a given input 
value. Some of the most common classifiers, such as support vector machine (SVM) 
and decision tree (DT), whereas models like partial least square regression (PLSR), 
Gaussian process regression (GPR), and kernel ridge regression (KRR) were considered 
as regression approaches. 

Support Vector Machine (SVM). SVM classified data into two groups by forming a 
hyperplane within the high-dimensional data with the largest support vector margin. The 
hyperplane could be in different shapes by using SVM with kernel functions, such as 
polynomial, linear, and radial basis functions. Figure 5 shows an illustration of a linear 
SVM methodology. Data were classified into circle and triangle groups by a decision 
hyperplane between two support vectors. 

Moughal (2013) used SVM together with minimum noise fraction (MNF) to analyze 
HS data, and the overall accuracy was the highest among maximum likelihood (ML) and 

Figure 5. Illustration of SVM

spectral angle mapper (SAM) classifiers. In 
a recent study, Guo et al. (2019) showed that 
HS data was first reduced using PCA, and 
the first three PCs were fed into a guided 
filter in Equation 5 as a noise reduction and 
image dehazing step.

𝑞𝑞𝑖𝑖 = 𝛼𝛼𝑘𝑘𝑔𝑔𝑖𝑖 + 𝑏𝑏𝑘𝑘∀𝜄𝜄𝜄𝜄𝜔𝜔𝑘𝑘               (5) 

Where q is the linear transform of g in a 
window ωk centered at pixel k. αk and bk are 
linear coefficients and bias. After the image 
was filtered, SVM was adopted to classify 
the image pixel by pixel.

Maximum margin

Support 
vectors

X2

X1
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Decision Tree (DT). As a comparison with other classifiers, DT was less computationally 
intensive and provided good readability. It adopted the top-down recursive strategy in 
which each leaf node denoted the classified class of a feature. The branch with the least 
conflict with the training data set decided on the input class. The correct classification rate 
(CCR) using Equation 6 to predict the performance of a DT model.

𝐶𝐶𝐶𝐶𝑅𝑅 = 𝑁𝑁𝑐𝑐
𝑁𝑁𝑠𝑠

× 100%                                     (6)

Where Nc is the number of correctly classified samples, while Nt is the total number of 
samples. Even though DT can be easily applied, it has a serious overfitting problem. In 
many cases, DT performed well with training datasets but the opposite in real datasets 
due to outliers.

Random Forest (RF). RF classification was an elaborate method of DT as it is built on 
multiple DTs. The initial step to build an RF classifier was to perform bootstrapping. A 
subset of dimensions from each bootstrapped dataset will be used to compute a DT. The 
final output of an RF was determined by aggregating the outputs of all DTs. Data that was 
not involved in bootstrapping, known as an out-of-bag dataset, will be used to validate the 
performance of an RF classifier. By using multiple DTs, the sensitivity towards outliers 
was reduced and thus provided better performance.

Partial Least Square Regression (PLSR). The working principle of PLSR was to reduce 
many measured collinear spectral variables to a small amount of non-correlated latent 
variables or factors (Darvishzadeh et al., 2008). As a comparison with spectra, the latent 
variables were assumed to be the relevant information in the measured spectra and were 
used to calculate dependent variables, such as biophysical and biochemical characteristics. 
The final aim of PLSR was to build a linear model, as shown in Equation 7, used to classify 
data into two groups.

Υ = Χ𝛽𝛽 + 𝜄𝜄      (7)

Where Y is a mean-centered vector of the dependent variable, X is a mean-centered 
matrix of independent variables (spectral bands in the study using HS image), β is a 
matrix of regression coefficients, and ε is a matrix of residuals. PLSR was like principal 
component regression (PCR), given that Equation 9 was used on latent variables of X. The 
difference was the decomposition of PLSR performed on both the spectra and responses 
simultaneously (Schlerf et al., 2003). A detailed description of PLSR can be reviewed by 
Geladi and Kowalski (1986). 
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Gaussian Process Regression (GPR). A joint multivariate normal distribution distributed 
the output values after GPR was applied. The mean vector of the joint distribution was 
generally assumed as zero vectors, and the covariance matrix was obtained using a 
covariance function defined over a pair of input values. Several works have successfully 
applied the GP regression to predict the biochemical characteristics from HS data (Arefi et 
al., 2021; Gewali & Monteiro, 2016). The details of the mathematical derivation of GPR 
were provided (Gewali et al., 2019).  

Kernel Ridge Regression (KRR). KRR extends a simple linear regression by substituting 
the covariance with a kernel function (Mateo-García et al., 2018). The advantage of 
adopting KRR was its simplicity, as the aim is to find a parameter value that minimizes 
the mean square error. Besides, KRR was normally used when the training data was less as 
the computational cost was expensive for computing KRR for large datasets. The response 
for input x is estimated using KRR, as shown in Equation 8. 

                    𝑓𝑓(𝑥𝑥) = ∑ 𝑘𝑘�𝑥𝑥𝑗𝑗 , 𝑥𝑥�𝛼𝛼𝑗𝑗𝑚𝑚 
 𝑗𝑗=1                            (8) 

where given training data is (𝑥𝑥1,𝑦𝑦1), … , (𝑥𝑥𝑚𝑚 ,𝑦𝑦𝑚𝑚)  ∈  𝜒𝜒 × 𝛾𝛾  , where 𝜒𝜒  ⊆  𝑅𝑅𝑠𝑠  is an input domain and 

𝛾𝛾  ⊆  𝑅𝑅𝑠𝑠  is an output domain. 𝛼𝛼  =  (𝛼𝛼1  …  𝛼𝛼𝑚𝑚)𝑇𝑇 is the solution of Equation 9. 

                         (𝜒𝜒𝑇𝑇𝜒𝜒  +  𝜆𝜆𝐼𝐼𝑚𝑚)𝛼𝛼  =  𝜒𝜒𝑇𝑇𝛾𝛾   
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responses. The KRR technique applied for the non-linear learning method for discrimination 
between healthy and stressed plants was demonstrated (Asaari et al., 2022). 

Spectral Angle Mapper (SAM) classifier. The Spectral Angle Mapper (SAM) is a supervised 
classification that treats every spectrum as an n-th dimension vector in space. The angle 
between two spectra is computed using Equation 10 (Rashmi et al., 2014) to determine 
their similarity, where a smaller angle represents a higher similarity between two spectra.

𝛼𝛼 = cos−1

⎝

⎜
⎜
⎛ ∑ 𝑠𝑠𝑖𝑖𝑚𝑚𝑏𝑏

𝑖𝑖=1 𝑟𝑟𝑖𝑖

�∑ 𝑠𝑠𝑖𝑖2𝑚𝑚𝑏𝑏
𝑖𝑖=1 �∑ 𝑟𝑟𝑖𝑖2𝑚𝑚𝑏𝑏

𝑖𝑖=1
⎠

⎟
⎟
⎞

   (10)

Where nb is the number of bands, t is the spectrum vector, r is the reference spectrum 
vector, and α is the spectral angle. A distinct reference spectrum for each class is always 
required in HS analysis before SAM is applied.
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Table 2
List of illumination correction, feature extraction, and spectral modeling focus on proximal HSI analysis on crop

Illumination 
Correction Feature Extraction Spectral Modelling Authors

Average Not specified PLSR, PCR Liu et al., 2007
Not specified PLSR Ge et al., 2016

Pandey et al., 2017 
SNV ANOVA K-means, Computation of ED Asaari et al., 2018)

ANOVA SVM + K-means Asaari et al., 2019
Not specified PLSR Nguyen & Lee, 2006

Vigneau et al., 2011
Not specified ANN Sabzi et al., 2021

MSC PCA DT Ren et al., 2020
Spectral 
Smoothing  

Competitive Adaptive 
Reweighted Sampling 
(CARS)

PLSR Sun et al., 2021

Derivatives Not specified PLSR Huang & Apan, 2006
Fu et al., 2014

Spectral Angle Mapper (SAM) Leucker et al., 2016
RF Fletcher & Turley, 

2017
MSC + SNV PCA PLS-DA Manley et al., 2009
VSN + SNV Not specified K-means clustering Mishra, Polder et al., 

2020
MSC + Spectral 
Smoothing

Neighborhood Component 
Analysis (NCA), PLSR

GPR, Bagging Decision Tree 
(BDT), Lasso Regression

Arefi et al., 2021

Not specified PCA SVM, RF Nguyen et al., 2021
PCA RF, KNN Gao et al., 2018
CA, CARS PLSR Sun et al., 2018
ANOVA Computation of VIs Mahlein et al., 2010
Not specified SVM, least square SVM, MLP Moshou et al., 2014

UTILIZATION OF SPATIAL INFORMATION

Each pixel of the HS image was formed by a spectral vector, which consists of multiple 
bands. Undeniably, many plant traits can be observed by utilizing spectral information 
alone. However, spatial information should not be overlooked to explore the potential of 
HS images fully. The spatial information can be from the HS image or obtained from other 
sensors, commonly the depth sensor. Table 3 summarizes the research works that utilized 
spatial images in proximal HS analysis. 

Foreground-Background Segmentation

The purpose of foreground-background segmentation in HS images was to remove the 
pixels not part of the sample under investigation. This approach was used to remove 
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unwanted background by calculating the NDVI value of each pixel (Asaari et al., 2018; 
Behmann et al., 2014; Pandey et al., 2017). This method might not be efficient if the 
background consists of an object that reflected illumination within the NIR or red range.

The background removal performed by using NDVI could be improved by analyzing 
spatial information to eliminate the remaining pixels that were not part of the sample 
plant. Williams et al. (2017) eroded the HS image using a 3×3 cross-shaped structural 
element to remove stray and mixed pixels at the leaf’s edge after the NDVI segmentation 
step. The image erosion determined if a particular pixel belonged to the sample plant via 
its neighboring pixels. If most neighboring pixels were the plant’s pixel, the target pixel 
would be set to the plant pixel and vice versa. Besides, a graph theory that required a low 
computational power was also implemented to segmentize the sample from a background 
that reflected a similar intensity of VNIR illumination as a sample.

Chen et al. (2019) explored object segmentation using the HS lidar sensor system. Nine 
different materials were aimed to be segmented via 3D point clouds obtained using the lidar 
sensor. The obtained 3D data were processed using connected-component labeling (CCL), 
a point cloud segmentation method that did not require a seed point. It was initially used 
in binary digital images by isolating components that did not overlap spatially, whereby 
points in each component had similar properties. The same theory could be applied when 
segmenting objects in a 3D point cloud and sample plant from its background, which had 
different spectral properties.

Noise Reduction and Morphological Profile

Different kinds of noise can degrade the HS image quality. Huang et al. (2021) set input 
data within a certain range by comparing it with white and dark references to reduce the 
effect of noise. Kool et al. (2021) implemented morphological closing to remove noise 
before the classification. Morphological closing involved a dilation followed by erosion 
to remove gaps caused by noise. It allowed the noisy pixels to be corrected and used for 
consequent processing steps.

Morphological profile (MP) is obtained by opening and closing the original image. 
Small bright pixels could be eliminated by opening, while small dark pixels could be 
eliminated by closing. Different MPs could be obtained depending on the scale and 
structural element (SE) that came in different shapes like disk-shaped, linear-shaped, 
cross-shaped, and so on, depending on the shape that wishes to be removed. MPs were 
generated by exploring the spatial information of HS images (Liao et al., 2019; Villegas 
et al., 2017). The MPs were combined with the first few principal components (PCs) for 
further analysis. Both studies showed that the fusion of MPs and PCs performed better 
than just utilizing solely spectral information for analysis.
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Point Clouds for HS 3D Model

During image acquisition, the reflected illumination was not always towards the camera 
due to the inclined normal of the complex geometry of the plant. It caused an illumination 
effect as the reflected illumination might overlap before reaching the camera. In most 
studies utilizing only spectral data, the spectral information would be corrected with 
mathematical formulas, such as spectral averaging, standard normal variation (SNV), and 
variable sorting normalization (VSN), and were able to improve the analysis accuracy to a 
certain extent. However, modeling the scattering effect of illumination was dependent on 
the leaves’ inclination angle and precise estimation of the inclination angle of every leaf, 
whereby using spectral information alone was nearly impossible. 

One of the promising solutions for this issue was combining spatial and spectral 
information by using 3D point clouds of HS images. 3D point clouds were generated using 
different depth sensors and incorporated with HS information for analysis (Behmann et 
al., 2016; Huang et al., 2018; Villegas et al., 2017). The inclination angle of leaves could 
be computed with 3D models, reducing the illumination effect. The studies proved that 
the analysis accuracy was higher by fusing geometry information with the original HS 
information than by solely analyzing the spectral information. Even though incorporating 
3D models provided better analysis results, it did not come without disadvantages. One 
of the concerns when using this method was the additional requirement of a depth sensor. 
Besides, acquiring accurate 3D point clouds required precise calibration and more time.

Deep Learning for HS Image Classification

Deep learning utilized the spectral and spatial information of HS images and outperformed 
the conventional machine learning method in many situations. For instance, Yan et al. (2021) 
compared the convolutional neural network (CNN) with conventional machine learning 
methods like logistic regression (LR), standard vector machine (SVM), neural network 
(NN), and decision tree (DT) on 1D, 2D and 3D data extracted from HS images. The results 
showed that CNN had the highest accuracy when used on first derivative spectra and HS 
images to detect the existence of aphids in cotton. Whereas for RGB images (2D), CNN 
achieved the same accuracy as LR, which was also one of the highest of all five methods.

Deep learning usually refers to a deep neural network consisting of a recurrent neural 
network (RNN), CNN, and generative adversarial network (GAN). These methods were 
called ‘deep’ as data would be processed in many layers, each performing a different 
function. Amongst various deep neural networks, CNN is the most popular network for 
image and speech recognition due to its strength in extracting features from complex 
data. Even though CNN has shown great potential for complex data analysis, it is not 
completely free from limitations. One of the concerns when implementing CNN to study 
plant traits is the limited number of samples used for training (Paoletti et al., 2018). 
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Besides, the limited samples coupled with high data dimensionality also led to another 
problem, commonly referred to as the Hughes phenomenon, also known as the curse of 
dimensionality (Khodadadzadeh et al., 2014). 

In recent studies, augmented data to tackle a limited number of samples (Z. Wang et al., 
2018; Zhao et al., 2021). Techniques for data augmentation include flipping horizontally 
and vertically and randomly rotating the image quarterly. Besides, Nagasubramanian et al. 
(2019) cropped the original HS images spatially random into fixed smaller sample sizes to 
increase the number of training samples. The augmented data generated by these techniques 
would appear as different inputs to the neural network, as deep learning is a spectral-spatial-
based analysis method. As shown in Figure 6, the conventional architecture of CNN can 
be classified into two parts: the feature learning layer and the classification layer. Feature 
learning layers consist of convolutional layers, pooling layers, batch normalization, and 
activation functions. On the other hand, the classification layer is formed by fully connected 
layers.

Figure 6. Conventional architecture of CNN of HSI

When pre-processing data is fed into CNN for training, it initially goes through the 
convolutional layer. If the data is an RGB image, a 2D convolutional kernel would be 
used to convolute the image so that features like edges, vertices, lines, and so on would 
be extracted. For the case of HS images, a 3D convolutional kernel would be used to 
extract spectral-spatial features. The work presented by Nagasubramanian et al. (2019) 
and Nguyen et al. (2021) used 3×3×3 used 3×3×3 and 3×3×16 pixels kernels, respectively, 
in all five methods and two convolutional layers. The size of the kernel could affect the 
model’s accuracy. Larger kernels tend to capture high-resolution patterns with the downside 
of more parameters and computational power. However, the model performance was not 
proportional to kernel size. The accuracy of the model would drop when the kernel size 
exceeds a certain threshold. Tan and Le (2020) suggested mixing large and small kernels 
to capture high- and low-resolution patterns.
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Each convolutional layer is normally followed by a batch normalization layer and 
a pooling layer (Nguyen et al., 2021; Yan et al., 2021, 2019). The purpose of batch 
normalization is to reduce internal shift, which is the change in network activation 
distributions due to network parameters change during training (Ioffe & Szegedy, 2015). 
By doing this, the issue of unstable gradient can be addressed, and the learning rate can 
be increased. The layer that ensues is the pooling layer, which helps prevent overfitting 
and reduce the complexity of the network, thus lowering the computational cost. Types of 
pooling layers are max pooling and average pooling. When the pooling layer is applied to 
3D data, the height and width are reduced, but the depth remains unchanged.

Since the output value from every layer is not bounded, a large value might lead to 
computational issues for the model as the layer gets deeper. The activation function is 
applied to set the input within a certain range after every layer, normally after the pooling 
layer in CNN. Besides, the activation function adds non-linearity to a neural network. For 
example, Equation 11 shows layers of functions stacked within each other. This forms non-
linearity, which allows the model to learn patterns from a complex dataset. fn(x) can be 
any non-linear activation function like rectified linear unit (ReLU), Sigmoid, or SoftMax 
function, represented in Equations 12, 13, and 14, respectively. ReLU is commonly used 
at the current stage as it requires the least computational costs.

  (11)

    (12)

    (13)

    (14)

Figure 7. Conventional architecture of fully connected layer (Sun et al., 2019)
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The convolutional layer serves as a feature extraction function to work with other ML 
methods, as demonstrated by Nguyen et al. (2021). In many studies, data after convolutional 
layers are flattened to a 1D vector and fed into a fully connected layer, also known as a 
dense layer, in which inputs and outputs are related via learnable weight. Figure 7 shows 
the conventional architecture with 2 hidden and 2 dropout layers. The dropout layer helps 
to prevent model overfitting and is used only during training. However, information loss 
might occur when the parameter of the dropout layer is not correctly set.

Table 3
List of studies that utilize spatial images in close-range HSI analysis

Spatial Information 
Use Case

Spectrum 
Wavelength

Wavelength 
Interval Research Subject Authors

Combine 3D models 
with HS images to 
remove geometry-
related effects in HS 
analysis

400–2500 nm Not 
specified

Sugar beets Behmann et al., 2016

400–1000 nm 7 nm Aagrow soybean Huang et al., 2018
380–2200 nm 4.69 nm Tomato palnts Sun et al., 2019

Analyse 3D HS image 
using CNN, which 
preserves spectral and 
spatial information

376–1044 nm 5 nm Cotton leaves Yan et al., 2021
328.81–
1113.54 nm

0.78 nm Blueberry Wang, Hu et al., 
2018

400–1000 nm 2.5 nm Glycine max (L.) Merr. 
soybean

Nagasubramanian et 
al., 2019

397–1004 nm 3 nm Grapevines Nguyen et al., 2021
Compute mean spectral 
reflectance from 
spatially selected ROIs 

395–885 nm 2.05 nm Corn seedlings Yang et al., 2019
450–950 nm 3.97 nm Cotton Zhao et al., 2021

Morphological process 
to remove noise 
spatially

467–900 nm 2.87 nm Potato plants Kool et al., 2021
400–2506nm 1.23 nm and 

5.79 nm for 
below and 
above 895, 
respectively

Gien Moy and Latham 
raspberries

Williams et al., 2017

Generate MPs to 
support processes like 
noise removal and 
combination with PCs

364–1031 nm 4.5 nm Banana leaves Liao et al., 2019
364–1031 nm 4.5 nm Banana leaves Villegas et al., 2017

Classification of objects 
with different material 
properties in 3D data via 
CCL

500–820 nm 9.69 nm Peperomia tetraphylla 
plant, Sansevieria 
Trifasciata plant, and 
other non-living objects

Chen et al., 2019

REMAINING TECHNICAL CHALLENGES

Even though HS image carries a large amount of information, researchers still faced many 
challenges during the studies. Each stage poses certain difficulties that need to be tackled 
before a study is carried out. For instance, the inconsistent natural light makes outdoor data 
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acquisition more difficult. Therefore, factors like weather forecasts must be considered 
prior to data acquisition.

Even though the HS camera is decreasing, it is still costly compared to imaging devices 
like thermal and RGB because the HS camera is still mainly used for research purposes, 
and there are fewer providers for such cameras. It makes HS a niche device that can hardly 
be obtained.

Every pixel of an HS image is a vector of spectra information. Unlike RGB images 
with three bands or multispectral images with 10-20 bands, the pixel vector of HS images 
can be hundreds of elements long. It leads to costly storage for HS images. Besides, 
remote data transfer for such a huge amount of data is challenging. One possible solution 
is to use a compression algorithm where no data loss occurs when compressed data is 
extracted.

One of the challenges with deep learning adoption for HS analysis is that the amount 
of training dataset is still insufficient in many studies because the public HS dataset 
is fewer, and the datasets required are specific, depending on the subject studied. The 
common approach is via data augmentation, whereby the available training dataset 
is rotated, scaled, cropped, and added noise to assemble the subject under different 
conditions.

CONCLUSION

HS image carries much information both spectrally and spatially. In many cases, spatial 
information is used only in pre-processing steps like segmentation and noise reduction. 
For model training, the use case of HS spectral-spatial information is demonstrated by 
deep learning. In many studies, CNN showed better performance as compared to the 
conventional pixel-based analysis, which treats every pixel independently. Therefore, deep 
learning methods utilizing spectral and spatial information should be the research focus in 
future HSI analysis to derive full benefits from HS information.

Besides, one piece of information that can hardly be explored and utilized from 
HS images is the pixel depth. The depth information is usually provided using an 
external depth sensor. Currently, most studies about neural network analysis on 
proximal HSI do not include in-depth information. Hence, there is potential to integrate 
depth information with HS images trained by neural networks to improve accuracy in 
studying plant traits.
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ABSTRACT

Heat treatment is a commonly known treatment subjected to aluminum alloy and their 
composites to improve their mechanical properties for automotive, aerospace, and marine 
applications. The heat treatment was carried out to determine the influence of aging time 
and temperature on the mechanical properties of LM26 Al alloy reinforced with 0, 2, 4, 6, 
8, and 10 wt% sugar palm fiber ash (SPFA) and its precipitation kinetics. The LM26 Al/
SPFA composites were fabricated through the stir casting technique, solutionized at 500oC 
for 2 h, and quenched in water at room temperature. The quenched composites were aged 
at various ageing times and temperatures and allowed to air cool. The hardness, impact 
energy, tensile, and compression strengths of the aged composites were appraised. In 
addition, the precipitation kinetics were studied to validate the precipitation temperatures 
of LM26 Al matrix composites. The hardness of the composites increased with aging time 

and temperature, with LM26 Al/10 wt% 
SPFA composite reaching a hardness peak of 
102.10 VH at an aging temperature of 180oC 
after 5 h, compared to 56.70 VH for LM26 
Al alloy. Similarly, after 5 h of aging at 
180oC, the LM26 Al/8 wt% SPFA composite 
achieved maximum tensile and compression 
strengths of 198.21 MPa and 326.22 MPa, 
respectively. Precipitation temperature 
decreased from 584.8oC (LM26 Al alloy) 
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to 480.46oC (LM26/ 10wt% SPFA), indicating that adding SPFA improved precipitation 
kinetics. The age-hardened composite with high hardness, tensile strength, and compression 
strength makes it a promising piston material application in the automotive industry.

Keywords: Aging time, LM26 Al alloy, mechanical properties, precipitation kinetics, sugar palm fiber

INTRODUCTION

Metal matrix composites (MMCs) are becoming more popular due to their superior mechanical 
characteristics over monolithic metals. Aluminum matrix composites (AMCs)  have been 
widely used to replace conventional and monolithic materials in various applications as 
lightweight structural materials due to their low density, superior creep resistance, high 
specific strength, excellent malleability, and excellent damping capacity, making them suitable 
for use in aerospace, electronics, marine, constructions, medical and automotive industries 
(Varalakshmi et al., 2019; Yuan et al., 2019; Yuan et al., 2017). AMCs have been widely used 
in various industrial applications, including medical components, automotive components for 
the production of pistons, brake discs, connecting rods, and aerospace components that include 
wings and fuselages (Bushlya et al., 2017; Chauhan et al., 2021; Ramasamy et al., 2021).

AMCs are strengthened by reinforcing them with either particles, fibers, or whiskers 
materials, which act as load-bearing materials. The commonly hard ceramic reinforcement 
materials used in the fabrication of AMCs include B4C, SiC, MoS2, and Al2O3, while fiber 
ashes used include rice husk (Olusesi & Udoye, 2021), coconut shell (Babu et al., 2020), 
sugarcane bagasse (Kawin et al., 2020), bamboo leaf (Olaniran et al., 2019), bean pod 
(Bawa et al., 2020), groundnut shell (Venkatesh et al., 2019), and palm kernel shell (Iyasele, 
2018) for strengthening purposes.

The sugar palm tree (Arenga Pinnata (Wurmb) Merr.) is a multifunctional tree that 
belongs to the family of palmea and is mostly found in countries such as Malaysia, 
China, and Indonesia. The sugar palm tree has dark braided fibers generally weaved from 
the bottom to the top of its trunk. Sugar palm fiber has many advantages and qualities, 
including less effort in preparing the fiber with high durability without any secondary 
processes and good seawater properties, which is suitable for the construction of ropes 
for ship cordage (Edhirej et al., 2017; Harussani & Sapuan, 2022; Ishak, Leman, et al., 
2013). Other applications include shelters for fish breading, road constructions, roofing 
materials, cushioning, weaving mats and hats, and making ropes and brooms (Ilyas et al., 
2018; Ishak, Sapuan, et al., 2013). The preliminary studies showed that SPFA contained a 
high amount of refractory materials (SiO2, CaO, Fe2O3, Al2O3). Agricultural waste contains 
a high amount of refractory materials, such as SiO2, CaO, Fe2O3, and Al2O3, which account 
for their use as reinforcement material in AMCs (Ikubanni et al., 2022).

In order to achieve greater desirable mechanical properties of AMCs, the selection of 
good geometry of the reinforcement, such as size, shape, and quantity, is of paramount 
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importance. The reinforcement in the form of particles has been considered a new 
technological breakthrough in the fabrication of AMCs (Mabuwa et al., 2022). Selecting 
suitable reinforcing material and matrix is crucial for achieving the desirable properties of 
AMCs (Pasha et al., 2022). Moreover, homogeneous dispersion of reinforcement contents 
in the matrix and fabrication route employed, such as squeeze casting, stir casting, powder 
metallurgy, chemical vapor deposition pressure infiltration, solid solution precipitation 
hardening, and other metallurgical techniques, play a significant role in the improvement 
of the mechanical properties (Sajjadi et al., 2011; Samal et al., 2020; Vencl et al., 2010). 
Powder metallurgy and stir casting techniques are the most prevalent fabrication routes 
employed in the production of AMCs due to their cost effectiveness, ease of handle, greater 
hardness, and refined microstructural grains as compared to other methods (K. Singh et 
al., 2022; P. Singh et al., 2021; Reddy et al., 2020). 

Stir casting eventually reduces the cost of producing AMCs by one-third to half 
compared to other methods, and the cost of high-volume fabrication decreased by one-
tenth (Hashim et al., 1999; Yashpal et al., 2017). Stir casting is an advanced technique that 
involves stirring the molten metal to ensure uniform distribution of reinforcement before 
casting it into a prepared mold. The stirring action promotes vortex formation and increases 
reinforcement wettability with the matrix, thereby improving the bonding between the 
reinforcement and the matrix (Chak et al., 2020; Shaikh et al., 2019; Natrayan et al., 2017; 
V. K. Singh et al., 2015; Yuan et al., 2019). Many researchers are now using stir casting 
mostly in the fabrication of AMCs (Lokesh et al., 2022; Nambiar et al., 2020; Patel et al., 
2022; Pasupulla et al., 2022; Velavan et al., 2020). Morampudi et al. (2022) fabricated an 
AA6061 aluminum matrix composite by reinforcing it with ilmenite (FeTiO3). Kennedy and 
Raja (2022) employed the stir casting technique to compare the mechanical characteristics 
of Al-B4C and Al-SiC composites, with Al-B4C composite having higher tensile and yield 
strength compared to Al-SiC composite.

LM26 aluminum alloy (Al-Si-Mg casting alloy) is widely used in the fabrication 
of block engines, pistons, intake manifolds, brake calipers, cylinder blocks, impellers, 
pumps, and cylinder heads valve components owing their overall performance of high 
specific-strength, better castability, low thermal expansion coefficient, improve wear 
resistance,  adequate wettability, and superior corrosion resistance (Hiremath & Hemanth, 
2018; Nagaraja et al., 2021; G. Singh & Sharma, 2021). When combined with proper 
heat treatment, the presence of Si and Mg in LM26 aluminum alloy led to the formation 
of Mg2Si precipitates, eventually improving the mechanical properties significantly. The 
precipitation sequence of AMCs is given as supersaturated solid solution (SSSS), Gruinier-
Preston (GP) zone, β”, β’, and β precipitates. The age-hardening response of LM26 Al 
alloy is influenced by many factors, such as chemical composition, solution heat treatment 
time and temperature, and aging time and temperature, all of which influence mechanical 
characteristics (Koppad et al., 2020).
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Heat treatment, as a hardening process, is applied to metallic materials to improve their 
mechanical, structural, and physical properties for engineering applications (Somashekhar 
et al., 2018). Heat treatment resulted in precipitation hardening and improved mechanical 
properties compared to non-heat-treated AMCs. Heat-treated AMCs were found to have 
better mechanical characteristics, as well as reduced wear rate, than non-heat-treated AMCs 
(Mistry & Gohil, 2019).

The influence of aging temperature on wear and mechanical characteristics of the 
A375 matrix reinforced with large and small-sized SiC particles was investigated by 
Lakshmikanthan et al. (2020). The reinforcement of fly ash and graphite was uniformly 
distributed in the matrix of A6061 after T6 treatment with improved mechanical 
characteristics (B. Singh et al., 2022). The influence of aging temperature on the mechanical 
characteristics of Al-Si alloy and Al-Si/6% fly ash matrix composite was investigated by 
Tiwari et al. (2017). The temperatures under consideration for aging were 130oC, 150oC, 
175oC, and 200oC. Peak hardness, tensile, and impact strengths were noticed in the alloy and 
composite at 175oC of aging temperature. Sharma et al. (2019) investigated the influence of 
T4 and T6 treatment on the wear behavior of Al-based composites and discovered that the 
wear rate improved with a lower coefficient of friction of T6-treated composites compared 
to T4-treated and as-cast composites. Sam et al. (2020) studied the effect of T6 treatment 
compared to TiB2, WC, and ZrO2 as reinforcements on the tribological and mechanical 
characteristics of LM 25 aluminum alloy. They discovered that incorporating WC as 
reinforcement significantly improved the hardness and tensile strength of the composites 
after T6 heat treatment, with a corresponding lower wear rate than incorporating TiB2 and 
ZrO2 as reinforcement. Li et al. (2018) investigated the tribological behavior of Al-5% Si-
1.0% Cu-0.5% Mg matrix reinforced with SiC particles by subjecting it to heat treatment. 
They discovered that after heat treatment, the composite had a lower wear rate and lower 
coefficient of friction than the base alloy. 

The depletion of mineral resources such as synthetic reinforcements, with their high 
cost, high weight, and limited supply, are major setbacks in most developing countries in 
the fabrication of AMCs (Ikumapayi et al., 2022; Seetharaman et al., 2022). The reliance 
on importing synthetic materials from overseas and the high cost of foreign exchange 
implies that synthetic materials purchased locally are relatively expensive if available. 
Researchers have shown kin interest in improving the mechanical characteristics of AMC 
by incorporating cheaper and readily available green reinforcements into AMCs (Khan et 
al., 2022). According to the literature and to the best of the authors’ knowledge, the study 
of heat treatment on the mechanical behavior and precipitation kinetics of LM26 AMCs 
reinforced with SPFA has not been explored and requires investigation. This research aims 
to determine the appropriate aging time and temperature corresponding to optimal hardness, 
impact energy, tensile, and compression strength, as well as the effect of precipitation 
temperature on the precipitation kinetics of the LM26 Al/SPFA composite.
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MATERIALS AND METHODS

Material Preparation

The matrix material used in this investigation was LM26 Al alloy, with a chemical 
composition of 9.70% Si, 2.40% Cu, 1.2% Mg, 1.10% Fe, 0.91% Zn, 0.83% Ni, 0.50% 
Mn, 82.86% Al, and 0.50% of other elements. Sugar palm fiber was collected from Jempol, 
Negeri Sembilan, Malaysia, and used as reinforcement. The sugar palm fiber was washed 
under running tap water and dried in the laboratory for 48 h before being burnt in an 
incinerator to produce sugar palm fiber ash (SPFA). The SPFA was collected and heated 
in an electrical muffler furnace for 4 h at 700°C to remove the volatile and carbonaceous 
constituents. After being screened with sieve sets arranged in descending order of finest, 
the SPFA with an average size of less than 75 μm was used, and its chemical composition 
was analyzed with X-ray fluorescence (SHIMADZU, EDX-720) as shown in Table 1.

Table 1 
Elemental constituent of LM26 Al-alloy

Elements Si Mg Cu Fe Mn Zn Ni Others Al
% mass fraction 9.70 1.20 2.40 1.10 0.50 0.91 0.83 0.50 Bal.

The composites were fabricated by using a stir-casting route. The LM26 Al alloy was 
cut into pieces, placed in the graphite crucible of an induction electrical resistance furnace, 
and heated above 700oC. After the LM26 Al alloy was completely melted, followed by 
manually stirring and allowed to cool to a semi-solid state at 580oC. SPFA were preheated in 
a muffler furnace (up to 500oC) to remove moisture and improve wettability. The preheated 
SPFA and 1wt% Mg were introduced into the molten LM26 Al alloy vortex to improve 
its wettability. The molten mixture was stirred for 10 min at 500 rpm to ensure proper 
reinforcement mixing in the base matrix. After stirring, the molten mixture was degassed 
with 1% hexachloroethane (C2Cl6) powder. Then, the mixture was poured into a precast 
sand mold to produce a standard tensile strength specimen in accordance with ASTM E 
8 (ASTM International, 2015). The procedure described was used to produce composites 
with varying percentages of SPFA content ranging from 0 to 10wt% at 2wt% intervals. 
There were nine tensile samples made from each composition.

Heat Treatment Processes

The fabricated LM26 Al alloy and LM26 Al-SPFA composites were packed in a resistance 
heat treatment furnace, and solution heat treatment (SHT) was carried out at 500oC for 2 
h before quenching in water (at room temperature). The quenched samples were divided 
into three parts to analyze their hardness, impact energy, tensile strength, compression 
strength, and precipitation kinetic of the AMCs.
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One tensile sample, each from the same composition from SHT and quenched samples 
was machined into eleven hardness samples in accordance with ASTM E383 (ASTM 
International, 2017).

To determine the aging temperature with peak hardness, five quenched SHT hardness 
samples, each from the same composition, were aged in the furnace for 2 h, one each 
at temperatures of 90oC, 120oC, 150oC, 180oC, and 210oC before being cooled at room 
temperature. Similarly, six quenched SHT hardness samples, each from the same 
compositions, were aged in the furnace at 180oC, one each for different aging times of 1 h, 
2 h, 3 h, 4 h, 5 h, and 6 h, cool outside the furnace in still air to determine the aging time 
that corresponds to peak hardness.  

Three sets each of the same composition of tensile and compression strengths samples 
from the quenched SHT were aged at 180oC for 5 h and air cool to determine the impact 
energy, tensile strength, and compression strength.

The SHT and quenched samples containing SPFA content of 0, 2wt%, 8wt%, and 
10wt% were filed to obtain 6 mg of powder for the study of precipitation kinetic.

X-ray Diffraction

The X-ray diffraction (PANalytical X’Pert Pro Model: PW3040/60, Netherlands) with 
Cu-Kα radiation, wavelength (λ) of 1.5406 Å, in an angle range of 2θ = (4o–90o) working 
at the rate of 2 o/min was utilized to ascertain the oxides and intermetallic compounds in 
SPFA, as-cast LM26 Al alloy and LM26 AMCs reinforce with SPFA.

Hardness Test

Micro hardness testing was carried out by using a digital Mirco-vicker’s hardness tester 
(Model: 401MVD, Germany) in accordance with ASTM E384 (ASTM International, 
2017). Surface flaws were abraded with 400 grit to 1000 grit papers before being polished 
with 1200 grit emery cloth. After three indentations on each age-hardened sample, the 
average hardness values were recorded after the samples were subjected to a 1 kg load 
for 15 sec.

Standard Tensile and Compression Tests

The tensile strength, compression strength, and impact energy tests were performed on 
the age-hardened LM26 alloy and its composite reinforced with SPFA. The ultimate 
tensile strength and compression strengths were evaluated on a computerized Universal 
Testing Machine (UTM) (Model: INSTRON M/c 5566) with a 100 kN capacity at a 
strain rate of 1.0 mm/min in accordance with the standard ASTM E-8 and E-9 (ASTM 
International, 2015a). 
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Impact Energy Test

The impact energy testing was carried out using a Charpy impact machine of 300J capacity 
with a pendulum of striking speed of 5 m/s. The samples were machined into impact test 
specimens with dimensions of 55 mm × 10 mm × 10 mm, with a notch depth of 2 mm and 
a radius of notch tip 0.02 at 45o according to ASTM E23 standard (ASTM International, 
2023). The impact test was performed on three tests of samples, with readings taken and 
their average values recorded.

Microstructural Analysis

The morphology and EDS spectrum of the aged samples at 180oC for 5 h was characterized 
by using the scanning electron microscope (JSM 6400, JEOL Ltd, Tokyo, Japan) connected 
with energy dispersive X-ray spectroscopy (DES) according to ASTM standards E 407 and 
then, polished with different grades of emery papers according to standard metallographic 
procedure (ASTM International, 2015b). The samples were etched with Keller’s reagent, 
composed of 95 ml of water, 2.5 ml HNO3, 1.5 ml HCl, and 1.0 ml HF, and then subjected 
to SEM analysis.

Differential Scanning Calorimetry (DSC)

Differential scanning calorimetry (DSC) (Model: Mettler Toledo TGA/DSC HT 3, Swiss) 
was used to perform thermal analysis on LM26 AMC with SPFA content of 0, 2wt%, 
8wt%, and 10wt%. The samples were filed to powder form after SHT at 500oC for 4 h and 
quenched in water.  The 6mg of powder samples were weighed using an electronic balance 
(AND GF-1000, Model T0380263, Japan) and placed in a pan constructed on a framework 
in the DSC cell. An empty pure aluminum reference pan was positioned on a symmetric 
framework with its own constantan disc and chromel-alumel thermocouple beneath it. 
To minimize oxidation, the samples were heated at 10oC/min in a nitrogen atmosphere 
supplied at 50 mL/min between 500oC and 700oC. The sample temperature was measured 
with a chromel-alumel thermocouple, and the heat flow was calculated by comparing the 
difference in temperature between the composites and the reference pure aluminum. The 
data from all DSC runs were saved to the instrument memory.

RESULTS AND DISCUSSION

X-ray Diffraction Patterns Analysis

The XRD diffraction patterns of SPFA, LM26 Al-alloy, and fabricated LM26 Al-
matrix/8wt% SPFA composite are depicted in Figure 1. The XRD confirmed the presence 
of SiO2, CaO, Fe2O3, and Al2O3 in SPFA, as determined by XRF. Furthermore, SiO2 was 
discovered to be the dominant constituent in SPFA. Similarly, the XRD of LM26 alloy 
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and LM26 Al/SPFA composite confirmed the presence of Al as the dominant and traces of 
Si and Mg in the form of Mg2Si and Al5FeSi. These intermetallic compounds, Mg2Si and 
Al5FeSi, formed an excellent bonding with the reinforcement (SPFA). It further validated 
SPFA as good reinforcing material in an LM26 Al alloy matrix. The major diffraction peak 
of SPFA is 29.4o with a crystallinity index of 52.76%. The matrix, LM26 Al alloy, has 
a crystallinity index of 49.75% with three major diffraction peaks of 28.44o, 38.44o, and 
44.69o, which are characteristics of metallic aluminum (Shaikh et al., 2019). The addition 
of SPFA into LM26 Al alloy caused a decrease in the crystallinity of the LM26 Al alloy to 
28.97% with a corresponding major peak of 38.37o, 41.76o and 44.72o.

Figure 1. XRD of SPFA, LM26 Al alloy and LM26 Al/SPFA composite

Hardness Behavior

Hardness testing was performed on the composites to investigate the effects of aging time 
and temperature. The fabricated composites had a maximum hardness value of 93.62 HV 
at 10wt% of SPFA addition.

The SHT at 500oC for 4 h and fast quenching in water led to the formation and retention 
of a supersaturated single phase, and aging the quenched sample at various temperatures 
allowed precipitation of the second phase to form, which was metastable. This small 
metastable precipitate impinged on dislocation movement, thereby increasing the hardness 
of the alloys and composites (Goudar et al., 2018).

Figure 2 depicts the hardness variation of heat-treated LM26 Al matrix/ (0-10wt%) 
SPFA composites aged for 2 h at 90oC, 120oC, 150oC, 180oC, and 210oC. A study of aging 
temperature variation was carried out to determine the temperature that results in peak 
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hardness. It was evident that aging temperature affected the hardness of LM26 Al alloy 
and its composites (Figure 2). Figure 2 depicts the linear increase in hardness of LM26 
Al alloy and its composites reinforced with SPFA with increasing aging temperature at an 
aging time of 2 h. The increase in hardness with increasing aging temperature could be due 
to an increase in the number of precipitated forms. The LM26 Al alloy and its composites 
reinforced with SPFA attained peak hardness after being aged to 180oC. Beyond the aging 
temperature of 180oC, the hardness of the LM26 Al alloy and its composites dropped due 
to softening caused by overheating at 210oC (Flanagan et al., 2019).

The hardness variation of age-hardened LM26 Al matrix (0–10wt%) SPFA composites 
at different aging times of 1 h, 2 h, 3 h, 4 h, 5 h, and 6 h at 180oC is shown in Figure 3. Since 
the peak hardness was observed at 180oC, this temperature setting was used to investigate 
the hardness of LM26 Al alloy and its composites over a range of aging times. Figure 3 
shows the hardness values in a linear increment of aging times from 1 h to 5 h and then 
began to drop. The corresponding hardness values of LM26 Al alloy and its composites 
aged below the aging time of 4 h were lower than the fabricated LM26 Al alloy and its 
composites and were referred to as under-aged. The lower hardness values observed below 
4 h were due to incomplete precipitate formation of the intermetallic compounds. Peak 
hardness was observed at 5 h (Figure 3) for LM26 Al alloy and its composites. Geetha 
and Ganesan (2015) reported that peak hardness was attained between 4 h and 6 h aging 
time. The peak hardness was achieved due to the formation of hard fine precipitate phases 
of intermetallic compounds (Mg2Si and Al5FeSi) and uniformly dispersed SPFA (Figure 
8e), which provided resistance to the indenter when indenting the surfaces of LM26 Al 
alloy and its composite. The precipitation of the intermetallic compounds was enhanced 
by heating the LM26 Al alloy and its composites to the desired temperature and allowing 
sufficient time to lapse (Rajasekaran et al., 2012). Figure 3 shows that increasing the aging 
time beyond 5 h caused a decrease in hardness due to the coarsening of the precipitate 
formed and its softening at 6 h, referred to as over-aged.

The hardness variation of aged hardened LM26 Al alloy and its composites reinforced 
with varied amounts of SPFA ranging from 0 to 10wt% in 2wt% intervals at aging times 
of 1 h, 2 h, 3 h, 4 h, and 5 h is shown in Figure 4. Regardless of the aging time, it was 
evident that the hardness values increased as the amount of SPFA increased. The increase 
in hardness values was due to the increase in hard refractory constituents of SiO2, Al2O3, 
CaO, and Fe2O3 present in SPFA as a result of its addition [Figure 8 (a-f)]. The hardness 
value of the aged hardened LM26 Al matrix/10wt% SPFA composite after 5 h was 9.06% 
higher than that of the fabricated composite counterpart. It was due to the precipitate formed 
after aging (Figure 8f). A peak hardness value of 102.1 VH was obtained with aged LM26 
Al/10wt% of SPFA composite at 5 h and 180oC, while the lowest hardness value of 56.2 
VH was achieved with LM26 Al alloy after 1 h aging at 180oC.
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Figure 2. Hardness (VH) of composites at various aging temperatures

Figure 3. Hardness (VH) of composites at various aging times

Figure 4. Hardness (VH) of composites at various reinforcement (SPFA) percentages
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Tensile Strength

The stress-strain curves of the materials after 5 h of aging at 180oC are presented in 
Figure 5. The variation of the volume fraction of reinforcement under tensile conditions 
was studied. The curves of the SPFA-reinforced composite differ significantly from those 
of the LM26 Al alloy. The addition of SPFA as reinforcement into the LM26 Al matrix, 
coupled with age hardening, increased the tensile strength of the composites. It could be 
explained by the homogeneous distribution of SPFA particles, precipitates that formed 
after aged hardening, and the SPFA particle’s larger surface area within the matrix, which 
increased interface strength between the reinforcement and the material (Sabry et al., 2020). 
It was shown in Figure 5 that there was a critical SPFA content above or below which the 
tensile strength of the composites was lowered. The tensile strength of the composites is 
greatest when the amount of SPFA particles is up to 8 wt%; above and below this amount, 
the tensile strength is lowered. Similarly, Manda et al. (2021) reported improved tensile 
strength with adding molybdenum disulfide in AA6061 and coupled with aging at 180oC 
for 12 h. The agglomerates formed by the high concentration of SPFA up to 10 wt% act as 
stress concentration centers. The formation and distribution of the agglomerates within the 
LM26 Al alloy matrix cause a drop in the tensile strength of the ML26 Al/10 wt% SPFA 
composite (Al-Salihi & Judran, 2020).

Figure 5. Stress-strain curve of LM26 Al alloy and composites with varying reinforcement content under tension
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Compression Strength

The stress-strain curves of the ML26 Al alloy and LM26 Al/SPFA composites aged at 
180oC for 5 h after the compression test as depicted in Figure 6. There was a noticeable 
difference between the composites reinforced with SPFA and the LM26 Al alloy. The 
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compression strength of the SPFA-reinforced composite was improved significantly 
compared to the LM26 Al alloy. The compression strength of LM26 Al with 10 wt% 
SPFA composite is higher when compared with the composites having 2, 4, and 6 wt% 
SPFA. LM26 Al composite with 8 wt% SPFA was found to have the highest compression 
strength. The compression strength of the composites improved significantly with increased 
volume fraction of the SPFA reinforcement, and precipitates formed as a result of aging. 
An improvement of 24.36 % in the compression strength was noticed with 8 wt% SPFA 
reinforced LM26 Al matrix composite compared to the LM26 Al matrix alloy. A study 
by Das et al. (2019) reported an increase in compression strength with the incorporation 
of SiC in Al 7075 and aged at 483oC for 2 h compared to the as-cast. It is owing to the 
SPFA exhibiting a strong bond with LM26 Al matrix alloy, which assists in bearing more 
compression load as compared to LM26 Al matrix alloy. The increase in compression 
strength could also be due to increasing dislocation density at the reinforcement matrix 
interface and load transfer to the strongly bonded SPFA in the LM26 Al matrix (Khan et 
al., 2022; Rajaram et al., 2022). Similarly, the improvement in compression strength could 
be a result of a closed pack of the reinforcement in the matrix, the interfacial properties 
exhibited between the reinforcements and matrix, which are associated with wettability 
(Arunachalam et al., 2019; Kondoh et al., 2010).  

Figure 6. Stress-strain curve of LM26 Al alloy and composite with varying SPFA content under compression
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Impact Energy

An impact strength test was used to appraise the toughness of the composites. The Charpy 
impact testing was used to determine the energy absorbed by the composites in a single 
strike before braking. The impact energy of LM26 Al alloy decreased with the increase of 
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SPFA content to 10wt% SPFA (14.75 J to 
6.98 J) (Figure 7). The drop in impact energy 
could be attributed to the change of ductile 
matrix of LM26 Al alloy to brittle LM26 
Al/10 wt% SPFA composite by the addition 
of hard ceramic content of SiO2, CaO, 
Fe2O3, and Al2O3, present in the SPFA as 
confirmed by XRF (Table 1) (Manikandan 
& Arjunan, 2019). The toughness of a 
material is the amount of energy it absorbs 
before it fractures. The fracture toughness 
of ML26 Al alloy was high due to high 
plastic deformation. The fracture toughness 
decreased due to the presence of SPFA 
(SiO2, CaO, Fe2O3, and Al2O3), which led to 
a decrease in the plastic deformation energy 

Figure 7. Variation of impact energy with SPFA for 
LM26 Al/SPFA composite aged for 5 h at 180oC
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of the composites. A study by Kumar et al. (2018) reported a decrease in impact strength 
by incorporating coconut and zirconium oxide in Al 6082 base alloy.

Microstructural Analysis of LM26 Alloy and LM26 Al/SPFA Composite

Figure 8 depicts the SEM morphology of (a) LM26 Al alloy, (b) LM26 Al/2 wt% SPFA, 
(c) LM26 Al/4 wt% SPFA, (d) LM26 Al/6 wt% SPFA, (e) LM26 Al/8 wt% SPFA, and (f) 
LM26 Al/10 wt% SPFA composites solutions at 500oC for 4 h, quenched in water, aged 
for 5 h at 180oC. The elements such as Al, Si, C, Mg, Fe, K, and O were identified in the 
elemental analysis of composites in Figure 8. Figure 8a shows the morphology of the alloy 
that consists of precipitates of intermetallic compounds formed due to aged hardening. 
The heat treatment transformed fibrous eutectic Si and Mg into fine spheroids uniformly 
distributed in the LM26 Al matrix. Fine globular eutectic Si and Mg particles were produced 
during heat treatment and could be seen in the alloy and composites (Figure 8a) (Yang et 
al., 2018). 

Consequently, the heat treatment equally dissolved Mg2Si particles in the alloy and 
composites, leading to structural homogenization, fragmentation of Si particles, an increase 
in the number of Si particles, and coupling with SPFA particles, resulting in the composites 
being stronger compared to the corresponding fabricated alloy (Lakshmikanthan et al., 
2020). SPFA particles were evenly dispersed in the LM26 Al matrix, as evidenced by all the 
micrographs (Figure 8 b–e). As shown in Figure 8(a–e) in the micrographs, the composites 
revealed excellent SPFA particle dispersion with no noticeable porosity or casting defects. 
However, in the case of the LM26 Al/10wt% SPFA composite, some agglomerates have 
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small SPFA (Figure 8f). SPFA particle agglomerate formation on a smaller scale was 
observed in a few spots in the LM26 Al/10wt% composite. Amongst all the composites, 
the overall dispersion of SPFA particles was reasonably uniform, with no notable casting 
defects such as porosity. The evenly distributed SPFA particles in the LM26 Al matrix alloy 
were due to the appropriate stir-casting parameters used during the composite fabrication. 

Differential Scanning Calorimeter (DSC)

The DSC thermogram was used to investigate the kinetics during precipitation or 
dissolution. In Al-Si-Mg alloys, supersaturated solid solution decomposed in the following 
order:  From supersaturated solid solution → Gruinier-Preston (GP) zone (rich in Si) → 
β′′precipitates → β′ precipitates → β phase and Si particle (He et al., 2018; Rajasekaran 
et al., 2012; Xia et al., 2020). The DSC thermogram shown in Figure 9 depicted the 
thermal reactions of LM26 Al composites reinforced with 0, 2wt%, 8wt%, and 10wt% 
of SPFA at a heating rate of 10 oC/min from 500oC to 700oC in a vacuum with nitrogen 
gas flowing at a rate of 50 mL/min. The exothermic peaks that normally form indicating 
the formation of metastable GP zone after solution heat treatment and quenching, were 
completely absent. Between 550oC and 610oC, a series of endothermic peaks associated 
with β′′ and β′ precipitates formation were observed from the DSC thermogram (Figure 
9) for the samples. The similarities in the DSC curves that overlapped with SPFA addition 
implied that the precipitation sequence in the alloy was, to some extent, independent of 
the composition. The assertion was consistent with the β′′ precipitation formation findings 
of Fang et al. (2010). 

As depicted in Figure 9, the endothermic peaks observed for the alloy and composites 
were temperature dependent, known as precipitation temperature, the transition temperature, 
and decreased with increasing percentage of SPFA addition (Table 2). A similar finding 
has been reported by Fröck et al. (2019). The area between the peaks in Figure 9, which 
decreased with an increase of SPFA (Table 2), represented the reaction enthalpy, which was 
proportional to the molar heat of the reaction and the volume fraction of the precipitating or 
dissolving phases. The corresponding precipitation temperatures were related to precipitate 
stability and reaction kinetics and decreased as SPFA increased (Table 2). From the DSC 
thermogram (Figure 9), it was observed that the β′′ and β′ precipitate formation were lower in 
the composites compared to the matrix alloy. Adding SPFA into LM26 Al alloy decreased the 
temperature required to attain peak hardness. Therefore, the degree of accelerated precipitation 
kinetic of LM26 Al alloy was found as follows: LM26 Al + 10wt% SPFA > LM26 Al + 8wt% 
SPFA > LM26 Al + 2wt% SPFA > LM26 Al alloy. According to the DSC, adding SPFA 
particles as reinforcement improved aging kinetics, sped up phase transformation reaction, 
and acted as a seed for precipitation during the heat treatment process, resulting in significant 
alloy strengthening of the matrix material during the heat treatment process.
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CONCLUSION

Stir casting was used to fabricate SPFA successfully reinforced LM26 Al matrix composite, 
which was then solution heat treated and aged, and their mechanical properties and 
precipitation kinetics were studied. The most favorable heat treatment for LM26 Al/SPFA 
composites was the solution heat treated at 500oC for 4 h and aging treatment at 180oC 
for 5 h. The hardness of the LM26 Al/10 wt% SPFA composite (102.1 HV) increased by 
80.07% after 5 h aging at 180 oCin compared to the LM26 Al alloy (56.7 HV). A peak 
tensile and compression strengths for LM26 Al/8 wt% SPFA composite of 198.21 MPa 
and 326.22 MPa, respectively was attained after aging at 180oC for 5 h compared to LM26 
Al alloy corresponding to 145.46 MPa and 262.31 MPa. The impact energy of the LM26 
Al alloy (14.75 J) dropped by 112.84% after 5 h aging at 180oC compared to the impact 
energy of the LM26 Al/10 wt% composite (6.93 J). The SEM morphology reveals uniform 
dispersion of SPFA in LM26 Al matrix composite, formation of precipitates after aging, and 
agglomerate formed is evidenced at a high loading of 10 wt% SPFA. The precipitate formed 
in the LM26 Al matrix was faster with increasing SPFA addition and occurred at a lower 
temperature. The precipitate formed after age-hardening was a major contributing factor 
leading to increased hardness of the aged composite compared to the as-cast composite.

Figure 9. DSC thermogram of quenched LM26 Al matrix composite reinforced with 0, 2 wt%, 8 wt%, and 
10 wt% SPFA
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Table 2
DSC characteristics of LM26 Al matrix and its composite reinforced with SPFA

SPFA Content (%) Precipitation 
temperature (oC) Peaks area (Jg-1) Peak height (Wg-1) Peak width (oC)

0
2
8
10

584.80
583.98
582.39
580.46

378.26
374.16
332.03
327.32

6.08
6.05
5.25
4.68

9.42
9.30
8.71
8.56
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ABSTRACT

The development of Pakcoy cultivation holds good prospects, as seen from the demand for 
vegetable commodities in Indonesia. Its cultivation is consistently rising in terms of volume 
and value of vegetable imports. However, the cultivation process encounters multiple issues 
caused by pests and diseases. In addition, the volatile climate in Indonesia has resulted in 
uninterrupted pest development and the potential decline of Pakcoy’s productivity. Therefore, 
the detection system for pests and diseases in the Pakcoy plant is called upon to accurately 
and quickly assist farmers in determining the right treatment, thereby reducing economic 
losses and producing abundant quality crops. A web-based application with several well-
known Convolutional Neural Network (CNN) were incorporated, such as MobileNetV2, 
GoogLeNet, and ResNet101. A total of 1,226 images were used for training, validating, 
and testing the dataset to address the problem in this study. The dataset consisted of several 
plant conditions with leaf miners, cabbage butterflies, powdery mildew disease, healthy 
plants, and multiple data labels for pests and diseases presented in the individual image. 

The results show that the MobileNetV2 
provides a minimum loss compared to 
GoogLeNet and ResNet-101 with scores of 
0.076, 0.239, and 0.209, respectively. Since 
the MobileNetV2 architecture provides 
a good model, the model was carried out 
to be integrated and tested with the web-
based application. The testing accuracy 
rate reached 98% from the total dataset of 
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70 testing images. In this direction, MobileNetV2 can be a viable method to be integrated 
with web-based applications for classifying an image as the basis for decision-making.

Keywords: Deep learning, disease, MobileNetV2, pest, precision agriculture 

INTRODUCTION

Pakcoy (Brassica rapa subsp. chinensis) is a leaf vegetable from China usually used for 
diet remedies (Li et al., 2022). It is cultivated and consumed worldwide due to edible 
leaves containing complete nutrients, making it a decent option for maintaining a healthy 
body. The development of Pakcoy cultivation holds good prospects, considering improved 
community nutrition, expanded job opportunities, developed agribusiness, and higher state 
income by escalating export growth. 

Pakcoy is easy to grow and has good prospects for increasing farmers’ income and 
community health. However, its cultivation encounters a number of issues caused by 
pests and diseases. The climate in Indonesia, with frequent changes, leads to the massive 
growth of pests and diseases (Nair, 2000). This circumstance potentially reduces Pakcoy’s 
productivity and even causes crop failure. To that end, accurate and immediate detection of 
crop pests and diseases can help farmers determine the proper treatment, thereby reducing 
economic losses and producing abundant quality crops (Rahman et al., 2020).

To properly treat plants, a technology that can provide early warning and 
recommendations is needed by utilizing artificial intelligence. Previous studies report the 
extensive use of artificial neural network (ANN) methods for plant classification (Griffel et 
al., 2023; Sai et al., 2022). This method is known to be substantially faster, which is why it 
gains popularity among farmers. However, it may not be sufficiently potent in determining 
the number of hidden layers, particularly as it takes copious epoch parameters and requires 
high-performance computations (Putra, Wirayuda et al., 2022). Many methods can perform 
image processing, including the Convolutional Neural Network (CNN) (Putra, Amirudin, 
et al., 2022; Sujatha et al., 2021). This method has the ability to process visual information 
by imitating the image recognition system in the visual cortex in humans. Previous studies 
on image processing using the CNN method have reported decent accuracy. Studies by 
Kamal et al. (2019) and Rahman et al. (2020), who investigate disease detection, provide 
a system accuracy of 93% and 98.34%, respectively.

A previous study has documented that the CNN method has gained traction in 
identifying plant diseases (Rahman et al., 2020) by using lightweight architecture such as 
MobileNet, NasNet Mobile, and SqueezeNet, which can achieve an accuracy of 93.3% with 
lightweight model size. A similar study has also been conducted by Esgario et al. (2022) 
on identifying pests and diseases of coffee plants. The developed system has managed to 
attain an accuracy rate of 97%. 
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Another study employing CNN to detect plant diseases has also been carried out by 
Kamal et al. (2019). This study aims to identify a model with the best depth-wise separable 
technique to identify plant pests and diseases. The dataset encompasses 82,161 images and 
55 classes of healthy as well as diseased plants. The result has found that the MobileNet 
architectural model offers a better accuracy rate at 98.34% compared to the VGG model. 
The research above has demonstrated that the CNN method can accurately identify pests 
and diseases in plants, even significantly better than other methods. 

Several studies (Chen et al., 2021; Kumi et al., 2022) develop and evaluate the models 
to produce the best accuracy. MobileNet architecture seems affordable and lightweight to 
be implemented in smartphones rather than in other architectures. However, in this study, 
the development of a relational database management system was also incorporated. This 
study aims to a) compare the performance of several well-known CNN architectures to 
address the issues of pest and disease detection; b) Develop a web-based application 
and deploy the best CNN to classify images and aid in decision-making to help farmers 
surmount pest and disease problems in Pakcoy.

MATERIAL AND METHODS

Dataset

The dataset in this study consisted of multiple images containing information about 
pests and diseases in Pakcoy. The dataset was obtained from the Kaggle platform, 
which provided various datasets used for further research by data scientists. The dataset 
consists of 3 pests and diseases on Pakcoy, including cabbage butterfly, leaf miner, and 
powdery mildew. The Kaggle data set involved 1,793 images of cabbage butterflies, 333 
images of leaf miner pests, and 752 images of powdery mildew. The dataset on Pakcoy 
was derived from Kaggle along with a label on each image using a CSV file (https://
www.kaggle.com/giane901/chinese-cabbage-disease-detection). The data were double-
checked to re-identify disease availability in each image and store the type of pests and/or 
disease information. The labeling employed multiple dataset labels, meaning one dataset 
image could contain more than one infected pest and disease. However, another class, 
namely the healthy class, was added and collected from local farmers for this purpose. 
A balanced dataset of four different classes of pest and diseases are required. Thus, 
1156 images were used for training and testing for model development. The proposed 
architectures, namely MobileNetV2, ResNet-101, and GoogLeNet, were carried out 
using 894 training images and 262 validation images to determine the level of loss 
function or cost function generated. In addition, 70 images were collected separately 
from local farmers and unused Kaggle data for model evaluation along with web-based 
development and implementation.
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Models

Convolutional Neural Network. Convolutional Neural Network or CNN is a neural 
network method in deep learning commonly used for image data (Hendrawan et al., 2022; 
Koklu et al., 2021). This method can be used to recognize and classify the objects in an 
image. It integrates several neurons with weight values, activation functions, and bias values 
almost similar to normal neural networks. Figure 1 shows the base architecture of the CNN.

Figure 1. Convolutional neural network 

Convolution Subsample Convolution Subsample Flatten Fully 
connected

Output

Pest A

Pest B

Disease A

Disease B

The input layer is the image data input converted into a 3-dimensional matrix with 
an individual value of each dimension: red, blue, and green. The data are entered at the 
convolution layer stage, where calculations will occur between the previous layers. As 
the kernel matrix has been initialized prior to training, the calculation of the number of 
kernels depends on the number of features generated. Afterward, the rectified linear unit 
(ReLU) is operative for the activation function. After the activation function, the pooling 
process will take place. This process is repeated several times until a sufficient feature map 
is obtained before initiating a fully connected neural network.

MobileNet V2. MobileNetV2 is a convolutional neural network (CNN) architecture used 
to overcome the need for excessive computing resources (Sandler et al., 2018; Sutaji & 
Yıldız, 2022). In general, the basic difference between MobileNetV2 architecture and 
CNN architecture is the use of a convolution layer with a filter thickness corresponding 
to the thickness of the input image. MobileNetV2 divides convolution into depthwise 
convolution and pointwise convolution. The MobileNetV2 architecture uses the ReLU6 
activation function (Figure 2).

Depthwise separable convolution is a block in deep learning consisting of depthwise 
and pointwise convolution. This depthwise separable convolution layer reduces complexity 
and parameters upon generating a smaller model (Howard et al., 2017; Kamal et al., 
2019). Depthwise convolution is the result of factorization of standard convolution of a 
number of inputs, and it is capable of individual channel processing. What follows is the 
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comparison of the total operating costs between depthwise separable convolution and 
standard convolution. The total cost calculation of standard convolution is formulated as 
Equation 1.

(1)

By contrast, that of depthwise separable convolution employs the Equation 2

(2)

Zk denotes the size or dimension of the kernel, A represents the number of input channels, B

corresponds to the number of output channels, and Zf is the size of the feature or filter. As for standard 

convolution, the computational cost employs the following Equation 3. 

       (1)

By contrast, that of depthwise separable convolution employs the Equation 2
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Zk denotes the size or dimension of the kernel, A represents the number of input 
channels, B corresponds to the number of output channels, and Zf is the size of the feature or 
filter. As for standard convolution, the computational cost employs the following Equation 3. 
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By contrast, that of depthwise separable convolution employs the Equation 2
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Zk denotes the size or dimension of the kernel, A represents the number of input channels, B

corresponds to the number of output channels, and Zf is the size of the feature or filter. As for standard 

convolution, the computational cost employs the following Equation 3. 

      (3)

Equation 3 implies that a 3 × 3 kernel reduces computation by 8 or 9 times (Howard 
et al., 2017; Kamal et al., 2019).

After the dataset had gone through data labeling and augmentation, a pre-trained 
model of the MobileNetV2 architecture was prototyped. Each image data followed the 
MobileNetV2 architecture (Sandler et al., 2018) and performed convolution according to 
the architecture (Table 1).

Figure 2. MobileNet V2 architecture

INPUT

INPUT

Conv 1×1, Relu6

Conv 1×1, Relu6

Dwise 3×3, 
Relu6

Dwise 3×3, Stride = 2, Relu6

Stride = 2 block

AddConv 1×1, Linear

Conv 1×1, Linear

Stride = 1 block

Table 1
MobileNetV2 architecture

Input Operator Expansion factor Output channels Number of repeat Stride
2242 × 3 conv2d - 32 1 2
1122 × 32 bottleneck 1 16 1 1
1122 × 16 bottleneck 6 24 2 2
562 × 24 bottleneck 6 32 3 2
282 × 32 bottleneck 6 64 4 2
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GoogleNet. GoogLeNet is an architecture developed by and has a 22-layer deep 
convolutional neural network (Szegedy et al., 2015). The GoogleNet architecture usually 
uses 224 × 224 pixels of each input image. A study conducted by Luo et al. (2021) shows 
that GoogLeNet works well in classifying weed seeds. However, the use of GoogLeNet 
needs to be evaluated to classify Pakcoy pests and diseases. 

ResNet-101. Resnet-101 is an architecture developed by Microsoft with 101 layers of 
deep convolution neural networks. Also, the size of the input image of this architecture 
was 224 × 224 pixels. A study by Wu et al. (2021) shows that ResNet-101 performs better 
than ResNet-50 in segmenting the abnormal leaves in the plants. For Pakcoy pests and 
diseases classification, we used a ResNet-101 rather than ResNet-50.

Metrics

As a measuring tool, a confusion matrix is designed to make measurements when analyzing 
a classifier. It helps to determine whether a classifier is good in terms of recognizing 
data from different classes. When the classifier is run and generates real-time data, True-
Positive and True-Negative values provide that information. Meanwhile, if the classifier 
encounters an error upon classifying data, the values of False-Positive and False-Negative 
will provide the required information. In this study, the confusion matrix was employed, 
and the parameters associated with accuracy (Equation 4), precision (Equation 5), recall 
(Equation 6), and f1-score (Equation 7). The equations of these constructs are as follows.
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                                                              (6) 

𝑓𝑓1− 𝑠𝑠𝐴𝐴𝑠𝑠𝐴𝐴𝑃𝑃 (𝑓𝑓) =
2 ×  𝑝𝑝𝐴𝐴𝑃𝑃𝐴𝐴𝑃𝑃𝑠𝑠𝑃𝑃𝑠𝑠𝑠𝑠 ×  𝐴𝐴𝑃𝑃𝐴𝐴𝐴𝐴𝑅𝑅𝑅𝑅
𝑝𝑝𝐴𝐴𝑃𝑃𝐴𝐴𝑃𝑃𝑠𝑠𝑃𝑃𝑠𝑠𝑠𝑠 +  𝐴𝐴𝑃𝑃𝐴𝐴𝐴𝐴𝑅𝑅𝑅𝑅

     (7)

Input Operator Expansion factor Output channels Number of repeat Stride
142 × 64 bottleneck 6 96 3 1
142 × 96 bottleneck 6 160 3 2
72 × 160 bottleneck 6 320 1 1
72 × 320 conv2d 1×1 - 1280 1 1
72 × 1280 avgpool 7×7 - - 1 -
1 × 1 × 1280 conv2d 1×1 - k - -

Table 1 (continue)
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Web-based Development and Implementation 

Choosing the Best Model. Three different architectures (MobileNetV2, GoogLeNet, and 
ResNet-101) were evaluated, and the best metrics were chosen for inclusion in web-based 
development and deep learning implementation. The model will be re-trained and re-tested 
for further use if new information/data is provided.

Business Process Model Notation (BPMN). Business Process Model Notation (BPMN) 
is a graphical representation essential to determine a business process model. BPMN is 
developed to help readers understand a business process underway. Two main actors, 
namely user and admin, were involved in the business process. The users can be Pakcoy 
farmer or stakeholder who wants to predict and recognize the pests and diseases of Pakcoy 
and its problem-solving. An admin manages users, pests, and disease information, re-train 
and -tests the model, and applies the best model. Figure 3 shows the BPMN of the pest 
and disease identification system for Pakcoy in this study. 

Figure 3. Business Process Model Notation (BPMN)
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Workflow. The flowchart describes the detailed convolution process. The process is 
essential in processing image input using a MobileNet architectural model. It plays a key 
role in producing new features for identifying pests and diseases on Pakcoy plants. Figure 
4 displays how input is engaged in the overall convolution of MobileNet.

Entity Relationship Diagram. Entity Relationship Diagram (ERD) is a diagram for 
modeling database requirements. The ERD development should be done before developing 
the web application. The basic tables, namely the image of infected Pakcoy leaf, pest, 
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and disease name, symptoms of each pest 
and disease, and its solutions, need to be 
provided for identifying the Pakcoy pest and 
disease. The ERD of the pest and disease 
identification system developed in this study 
can be seen in Figure 5.

RESULTS AND DISCUSSION

Although  severa l  s tud ies  p rov ide 
adequate evidence of those architectures 
( M o b i l e N e t V 2 ,  G o o g L e N e t ,  a n d 
ResNet-101) performance in identifying 
and classifying the pests and diseases of the 
plant, based on the principle of precision 
agriculture, which focuses on site-specific 
management, each agricultural problem/
issue needs to be handled by using the 

Figure 4. Convolution flowchart

Figure 5. Entity Relationship Diagram (ERD)

particular treatment and cannot be generalized using the same architecture. Thus, pests 
and diseases recognition of  Pakcoy need to be evaluated.

The Results of Training Model 

For this purpose, all well-known architectures, namely MobileNetV2, GoogLeNet, 
and Resnet101, use batch size, dropout, and early stop patience of 64, 0.085, and 10, 
respectively. In addition, we also used the learning rate of 0.01, 0.001, 0.0001, and 0.00001 
to evaluate the performance of selected architectures and examine the model acquired to 

Start

Input data, batch_size=64

for y=x.batch_size, y<batch_size.(x+1), y++

image[x]=array.push(data[y])

for i=0, i<image.length, i++

image[i]

Convolution MobileNet
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for x=0, x<data.length/batch_size, x++
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recognize the Pakcoy pests and diseases. This study employed multi-label datasets, meaning 
that one image can indicate more than one pest and disease.

The results have demonstrated that the training process using a learning rate of 0.001 
produces the best model and provides the lowest loss function value, especially for 
MobileNetV2 architecture (Table 2). A good loss function produces the lowest expected 
error. Since the batch size, dropout, and early stop patience of 64, 0.085, and 10 were used 
in the training step, these parameter values significantly affect the results, characterized 
by good results and graphics without overfitting (Figure 6). The results point out that the 
MobileNetV2 has the best level of loss function compared to ResNet101 and GoogLeNet 
models. It concludes that the model also markedly affects the success rate of training. 
Thus, the tested model can be used directly by the user to be implemented into web and 
mobile applications. Several researchers used a MobileNet architecture for several benefits, 
such as being lightweight in smartphone implementation and reducing application latency 
(Chudzik et al., 2020; Li et al., 2021). 

Table 2 
Loss function value

Learning Rate MobileNetV2 ResNet101 GoogLeNet
0.01 0.4496 0.4385 0.3396
0.001 0.0764 0.2091 0.2397
0.0001 0.098 0.1048 0.2107
0.00001 0.075 0.1009 0.0829

Figure 6. Comparison of different model architectures
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The Results of Model Testing

The model testing with MobileNet was carried out using 70 image datasets. Model 
evaluation determines whether the model tested is sufficiently decent and can be used 
directly by farmers. In evaluating the model, the researchers calculated accuracy, precision, 
recall, and f1-score in the form of a confusion matrix. Here are the evaluation results of 
the model using the confusion matrix (Table 3).

The average precision, recall, and f1-score of each label were calculated using a macro 
average and a weighted average. As seen in Table 4, each label has a different value but 
does not imply a significant gap. The findings highlight that the MobileNet architecture 
model has stable accuracy, precision, recall, and f1-score values, which are essential for 
identifying pests and diseases. MobileNet is readily applicable for identifying pests and 
diseases to aid growing Pakcoy.

Table 3 
Accuracy, precision, recall, and f1-support

Label Accuracy (a) Precision (p) Recall (r) f1-score (f) Number of Label (s)
Healthy 1.00 1.00 1.00 1.00 6
Cabbage butterfly 0.97 0.95 1.00 0.97 39
Leaf miner 1.00 1.00 1.00 1.00 24
Powdery mildew 0.97 1.00 0.90 0.95 20

Table 4
The average of confusion matrix

 Accuracy Precision Recall f1-score Number of Labels
Macro Avg 98 % 99 % 97 % 98 % 89

Weighted Avg 98 % 98 % 98 % 98 % 89

Implementation Results of Web-based System

In this study, the front end and back end of the system were developed (Figure 7). The front 
end consists of the homepage and pest and disease prediction page. The landing page is 
directed to the home page, which users can access. This page has a start button to upload 
images to predict pests and diseases for the backend used for administration. This page 
presents information on predicted pests and diseases based on the image uploaded by the 
user. It informs the pests and diseases that possibly affect a certain plant and the solutions 
to overcome these pests and diseases. In addition, the administrator can upload the types 
of pests and diseases, symptoms, and recommendations. For new pests and diseases that 
are not available in the model, the Administrator will re-train the existing and additional 
dataset of new pests/diseases, then generate a new model and replace the old model.
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CONCLUSION

In this study, we specify four Pakcoy classifications: healthy, cabbage butterfly, leaf miner, 
and powdery mildew. Several architectures, namely GoogleNet, ResNet, and MobileNet, 
were evaluated to predict the type of pests and diseases in an image. We also evaluate a 
single to multilabel criterion of pests and diseases of Pakcoy. A significant model was 
obtained using MobileNetV2 architecture for pests and disease recognition. 

The convolutional Neural Network method using the MobileNet architecture model 
coupled with several adjusted parameters comprises an effective system to identify pests and 
diseases on Pakcoy. Based on the training data, the developed model produces an error rate 
of 0.076 and an accuracy rate of 98%. The model architecture, along with its parameters, has 
been proven to generate a low error rate without not overfitting. In addition, we successfully 
developed a web-based application and supported mobile-based applications. Future study 
is suggested to develop a pest and disease identification system involving many types of 
pests and diseases affecting Pakcoy including spodoptera litura, spodoptera exigua, Agrotis 
sp., plasmodiophora brassicae, plutella xylostella, and phytoptora sp.
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ABSTRACT

The annual increase of the global load demand has led to higher penetration of inverter-
based renewable energy resources like wind farms and solar PV into the modern grid 
system. Distance relay may mal-operate by incorrectly estimating line impedance as 
fault during swing scenarios considering the infeed contributions impact from renewable 
sources. The negative impact of these integrated power electronics-based devices on 
the power swing blocking (PSB) and out-of-steps tripping (OST) functions of the 
distance relay characteristics has not been extensively discussed in previous studies. 
This study divulges a comprehensive review of the various PSB and OST schemes 

studies conducted to prevent relay mal-
operation during power swing (PS) and 
symmetrical faults. Also, the large-scale 
renewable resources penetrations impact 
the PS characteristic and trip decision 
operation of the distance relay divulged. 
The mining of distance relay event records 
for hidden useful knowledge deployment 
for intelligent PSB and OST functions is 
the future research direction. Using the 
distance relay divulged knowledge will 
assist in reducing the failure rate level of 
PSB and OST function distance relaying 
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schemes, hence improving the degree of reliability/dependability of the power system 
under different operating conditions.

Keywords: Distance relay, faults; photovoltaic, power swing, renewable resources, windfarm 

INTRODUCTION

In a modern interconnected power system, all generators run in synchronism under steady-
state conditions, which leads to a balanced operating condition between generated power, 
connected loads demand and constant rotor angle (Khadka et al., 2020). However, when the 
steady-state balance condition between the generator and the load impedance characteristic 
is disrupted with the emergence of network disturbances (like line switching, faults, large 
load addition and large load disconnection), then power system instability emerges (Višić 
et al., 2020). This network’s unbalanced state causes a sudden change in the power system 
operating fundamental parameters like the current, voltage, frequency and power flow 
resulting from changes in the generator’s rotor angle (Mooney & Fischer, 2006). The rotor 
angle oscillations of the synchronous generator result in a change in power flow, voltage 
and current signals of the power system. A power swing (PS) is a variation of power system 
fundamental parameters that oscillates power flow in the electrical networks (Hashemi & 
Sanaye-Pasand, 2018; Shair et al., 2021). The PS phenomenon affects the smooth operation 
of the distance relay, resulting in the relay mal-operation. Power system swings can be 
categorised as stable and unstable swings—the stable swing scenarios enable the recovery of 
the generators from the transient instability during power system disturbances (Yellajosula 
et al., 2019). An unstable or out-of-step power swing (OST) causes continuous oscillation 
in power flow due to continuous changes in the generator rotor angle, which leads to 
serious power flow oscillation (Mohapatra et al., 2017) and power system breakdown or 
equipment damage if not addressed (Nasab & Yaghobi, 2020).

Generally, distance relay operates by estimating the line impedance using phasor 
measurement of voltage, current and phase angle difference between the signals from the 
relay location under SteadyState (normal) and transient (fault) conditions for informed trip 
decision (Paladhi et al., 2022; Rao & Pradhan, 2017). The power flow oscillation during 
PS and fault disturbances are similar in features and function of variations in voltage and 
current signals, which impacts the estimated impedance at the distance relay location on the 
high voltage transmission line (Arumuga & Reddy, 2022). The estimated impedance under 
transient disturbances (like PS and faults) is compared with the earlier preset SteadyState 
threshold value used for informed trip decision protection characteristic settings (Taheri 
et al., 2020). The distance relay is expected to initiate a power swing blocking (PSB) 
function during stable PS to prevent unnecessary tripping of the healthy section of the 
line even when the estimated impedance is lower than the preset threshold value, forcing 
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the impedance locus trajectory into the preset protection zones (O’Donovan et al., 2020). 
However, initiate a trip command to the associated breaker during faults with similar 
impedance trajectory movement to prevent damage to equipment installation (Alsyoufi 
& Hajjar, 2019). The PS occurrences may interrupt the protection relay operation when 
the impedance locus intrudes into the operating zones of the relay characteristics, thereby 
causing mal-operation of the relay tripping as if it is a fault condition occurrence. For a 
short circuit fault, the estimated impedance seen by the relay reduces suddenly during short 
circuit fault interruption and compels sudden movement of the impedance trajectory into 
the trip operating zones of the relay to initiate tripping of the faulty line section (Kang & 
Gokaraju, 2016). The distance relay false tripping during stable PS is not expected because 
it may result in the blackout isolation of healthy sections of the line, compromising the 
reliability of the power system due to unexpected power outages resulting from protection 
system compromise (Sorrentino et al., 2018).

The distance relay is not expected to initiate a trip command under stable PS conditions 
by activating the PSB function of the distance relay. Under unstable swing and symmetrical 
fault conditions, the distance relay is expected to initiate a coordinated trip command using 
the out-of-step trip (OST) function of the relay to prevent a serious negative impact on the 
power system total blackout (Arumuga & Reddy, 2022; Sorrentino et al., 2018). When there 
is a power system blackout resulting from the relay mal-operation, it takes a longer time to 
restore the system to its normal operating conditions and creates a huge financial burden 
on utility companies if not prevented (Elliott et al., 2021). Several studies on power swing 
blocking (PSB) and OST functions have been conducted and integrated into the relay to 
detect and prevent unwanted tripping operations of the relaying schemes to address these 
challenges (Desai & Makwana, 2022).

Integrating renewable energy generation sources into the modern power system grid, 
like wind farms and solar photovoltaic (PV), is conducted in line with the stipulated grid 
codes (Cabrera-Tobar et al., 2019; Zheng et al., 2017). These source integrations are 
facilitated by factors associated with the low global warming impact benefit due to the 
reduction in the emission levels of greenhouse gases (GHG) and sustainability of renewable 
natural sources with the ability to self-replenish. The higher penetrations of renewable 
sources into the conventional grid reduce the grid inertia (Dreidy et al., 2017; Ying et al., 
2017) with the shutdown of more fossil-fired generation plants. However, this paradigm 
shift introduced some power system stability challenges affecting the smooth operation 
of power flow from the generating sources to the diverse connected load (Choudhury, 
2020; Mararakanye & Bekker, 2019). Secondly, huge harmonic contents are introduced, 
affecting the power quality of the generated electrical power (Benjamin & Jain, 2018). 
The large harmonic contents injection from the integrated converters and cyclo-converters 
integration with the renewable sources (like windfarm and PV) negatively impacted the 
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voltage and current signal waveforms used by the protective device for smooth operation 
(Choudhury, 2020; Mondal et al., 2020; Shafiullah et al., 2013). This integration impacted 
large disturbances like short circuit faults, generator disconnections, line switching, and 
addition and disconnection of large loads, which may compromise the power system 
stability (Bakar et al., 2010; Gunasegaran et al., 2015).

The increase in the renewable penetration in modern grid networks causes an increase 
in the swing frequency, voltage and current signal oscillations that adversely impact the 
time-based discrimination of faults from power swing (Buraimoh & Davidson, 2020). The 
distance relay’s smooth operation is affected by the renewable power sources integration 
and PS scenarios, which are challenging in the accurate estimations of the line impedance 
by the distance relay (Ahmed et al., 2020; Mathe & Folly, 2017; Sorrentino et al., 2018). 
The wrong impedance estimation compromises the accurate trip decision-making that may 
result in the total system collapse or cascaded tripping of healthy sections of the networks if 
not addressed. The annual increase in the global load demand has led to higher penetration 
of inverter-based renewable energy resources into the modern grid system, as demonstrated 
in recent research (Sinsel et al., 2020). The negative impact of these integrated power 
electronics devices on the PS characteristics has not been extensively discussed. The higher 
renewable resource penetrations may adversely impact the trip decision operation of the 
distance relay if carefully investigated. The deployment of the distance relay assists in 
reducing the failure rate level and improving the degree of reliability/dependability of the 
power system. Distance relay may mal-operate by incorrectly estimating line impedance 
as fault during swing scenarios considering infeed contributions from renewable sources. 
The unwanted distance relay trip is not expected under stable swing conditions since the 
network can recover stability.

Given these challenges, this current study divulges a comprehensive review of the 
various power swing blocking (PSB) and OST schemes studies conducted to prevent 
relay mal-operation during swings and faults. Also, divulging the impact of high-scale 
penetration of the renewable energy sources on PS and faults characteristics impact the 
distance relay accurate trip decision. It is the motivation of this study as no earlier study 
was conducted in this direction. This review manuscript presents an up-to-date approach 
to addressing the impact of renewable integrated sources on PS generation and distance 
relay mal-operation under transient disturbance. 

POWER SWING SCENARIOS AND CLASSIFICATION

Power swing is defined as the variation of power flow due to loss in synchronism of 
generators, which leads to a change in its SG rotor angle (Desai & Makwana, 2022). The 
large oscillations of the fundamental power system parameters between the sending and 
receiving ends affect the measured apparent impedance seen by the relay in a power system 
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(Arumuga & Reddy, 2022). The PS is classified based on the level of disturbances as stable 
and unstable power swings and also sub-classified based on the swing frequency as slow 
frequency (1–3 Hz) and fast frequency (4–7 Hz) (Brahma, 2007).

Power Swing Impact on Different Relays Operation

During PS, the load impedance locus oscillates between the initial position and the 
protection relay operating characteristic (zones) at the power oscillation frequency speed 
(Figure 1). The system impedance trajectory during the swing scenario may enter the 
protection trip zones of the relay characteristic (Rao & Ahmad, 2017). If the impedance 
locus stays in the protection zone beyond the preset operation time (T), a tripping operation 
is initiated even though no actual short-circuit fault occurred in the system (Torres et al., 
2016). Such tripping operation is undesirable because no actual short circuit fault occurred, 
and tripping may lead to the isolation of healthy line sections and system instability. In this 
case, the protective relay should block tripping operation during the stable power swing 
since the oscillation from the rotor angle achieves a new stable operation point under a 
stable PS, as displayed with the new stable swing impedance locus.

In contrast, an unstable power swing scenario is a balanced three-phase symmetrical 
disturbance that causes undesired relay operation in a power system network (Camarillo-
Peñaranda et al., 2020). It is due to a loss of synchronism as the rotor angle of the generator 
could not achieve a new equilibrium point, as displayed in Figure 1. Hence, it results in 
uncontrolled tripping of the protective relay, leading to cascade outages. The impact of a 
pole slipping from an unstable swing may damage the generator and associated turbines if 
not addressed. An unstable power swing is associated with low voltage, which may result 
in motor stalling, generator tripping and damage to connected voltage-sensitive loads. The 
protection remedy is to isolate the group of generators operating asynchronously to prevent 

Figure 1. Stable and unstable swing locus trajectory movement
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system equipment damage, power system shutdown and stability compromise (Sorrentino 
et al., 2018). Additional provision of reliable power system protection schemes that 
constantly monitor the changes in power flow, voltage, current and rotor angle to prevent 
cascaded outages is also required. The deployment of an OST protective relay function 
to discriminate between stable and unstable PS conditions is recommended (Gonzalez-
Longatt et al., 2021).

The differential protective relay is unaffected by the PS condition and does not respond 
to unstable power swing conditions on power transmission lines. In contrast, the stability and 
unstable power swing conditions affect the distance relay, overcurrent relay, and directional 
relay operations characteristics, resulting in uncontrolled tripping of associated breakers 
(Moustakas et al., 2020). The current flowing through the transmission line is a function of the 
two-terminal voltage phase angle difference. The generator rotor angle is directly proportional 
to the voltage phase difference seen by the distance relay, which influences the line impedance 
estimated by the distance relay (Jedrzejczak et al., 2016). The distance relay is expected to 
detect and block its trip operation under stable swing scenarios to improve the power system’s 
stability and reliability. The distance relay compared the estimated line impedance with the 
preset threshold value under stable conditions by measuring the instantaneous voltage, current 
and phase angle for fault impedance estimation (Dubey et al., 2016).

The literature has recorded several power system blackouts in a few countries due to 
protective relay mal-operations, as highlighted in Table 1.

Table 1
Distance relay maloperation causes a power system blackout

Ref Country Year Impact
Corsi and Sabelli, 
2004

Italy 2003 The Italian power grid was subjected to 3 hours of 
blackout that affected over 60 million residences with 180 
GWh energy shortfalls.

Bakar et al., 2010 Malaysia 2003, 2005 Two undesirable distance relay mal-operation recorded 
by the Malaysia TNB power grid system blackout for five 
hours due to load encroachment.

Ratha, 2013 India July 30 and 
31, 2012

Two different large-scale blackouts affected 350 and 680 
million Indians, involving 75% of the total states of India.

Bowen et al., 
2018

Brazil March 21, 
2018

Large-scale national grid blackout in Brazil with 19760 
MW load disconnected (25% of the country's total 
connected loads) and 85% of the states.

Power Swing Impact Analysis Impact on Distance Relay

Considering two sources, V is a high voltage powered transmission line with generated 
voltages VA and VB at both terminal and voltage drop measurement at the relay location 
(Figure 2). The system power flow equation in any transmission line is expressed in 
Equation 1.
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V V
P = Sin 

X
s r δ
−       (1)

Power swing is the variation of power flow as a result of synchronous generators’ rotor 
angle changes, which may lead to loss of synchronism if it persists for too long. The current 
(I) flowing through the transmission line can be expressed mathematically in Equation 2.

  
Z +Z +Z

A B

A L B

V VI −
=       (2)

Where, P: power flow transfer on the transmission line; VA: synchronous generator A source 
voltage; VB: synchronous generator B source voltage; VR: voltage drop measured at the 
relay location; X: reactance between the generator and the load; ẟ: rotor angle between the 
sending and receiving end voltage; ZA: Impedance of generating source A; ZB: Impedance 
of generating source B; ZL: transmission line impedance; ZT: total system impedance; and 
I: current flowing through the transmission line. 

Substituting ZT =  ZA + ZL + ZB into Equation 2, simplified Equation 3

 = 
Z

A B

T

V VI −
       (3)

Voltage drop at the relay location (VR) is expressed in Equation 4.

R A AV V I Z= − ×       (4)

The impedance seen by the relay is expressed in Equation 5 based on Ohms’ law:

The impedance is seen by the distance relay,   R
R

VZ
I

=  (5)

Substituting Equation 3 and 4 in Equation 5 produced Equation 6.
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Figure 2. Two-source powered high voltage transmission line test system
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If the voltage VA at terminal A leads to the source voltage VB at terminal B by angle ẟ, 
the ratio VA/VB = n. Substituting these parameters in Equation 6
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     (7)

Equation 7 represents the locus of the family of circles seen by the distance relay at 
the location with n as the parameter and ẟ as a variable. Where n=VA/VB

When n = 1, the power swing locust is a straight line perpendicular to the total line 
impedance ZT at angle 900 with the locus illustrated in Figure 3.

For n > 1, the centre of the power swing locust lies on the expansion of the total line 
impedance. The distance of the terminal end B to the centre of the locus and the radius of 
the circle are in Equations 8 and 9, respectively, as displayed in Figure 3.

Distance of B to the centre of the circle, 2( 1)
T

BC
ZD

n
=

−
 (8)

The radius of the circle, 2 1
T

BC
nZr

n
=

−
    (9)

For n < 1, a distance of A to the centre of the circle and the radius of the circle in 
Equations 10 and 11, respectively, are displayed in the locus of Figure 3.
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Distance Relay Characteristic Under Power Swings

Power swing is typically a phase symmetrical event similar to a three-phase symmetrical 
fault but with longer oscillation time as compared to a short circuit fault with a fast 
movement response (Mahamedi, 2010). If the locust of the impedance seen by the distance 
relay during the PS scenario entered and stays in the trip zones of the distance relay R-X 
characteristics, the relay sees low estimated impedance as a fault and thereby initiates 
a tripping command. The time the PS locus travels through the relay characteristic and 
the trip zones determines whether the relay will trip the associated breakers. The current 
flowing through the transmission line depends on the phase difference between the two 
sources’ terminal voltages. The system voltage phase difference is directly proportional 
to the generator’s rotor angle, influencing the current flow through the relay on the 
transmission line (Bakar et al., 2010). The electrical current magnitude directly impacts the 
estimated impedance seen by the distance relay. Furthermore, the PS scenarios influence 
the performance and operation of the distance relay in a power system since the estimated 
impedance depends on the source and line impedance magnitudes for an informed decision.

A power swing scenario appears like a short circuit fault that changes its distance from 
the relay location. The greater the area occupied by the distance relay characteristic on the 
R-X diagram, the more vulnerable the relay mal-operation impact from the PS. The mho 
relay characteristic displayed the lowest impact of PS false tripping of the distance relay 
considering the smallest area coverage of PS impact locus on the relay characteristic plot 
on the R-X diagram of Figure 4. The impedance characteristics plot with a larger swing 
impedance locus coverage on the same R-X plot follows it. On the contrary, the reactance 

Figure 3. Power swing characteristic locus trajectory
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characteristic has the largest PS impact on the distance relay mal-operation, considering 
the largest area coverage of the swing locus on Figure 4 R-X diagram.

Figure 4. Power swing impact on distance relay characteristics
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POWER SWING BLOCKING (PSB) AND OUT-STEP-TRIPPING (OST) 
TECHNIQUES

The distance relay has two operating functions, known as power swing blocking (PSB) and 
out-of-step tripping (OST), that mitigate the impact of PS on the power system (Desai & 
Makwana, 2021). The PSB discriminate the PS from short-circuit faults by blocking the 
relay from operation during the PS scenarios and unblocking the relay operation during 
fault. The PS appears like a fault but changes its location with respect to the relay location 
because the distance relay measures the impedance to the fault section of the line. The 
estimated impedance during PS is similar to that of a three-phase symmetrical short circuit 
fault in characteristics, which initiates the relay mal-operation trip command. The estimated 
impedance seen by the relay during PS is constantly changing based on the change in the 
distance of the PS impedance locus from the relay location. One of the primary functions 
of the distance relay is to discriminate between PS and short circuit faults effectively. 
The relay PSB function device prevents unwanted tripping of the system for enhanced 
reliability/dependability and unblocks the scheme during short circuit faults to prevent 
system damage. Several PSB scheme research studies have been conducted to address 
this limitation, as seen in the algorithm comparison performance study conducted in this 
direction (Khoradshadi-Zadeh, 2005). Mooney and Fischer (2006) presented a practical 
relay setting guideline for the conventional PSB functions in their study to aid smooth 
PSB implementation, and Nayak et al. (2010) divulged a comparative analysis between 
existing PSB scheme merits and limitations.
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In contrast, the out-of-step tripping (OST) function of distance relay discriminates 
between stable and unstable PS (types) scenarios based on the swing impedance locus and 
initiates system partitioning in case of unstable swing occurrences (Holbach, 2006). The 
OST function prevents the tripping of the distance relay during stable swings. A stable swing 
is determined if the impedance locus does not enter the OST zone and the relay blocks from 
the trip operation (Tziouvaras & Hou, 2004). The function initiates a trip operation during 
an unstable swing if the impedance trajectory enters the OST operating zone.

This section highlights updates on the different PSB and OST protection schemes from 
literature deployed in preventing the distance relay mal-operation during the PS condition. 
Numerical relay manufacturers adopt some of these methods in the modern power system 
network protection scheme.

Rate of Change in Impedance Methods

It is a conventional approach mostly deployed by relay manufacturers that consider the 
rate of changes in the impedance estimation by the distance relay. The discrimination is 
based on the rate of change of the positive sequence component of the impedance locust 
(ΔZapp/Δt) during PS and fault scenarios, as illustrated in Rao et al. (2017). Gao and Wang 
(1991) established that the rate of change of impedance is gradual and slow in the case of 
PS compared to an instantaneous change in impedance under fault conditions. Under the 
normal operating conditions of the system, the load impedance Zload is located outside the 
distance relay operation characteristic zones without tripping, as displayed in Figure 5. 

On the contrary, the emergence of stable PS conditions generates a slow-moving 
impedance locus gradually into the relay operation characteristic trip zones, as illustrated 

Figure 5. Rate of change in impedance locus in the distance relay
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in Figure 5. Hence, the relay mal-operates due to a reduction in the estimated impedance 
seen by the relay inside the preset trip zones. Under a fault condition, the rate of change 
in impedance (ΔZapp/Δt) seen by the relay is also lower than the preset value but forces the 
impedance trajectory to transit instantaneously from the load point into the relay operating 
zones. The operating principle of such a scheme is based on identifying the difference 
between the time taken for the rate of change in impedance during PS and the fault condition 
for PSB or fault trip decision (Arumuga & Reddy, 2022). 

Concentric Characteristics Approach. In this approach, two sets of similar concentric 
characteristics are drawn with reference to the protection characteristic zone of interest 
displayed for polygon, mho and trapezoidal protection characteristics of distance relay on 
the R-X characteristics plots of Figure 6. The relay timer estimates the time taken for the 
estimated impedance locus to cross through the outer and inner concentric characteristics 
of the relay during PS and faults. The estimated time is then compared with the preset 

Figure 6. Distance relay concentric characteristic plots: (a) polygon; (b) mho; and (c) trapezoidal 
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Double Blinder Characteristics Approach. This approach addresses the existing operating 
limitations of the rate of change in the impedance and the concentric cycle approaches. The 
scheme draws two sets of inner and outer blinders parallel to the system line impedance 
after determining the protection zone of interest (mostly demonstrated for zone 3 of the 
distance relay) (Kang & Gokaraju, 2016). The double blinder scheme is mostly targeted at 
detecting out-of-step occurrences during PS to prevent relay mal-operation as the impedance 
locus of the PS is projected perpendicular at an angle of 90o to the total system impedance 
displayed in Figure 7.

Figure 7. Double blinder scheme for distance relay
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Change in Resistance Monitoring Method. A resistance monitoring approach is an 
alternative method introduced to address the challenges in complex grid analysis studies to 
prevent distance relay mal-operation during a PS scenario. Generally, the relay’s resistance 
component of the measured impedance changes continuously during the PS scenario but 
changes instantaneously and remains at the new value during fault inception duration 
(Nayak et al., 2010). 

Rate of Change in System Parameters Methods

These are alternative approaches associated with the rate of changes in three-phase power, 
voltage variation, frequency and current, as illustrated in this discussion. These PSB and 
OST schemes are developed using other power system network oscillating parameters 
associated with PS and fault disturbances. In a study conducted by Taheri et al. (2020), 
outside the rate of change in impedance deployed, the rate of change of the instantaneous 
frequency parameter for detection and discrimination of PSB and fault. Taheri and Razavi 
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(2018) adopted the RMS value of the current signal measurement for detecting PS and fault 
discrimination as executed. Other adopted similar schemes are the following:

(i) Power Variation Scheme
(ii) Power Swing Centre Voltage (Vcosθ) Based Scheme
(iii) Incremental Current Estimation Scheme
(iv) Rate of Change in Instantaneous Frequency

Signal Analysis Schemes

The spectrum analysis of parameter variation during power system disturbance can be 
observed through the extracted signal parameters for comprehensive analysis. Adopting 
analogue and digital signal analysis methods on the extracted power system parameters’ 
signal or waveform is to hide knowledge in the analysed signal to detect power system 
feature responses under PS and fault disturbances. With the advent of digital signal 
analysis tools, which has encouraged various types of research on PS and fault detection, 
discrimination to address the impending negative impacts on the distance relay mal-
operations (Khodaparast & Khederzadeh, 2014; Lazaro et al., 2018; Morais et al., 2015). 
The list of a few signal analyses approached adopted the time domain, frequency domain, 
and multiresolution analysis of power system signals from monitored system parameters 
based on literature are the following:

(i) Fourier transform Signal Analysis Scheme
(ii) Wavelet Transform Signal Analysis Scheme
(iii) S-Transformation Based Scheme

Artificial Intelligent-based Schemes

It is a pattern recognition approach for classifying PS and fault as adopted in modern 
protection relaying trip function development. The AI methods are deployed for PS and 
fault detection across conducted studies on the PSB and OST functions development. 
These have eliminated the rigour of complex impedance estimations and the adoption 
of operation parameter variation during PS disturbances studies. A few of the conducted 
research methods are highlighted as follows:

(i) Neural Network (ANN) Based Scheme
(ii) Support Vector Machine (SVM)
(iii) Adaptive neuro-fuzzy inference system (ANFIS)

RENEWABLE IMPACT ON DISTANCE RELAY PSB AND OST 
FUNCTIONS

The high penetration of renewable energy sources, mostly from PV and wind farms on 
the transmission network, is due to the high cost, rapid depletion and supply sustainability 
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challenges of fossil fuel energy resources in the power generation system (Moustakas et al., 
2020). These reasons have increased investment in these two renewable energy generation 
sources with a dramatic increase in the emergence of improved wind turbines, PV panels, 
batteries and converters development (Lawan et al., 2017). These renewable source 
penetrations significantly impact the power system disturbance and transient instability 
resulting from the power swing and faults. The large-scale penetration demands are due 
to the annual increase in load demand, which has also produced a new set of protection 
relay operation challenges (Shair et al., 2021). Inverter-based renewable sources from both 
windfarm and PV affect the PS characteristic, which may result in the mal-operation of 
the PSB and OST tripping function of the distance relay as reported (Haddadi et al., 2021; 
Haddadi et al., 2019). 

Large-scale grid-connected PV system on the existing traditional power system is due 
to low maintenance and operation costs compared to the conventional fossil fuels power 
generation methods (Yang et al., 2010). The solar PV system is made up of solar panels and 
control power inverters for integration into distributed and transmission grid networks in 
compliance with the stipulated grid code (Buraimoh & Davidson, 2020; Zheng et al., 2017). 
In a comparative study on the impact of large-scale penetration of PV on PS generation, the 
result demonstrated fluctuation in voltage rise on the IEEE 9 bus system. The oscillation 
impacted the PS characteristic locus, and noticeable oscillations in active and reactive 
power were recorded before and during the PV penetrations (Yusoff & Abidin, 2013). The 
study does not account for the impact of the PV integration on the PSB function of the relay 
as the drawback. Another detailed study by Jia et al. (2017) considered the PV inverter 
penetrated grid performance impact on the PSB function of a relay under PS and fault 
conditions investigated to enhance trip characteristics. Furthermore, an adaptive protection 
scheme is presented to adjust the distance relay settings on a large-scale integrated PV. The 
voltage and current signal data from the PV source at the relay location are deployed for 
the impedance boundary setting of the relay to discriminate faults from swing (Mishra et 
al., 2020). The deployment of variation in the PS phase angle of the fault current for the 
adaptive relay impedance setting is presented (Liang et al., 2020).

Similarly, the large-scale penetration of wind farms in the modern electrical system 
has impacted the power system stability (Rampokanyo & Kamera, 2018). The wind farm 
is made up of several wind turbines that analyse the impact of the wind farm on the PS 
and distance relay mal-operation. Windfarms, unlike synchronous generators, are mostly 
designed from an asynchronous generator having the power angle (P-ẟ) replaced with the 
torque-speed (T–ω) curve (Samuelsson & Lindahl, 2005). Hence, having the rotor speed 
and rotating flux at the same speed (equal), the rotor angle is constant and easily obtained 
under stable conditions.

There is a need to divulge some factors that affect the PS generation level and their 
impact on the operation of the distance relay PSB and OST functions as divulged in this 
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current study. Some of these factors are the types of generators, Power Grid Code [Fault-
Ride-Through (FRT)], the control scheme used, and harmonic contents.

Types of Wind-turbine Generator

The wind turbine is classified into variable and fixed speeds based on the rotor design, 
which impacts differently on the PS and distance relay operations (Mathe & Folly, 2017). 
The fixed-speed wind turbine demonstrated fixed speed during operation, as observed in 
the Squirrel cage induction generator (SCIG) wind turbine (Sravanthi & Rani, 2014). The 
impact of the SCIG on the PS has been divulged in (Zare & Azad 2020); the Induction 
generator (IG) damped PS in the power system network and does not contribute to PS 
fluctuation resulting from the synchronous generator (SG) due to rotor angle stability 
(Abbasi & Yaghobi, 2017). The induction-based generator wind turbine performed better 
than a synchronous generator (Folly & Sheetekela, 2009; Slootweg & Kling, 2003). The 
comparative study conducted between SCIG and SG illustrates more oscillation from SG 
than the IG impact on the PSB and OST function of the distance relay. It is because the 
PS equation for the SG is defined by P–δ parameters, while that from IG is represented by 
T–ω in Muljadi et al. (2007).

On the contrary, the variable speed generator design is found in the double-feed 
induction generator (DFIG) wind turbine with rotor and stator windings connected to the 
power grid through an electronics converter (Ontiveros et al., 2010). This type of turbine 
increases the obtained energy from the wind and improves the power quality and mechanical 
stress reduction (Abdin & Xu, 2000). The study demonstrated low participation of the 
DFIG wind turbine in the PS generation in any integrated power system (Gautam et al., 
2009). In a conducted study by Chowdhury et al. (2013), variable speed wind generators 
(DFIG) have demonstrated better performance with low swing frequency than the fixed 
speed (SCIG and synchronous generator-based turbine) under PS conditions. The DFIG 
windfarm integration separates the mechanical oscillation of the rotor from the electrical 
oscillation of the power system (Ying et al., 2017). Furthermore, the oscillation in the rotor 
speed of a fixed-speed wind turbine affects the variation in the active power delivery in the 
power system. Contrarily, the variable-speed wind turbine delivers the same magnitude of 
active power at different speeds by controlling the rotor voltage (Chung, 2013). Increasing 
wind farm penetration decreases the synchronous generator contributions and PS frequency 
reduction on the existing grid, enhancing system stability (Khoradshadi-Zadeh, 2005).

Power Grid Code

The grid codes that require PV and wind turbines to be permanently connected to the grid 
during fault and power system disturbances are based on the fault-ride-through (FRT) 
ability to impact the network stability (Cabrera-Tobar et al., 2019; He et al., 2016). The 
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FRT is achieved by investigating the PV and wind turbine inverter-based control system 
to determine the allowable current value that is permitted through the system to ensure 
system stability under low SG inertial in earlier conducted studies (Liu et al., 2017; Saleh 
et al., 2015; Tu et al., 2014; Yoosefian & Chabanloo, 2020).

Electrical Center Movement

An electrical centre is a point in a power system where the system voltage becomes zero 
during PS occurrences. Large-scale penetration of the wind farm changes the PS impedance 
directory seen by the relay due to the reduced grid inertia from the reduction in the number 
of SGs. Also, the solar PV penetration impacts the system voltage rise and the relay 
operation, as presented in Yan et al. (2011), but the impact on the system active power 
variation is not reported. The changes in the system parameters result in the estimation of 
the system impedance, leading to mal-operation of the PSB and OST function of the relay 
with only connected SGs. Hence, it leads to unexpected tripping of a healthy section of the 
line during a stable swing and may further affect the movement of the system’s electrical 
centre deployed for optimal location setting of the PSB and OST function implementation 
(Verzosa, 2013). The large-scale wind farm penetration directly influences the movement 
of the electrical centre of the power system (Haddadi et al., 2019).

Control System/Harmonic Content

The renewable energy system operates with the installations of large-scale inverter-
based control systems, which produce harmonic injection into the system’s fundamental 
frequency. Harmonic content in a system can be determined by load characteristic 
study influenced by the harmonic contents in the sampled current signal waveform. 
Injected inter-harmonic frequencies from non-linear loads or power inverter systems 
create a harmonic distortion effect on the measured voltage and current waveforms 
seen at the relay location for impedance estimation in the trip decision (Tin et al., 2011; 
Wannous & Toman, 2018). The harmonic content in the current and voltage waveform 
seen by the relay adversely impacts the relay operation characteristic and also causes 
the thermoelectric effect of the system (Wannous & Toman, 2018). A simulation study 
considered harmonic analysis of the power electronics load on the distance relay 
characteristics to prevent mal-operation of the distance relay PSB and OST function in 
Saha et al. (2014). Given this adverse impact, a reliability study is conducted to analyse 
the harmonic contributions from non-linear connected load and their impact on the relay 
operation characteristic encroachment leading to mal-operation (Jedrzejczak et al., 2016). 
Wrong impedance estimation due to harmonic frequency contents causes the distance 
relay to overreach or underreach its operation characteristic within the protection zone 
coverage (Taheri & Sedighizadeh, 2020). 
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FUTURE RESEARCH PROSPECT

Modern digital numerical relays are microprocessor-based with the capability to monitor 
and record operation events data. An automated distance relay performance analysis has 
been carried out by manipulating the event report domiciled inside the numerical relay in 
building an Expert system (Othman et al., 2009; Othman et al., 2010; Othman et al., 2016). 
Event reporting is a standard feature in most microprocessor-based protective relays used 
as a framework for knowledge discovery in huge database (KDD) records to discover 
the relay’s decision algorithm (prediction rules) and the association rule under different 
operating conditions and network topological changes. These huge databases contained 
useful hidden information that can be used in building expert system decision rules as 
deployed in Othman et al. (2011).

Data mining strategies have assisted in utilising the intelligent electronic devices 
(IEDs) recorded dataset and divulging the hidden knowledge in the recorded event report 
at a relay device level in Othman and Aris (2012). The data and useful information saved in 
these reports are valuable records for testing, measuring performance, analysing problems, 
and identifying deficiencies before resulting in future relay mal-operation. All necessary 
relay fault data must be collected and analysed for complete retrospective verification that 
all elements of the protection relay system characteristics were set properly and operated 
as anticipated under different operating conditions (normal, PS and faults). A simulation 
study based on fault discrimination under integrated renewable energy sources using data 
mining classification model development for relay trip decision-making is presented in 
Emmanue et al. (2019) and Emmanuel et al. (2020). None of these studies considered relay 
event data mining under PS scenarios as the major drawback.

Few identified data mining methods for PS detection and fault discrimination only 
considered developing a model based on an adaptive decision algorithm for distance 
relay PSB function performance on compensated and uncompensated power transmission 
systems (Dubey et al., 2016). The renewable integrated network impact was not considered 
in the study. Machine learning adoption for ensemble model development in fault 
classification during PS on non-renewable integrated lines is presented in Patil et al. 
(2019) and Swetapadma and Yadav (2016). No study has been reported on the data mining 
application on PSB and OST function model development. The data mining and deep 
learning approach will handle all impeding mathematical complexity in the PSB and OST 
function modelling of distance relay operation characteristics using hidden information in 
the historical event records. These unattempted approaches are the future frontier for the 
novel PSB and OST function model designs for distance relays.
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CONCLUSION

This review has presented additional updated information relevant to earlier studies from the 
existing body of literature on the impact of renewable integration on the PS generation and 
distance relay PSB and OST operation characteristic compromise. The system operation was 
performed under different system topologies with reference to different types of generators 
(SG, SCIG and DFIG) with different impacts on PS and fault characteristics divulged. 
Integrating large-scale inverter-based renewable sources from both windfarm and solar PV 
arrays with interharmonic and subharmonic frequencies could pollute the system voltage 
and current seen by the distance relay. These polluted signals compromise distance relay 
operation due to overreach or underreach of the relay operation characteristic zones. The 
intelligent-based PSB and OST function modelling have been comprehensively divulged, 
considering a reduction in the mal-operation compromise merits over the conventional 
methods. Continuous research on PSB and OST functions is important to improve the 
PS and fault discrimination functions in different distance relay operating characteristics.

Data mining and deep learning methods seem promising because they present a realistic 
model development based on extracted real-life scenarios and data information with reduced 
mathematical rigour in complex number handling. Mining hidden knowledge embedded 
in the relay event records under different network topology changes in the relay operation 
characteristic is the next discovered frontier added to the existing body of knowledge 
through this review study.
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ABSTRACT

This paper examines the influence of cavity size and location in the insulation paper on 
the Partial Discharge (PD) activities through Finite Element Method (FEM). The model 
consisted of a conductor wrapped with insulation paper. Two different locations of the 
spherical cavities were introduced in this study, namely Location 1 (L1) and Location 2 
(L2), located at the center and left corner of the insulation paper. The model introduced 
two different sizes of cavities with diameters of 0.5 mm and 0.8 mm. An AC voltage 
source of 17 kV, 50 Hz, was applied at the conductor while the bottom of the insulation 
paper was grounded. The real and apparent PDs were obtained by integrating the current 
flowing through the cavity and ground electrode with the respective surface area. The 
simulation was carried out for 100 cycles. The resultant model was used to study the 

PD occurrence, magnitude, and Phase 
Resolved Partial Discharge (PRPD) within 
the insulation paper. It is found that the 
large cavity size produces a lower number 
of PD occurrences per cycle than the small 
cavity size. The large cavity size produces a 
higher charge magnitude as compared with 
the small cavity size. The PD occurrence 
per cycle and charge magnitude are higher 
for the cavity location at L1 compared to 
L2. The PRPD yields the same pattern for 
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cavity location at L1 and L2, whereby the differences are only on the charge magnitude 
and PD occurrence per cycle.

Keywords: Insulation paper, partial discharge modeling, spherical cavity, transformer 

INTRODUCTION

One of the parameters that can lead to the possible failure of the transformer is Partial 
Discharge (PD) (Hussain et al., 2021; Naidu & Kamaraju, 2013; Youssef et al., 2022). PD 
can exist as a result of either a poor manufacturing process or an insulation aging process. 
One of the sources of the PD is either the cavity or void in insulations. In recent years, PD 
monitoring has become one of the crucial methods to evaluate the insulation status. The 
electrical method is one of the conventional methods to evaluate PD within insulations 
(IEC60270, 2000; Meitei et al., 2021). PD is a complex phenomenon that produces heat, 
sound, light, chemical reactions, high-frequency waves, and electrical pulses (CIGRE, 
2017; Sikorski et al., 2020; Xavier et al., 2021). Even though PD measurement can provide 
extensive information on the condition of insulations, PD modeling can further enhance 
the knowledge of its characteristics. 

PD modeling can be classified into capacitance, analytical, and Finite Element Method 
(FEM) model approaches  (Afrouzi et al., 2022). The capacitance model is the first PD 
model introduced to understand the concept of PD (Whitehead, 1952). An analytical model 
is also proposed, whereby the surface charge accumulation on the cavity surface due to 
the previous PD is taken into account, which is not considered in the capacitance model 
(Pedersen et al., 1995; Pedersen et al., 1991). Nowadays, the reliability of numerical 
modeling software leads to the introduction of PD modeling based on the FEM model 
(Borghei, 2022; Forss´en, 2008; Forssén & Edin, 2008; Illias, 2011). This method seems 
promising due to its ability to model the complex geometry of the electrical equipment. The 
FEM model has been applied to the cables and wide bandgap power module application 
for the determination of PD activities (Borghei & Ghassemi, 2019; Borghei & Ghassemi, 
2020, 2021; Illias et al., 2016; Joseph et al., 2019). 

Both external and internal factors can affect PD activities (Illias et al., 2017). Voltage 
and frequency are known external factors, while cavity condition, design, and PD 
mechanism characteristics are classified as internal factors (Borghei et al., 2021; Illias et al., 
2011, 2012). The cavity condition mainly involves size and location. Insulation thickness, 
permittivity, and conductivity, as well as the shape of the conductor, can be included in 
design characteristics. PD mechanisms include the Electron Generation Rate (EGR) and 
surface charge accumulation on the cavity surface. Due to the complex winding geometry 
of the transformer, the effect of the cavity location, as well as cavity size in the insulation 
paper on the PD activities, needs to be further investigated. 
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Partial Discharge Activities in Insulation Paper with Cavity

This paper presents the investigation of PD activities within a spherical cavity in the 
insulation paper of a transformer through FEM modeling. The three-dimensional (3D) 
model consists of a conductor, insulation paper, and a spherical cavity, solved through an 
electric transient solver. In this study, the simulation of PD activities is carried out based on 
the 3D modeling of the active part of the high-voltage winding. It is based on disc-layered 
high voltage winding of a 33/11 kV, 30 MVA transformer. The Phase Resolved Partial 
Discharge (PRPD) analysis in the insulation paper with consideration of the spherical 
cavity location and size is evaluated. 

PARTIAL DISCHARGE MECHANISM

Discharge occurs in a defective area, such as a cavity, due to the electron avalanche process, 
which initiates from the ionization process. Once the electric field in the cavity is sufficient 
to energize the free electron, it can lead to the multiplication of the number of electrons 
through collision with neutral atoms. The discharge continues until the electric field in the 
cavity drops below the extinction field, Eext. The PD inception field, Einc is the minimum 
electric field to initiate the ionization process. Einc is one of the important mechanisms 
required to model PD. The second mechanism identifies the number of electrons to initiate 
the electron avalanche. The final mechanism is the Eext, the minimum electric field required 
to stop the discharge process.

Partial Discharge Inception Field

The ionization process requires sufficient enhancement of the electric field in the cavity to 
trigger the movement of the free electron to collide with neutral atoms. The first condition 
to initiate PD is that the electric field in the cavity must exceed the Einc. In this study, the air-
filled cavity was used, which can be calculated based on Equation 1 (Borghei & Ghassemi, 
2020; Borghei et al., 2021; Callender & Lewin, 2020).

𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖 = 24.2𝑃𝑃 �1 +
8.6
√𝑃𝑃𝑃𝑃

�            𝑢𝑢𝑖𝑖𝑖𝑖𝑢𝑢 𝑖𝑖𝑖𝑖
𝑉𝑉
𝑚𝑚

           [1]

P and d in Equation 1 referred to the cavity pressure and diameter, which were set 
to 100 kPa, and 2 different sizes of the cavities with a diameter of 0.5 mm and 0.8 mm.

Partial Discharge Extinction Field

Eext was determined based on Equation 2, where the value was set to 10% of Einc value 
calculated from Equation 1 (Joseph et al., 2019).

𝐸𝐸𝑒𝑒𝑒𝑒𝑢𝑢 = 0.1𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖                                𝑢𝑢𝑖𝑖𝑖𝑖𝑢𝑢 𝑖𝑖𝑖𝑖
𝑉𝑉
𝑚𝑚

                        [2]
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Electron Generation Rate

Apart from the electric field in the cavity needing to exceed the Einc, the availability of the 
free electron is also required to initiate the ionization process. The lack of the free electron 
causes the PD occurrence to be delayed even if the first condition, the Einc, is satisfied. 
The time delay refers to the statistical time lag, τstat, related to the electron generation. The 
sources of electron generation are volume ionization and surface emission.

(i) Volume ionization
Electron generation from the volume ionization is normally due to the gas 
ionization by irradiation of photons (Borghei et al., 2021). In this study, the electron 
generation from volume ionization was set as a constant value throughout the 
simulation, denoted by Nvol (Illias, 2011; Pan et al., 2019).

(ii) Surface emission
Electron Generation Rate (EGR) from surface emission was not considered for 
the first discharge of PD due to the unavailability of charge accumulation at the 
surface of the cavity. After the first PD occurrence, the charge from the previous 
PD accumulates at the surface of the cavity. The effect of the surface charge decay 
was considered in calculating EGR from the surface emission. In this study, the 
EGR from surface emission was set as time-dependent, denoted by Nsurf(t), whereby 
the number of electrons changed with time.

This study calculated the total EGR denoted by Ntot(t) based on Equation 3 (Illias, 
2011; Pan et al., 2019).

𝑁𝑁𝑢𝑢𝑡𝑡𝑢𝑢 (𝑢𝑢) = 𝑁𝑁𝑠𝑠𝑢𝑢𝑠𝑠𝑠𝑠 (𝑢𝑢) +𝑁𝑁𝑣𝑣𝑡𝑡𝑣𝑣                                                         𝑢𝑢𝑖𝑖𝑖𝑖𝑢𝑢 𝑖𝑖𝑖𝑖
1
𝑠𝑠

                                          [3] 

Where 𝑁𝑁𝑣𝑣𝑡𝑡𝑣𝑣  is a constant value that was set to 1 s-1, and 𝑁𝑁𝑠𝑠𝑢𝑢𝑠𝑠𝑠𝑠 (𝑢𝑢) is a time-dependent value that can be 

calculated based on Equation 4 (Illias, 2011). 

𝑁𝑁𝑠𝑠𝑢𝑢𝑠𝑠𝑠𝑠 (𝑢𝑢) = 𝑁𝑁𝑃𝑃𝑃𝑃exp �
𝐸𝐸𝑖𝑖𝑐𝑐𝑣𝑣 (𝑢𝑢)
𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖

� exp�
−(𝑢𝑢 − 𝑢𝑢𝑃𝑃𝑃𝑃)
𝑢𝑢𝑃𝑃𝑒𝑒𝑖𝑖𝑐𝑐𝑑𝑑

�               𝑢𝑢𝑖𝑖𝑖𝑖𝑢𝑢 𝑖𝑖𝑖𝑖
1
𝑠𝑠

           

  , 

ailable due to previous PD, which can be calculated by Equation 5 (Illias, 2011). 

𝑁𝑁𝑃𝑃𝑃𝑃 = 𝑁𝑁𝑠𝑠0
𝐸𝐸𝑖𝑖𝑐𝑐𝑣𝑣 (𝑢𝑢𝑃𝑃𝑃𝑃)
𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖

                                                        𝑢𝑢𝑖𝑖𝑖𝑖𝑢𝑢 𝑖𝑖𝑖𝑖
1
𝑠𝑠

                                                   [5] 

Where 𝑁𝑁𝑠𝑠0 is the initial electron available, and its value depends on the polarity of the electric field 

previous PD, 𝐸𝐸𝑖𝑖𝑐𝑐𝑣𝑣 (𝑃𝑃𝑃𝑃1), and the next PD occurrence, 𝐸𝐸𝑖𝑖𝑐𝑐𝑣𝑣 (𝑃𝑃𝑃𝑃2), as shown in Equation 6 (Illias, 

2011). The 𝑁𝑁𝑠𝑠0 is high when no polarity changes exist between 𝐸𝐸𝑖𝑖𝑐𝑐𝑣𝑣 (𝑃𝑃𝑃𝑃1) and 𝐸𝐸𝑖𝑖𝑐𝑐𝑣𝑣 (𝑃𝑃𝑃𝑃2). Otherwise, 

the 𝑁𝑁𝑠𝑠0 is low due to the assumption of the effect of surface charge decay. As a result, it can lead to a 

high statistical time lag. 

 

𝑁𝑁𝑠𝑠0 =

⎩
⎪
⎨

⎪
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< 0
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Where Ns0 is the initial electron available, and its value depends on the polarity of the 
electric field previous PD, Ecav(PD1), and the next PD occurrence, Ecav(PD2), as shown in 
Equation 6 (Illias, 2011). The Ns0 is high when no polarity changes exist between Ecav(PD1)  
and Ecav(PD2). Otherwise, the Ns0 is low due to the assumption of the effect of surface 
charge decay. As a result, it can lead to a high statistical time lag.
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The values of Ns0Low and Ns0Higher depend on the cavity size, whereby based on the 
previous study, the values for large cavity size are lower than for small cavity size (Illias 
et al., 2012).

FINITE ELEMENT METHOD MODEL

Electric field distribution computation in the dielectric is important in PD modeling. 
Therefore, the FEM was employed to compute the electric field distribution. In this study, 
FEM based on Ansys Maxwell was utilized to compute the electric field distribution in the 
insulation paper as well as a spherical cavity. The electric transient solver was used in this 
study to solve for the electric potential as well as the electric field distribution.

Phase Resolved Partial Discharge Simulation 

The discharge process used in this study was the conductance method. The discharge 
process was modeled through increments of the cavity conductivity from the initial state 
to a high value. Figure 1 shows the flowchart of the PD process algorithm. The process 
started with the initialization of the modeling parameters in the simulation, as shown in 
Table 2. The simulation was carried out at each time step during no PD. At each of the time 
steps, the electric field in the cavity was extracted and compared with the inception field 
to evaluate the first condition of the PD occurrence. The time step was increased until the 
electric field in the cavity exceeded the inception field, and the process continued to evaluate 
the second condition of PD occurrence, which was the availability of the free electron. Once 
both conditions were satisfied, the total EGR was calculated, and the probability of PD 
occurrence was determined based on Equation 7 (Forssén & Edin, 2008; Illias, 2011; Pan 
et al., 2019). Since the PD occurrence was stochastic, the probability was compared with 
the random number, R, ranging from 0 to 1. If the probability was higher than the R, the 
discharge process was modeled, increasing the cavity conductivity. Due to the increment 
of the cavity conductivity, the electric field in the cavity decreased until the electric field 
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Model Geometry and Partial Discharge 
Model Parameters

The 3D model geometry consists of 
insulation paper and a conductor, as shown in 
Figure 2. The model was developed in Ansys 
Maxwell using an electric transient solver 
to solve the electric potential distribution in 
the 3D model. It was modeled based on the 
active part of the disc-layered high voltage 
winding in a 33/11 kV, 30 MVA transformer.

The spherical cavity was introduced 
within the insulation paper to represent the 
defect area. The details of the geometrical 
design can be seen in Table 1 (Murthy et 
al., 2020). The details of the PD modeling 
parameters for the simulation are shown 
in Table 2. The relative permittivity of the 
insulation paper, εmat, used in this study was 
2.3, according to (Murthy et al., 2020). The 

Figure 1. Flowchart of the phase-resolved partial 
discharge simulation
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parameters

Increase time step, tnoPD
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Ecav
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End

No

No

No

No

Yes
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Ecav > Eext

in the cavity was less than the Eext, whereby the cavity conductivity was reset to the initial 
value. The apparent and real charges were determined based on the current integration 
flowing through the ground electrode and cavity center surface area. Once the simulation 
step reached 100 cycles, the simulation stopped, and PRPD was plotted.

𝑃𝑃(𝑢𝑢) = 𝑁𝑁𝑢𝑢𝑡𝑡𝑢𝑢 (𝑢𝑢)∆𝑢𝑢                                                        𝑢𝑢𝑖𝑖𝑖𝑖𝑢𝑢 𝑖𝑖𝑖𝑖
1
𝑠𝑠

                                          [7]                     [7]

Figure 2. 3D model geometry of insulation paper and 
conductor

Insulation paper
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Einc
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Table 1 
Parameter for 3D finite element method model 

Parameters Values
Height (conductor) 11.5 mm
Width (conductor) 2.4 mm
Length (conductor) 16 mm
The thickness of the insulation paper 1 mm
Cavity diameter 0.5 mm and 0.8 mm
Total mesh elements 255932

Table 2 
Parameter for partial discharge modeling of the insulation paper and cavity

Parameters Values Units
Insulation paper (relative permittivity), εmat 2.3

Cavity (relative permittivity), εcav 1

Insulation paper (conductivity), σmat 1 × 10–10 s/m

Conductivity of cavity during no PD, σcav,0 0 s/m

Conductivity of cavity during PD, σcav,PD 5 × 10–3 s/m

Simulation time step (no PD), tnoPD 100 µs

Simulation time step during PD, tPD 1 ns

relative permittivity of the spherical cavity, εcav, was set to 1 since the cavity was assumed 
to contain only air. The conductivities of insulation paper, σmat, are reported between 0.05 
× 10–12 and 1.2 × 10–12 s/m (Saha & Purkait, 2008; Xiao et al., 2013). However, the electric 
field distribution in insulation paper is less affected by σmat if the value is too small based 
on simulation using the FEM (Illias, 2011). Therefore, the conductivity was set to 1 × 10–10 
s/m in the simulation. The conductivity of the cavity during no PD, σcav,0 was 0 s/m since 
there is no current flowing in the cavity. During the PD occurrence, the conductivity of the 
cavity, σcav,PD was set to 5 × 10–3 s/m, according to Illias (2011). This value is found suitable 
to avoid the fast reduction of the electric field as well as reduce the simulation time. The 
time step during no PD was set to 100 µs, which is suitable to avoid long simulation time. 
The time step during PD was set to 1 ns since the PD could be initiated in the range between 
micro and nanoseconds (CIGRE, 2017; Morsalin & Das, 2020). An AC voltage source of 
17 kV, 50 Hz AC was supplied at the conductor since it is high enough to exceed the PD 
inception field in this study. The bottom of the insulation paper was grounded.

In this study, 2 different locations of the spherical cavities were introduced, namely 
Location 1 (L1) and Location 2 (L2), located at the center and left corner of the insulation 
papers. In addition, 2 different sizes of cavities with a diameter of 0.5 mm and 0.8 mm 
were introduced in the model, as shown in Figure 3.
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Figure 3. Two different cavity sizes and locations within the insulation paper: (a) Side view (L1); and (b) 
Side view (L2)

(a) (b)

RESULTS 

Phase Resolved Partial Discharge Pattern for the 0.5 mm Cavity Size in the 
Insulation Paper

The real charge magnitude PRPD pattern in the insulation paper for the cavity with a 
diameter of 0.5 mm at L1 is shown in Figure 4. The PD occurrence is mostly generated at 
the Einc or minimum charge magnitude with the highest repetition rate. The highest charge 
magnitude is generated at the phases from 60° to 90° as well as from 240° to 270°. A 
similar PRPD pattern is recorded for the apparent charge magnitude, as shown in Figure 5. 
However, the charge magnitude is lower than the real charge magnitude. It is expected due 
to the apparent charge magnitude is the induced charge calculated at the ground electrode.

The PRPD pattern of real charge magnitude in the insulation paper for the cavity with a 
diameter of 0.5 mm at L2 is shown in Figure 6. Most of the PD occurrences are recorded at  
Einc or at the minimum level charge magnitude with the highest number of repetition rates 
at the phases from 45° to 90° as well as from 210° to 270°. The highest charge magnitude 
is generated at the phases from 60° to 90° as well as from 240° to 270°. Figure 7 shows 
the PRPD pattern of apparent charge magnitude whereby the pattern is similar to the real 
charge PRPD with the difference only in charge magnitude.
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Phased Resolved Partial Discharge Pattern for the 0.8 mm Cavity Size in the 
Insulation Paper

The PRPD pattern of real and apparent charge magnitudes in the insulation paper for the 
cavity with a diameter of 0.8 mm at both locations at L1 and L2 are shown in Figures 8, 9, 
10, and 11. In terms of cavity location at L1, the PRPD pattern for both real and apparent 
charge magnitudes are similar, but the differences are only in the amplitude, as shown in 
Figures 8 and 9. The charge magnitude is highest at the phases from 60° to 120° as well 
as from 240° and 300°. The charge distribution is evenly distributed over the phase range. 
The PD repetition rate at each phase and charge magnitude ranges are close to each other, 
with the repetition rate ranging from 0.5 to 2.

A similar PRPD pattern as L1 is recorded in the insulation paper for the cavity with a 
diameter of 0.8 mm at L2, as shown in Figures 10 and 11. However, the charge magnitude 
is slightly lower as compared with L1. The PD occurrence at L1 is also higher than at L2 
based on the PRPD pattern intensity, as shown in Figures 8, 9, 10, and 11.

Partial Discharge Activities for Different Cavity Sizes and Locations

The PD parameters in the insulation paper for different cavity sizes and locations with 
consideration of τstat  are shown in Table 3. The PD occurrence per cycle is 5.12 cycles for 
both real and apparent charge magnitudes at L1 for the cavity with a diameter of 0.5 mm. 
However, the PD occurrence per cycle at L2 for the same cavity size is lower than L1 with 
3.04 cycles. The PD occurrence per cycle is slightly low for the cavity with a diameter of 
0.8 mm at both locations, which are 3.05 cycles at L1 and 2.17 cycles at L2. 

The charge magnitude in terms of maximum, minimum, and mean charges for the 
cavity with a diameter of 0.5 mm are lower than the cavity with a diameter of 0.8 mm, as 
shown in Table 3. The charge magnitude is higher for the cavity location at L1 as compared 
with L2, regardless of the cavity size. 

Table 4 shows the PD parameters in the insulation paper for different cavity sizes and 
locations without consideration of τstat. The PD occurrence per cycle is higher for the cavity 

Table 3 
Partial discharge parameters in the insulation paper for different cavity sizes and locations considering τstat

Parameters Cavity Location at L1 Cavity location at L2
Cavity size 0.5 mm 0.8 mm 0.5 mm 0.8 mm

Real Apparent Real Apparent Real Apparent Real Apparent
PD occurrence per cycle 5.12 5.12 3.05 3.05 3.04 3.04 2.17 2.17
Total charge per cycle, pC 684 342 1806 1295 341 124 821 479
Mean Charge, pC 134 67 592 424 112 41 378 221
Maximum charge, pC 368 184 1179 845 240 87 688 402
Minimum charge, pC 50 25 145 104 44 16 113 66
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Table 4
Partial discharge parameters in the insulation paper for different cavity sizes and locations without 
consideration of τstat

Parameters Cavity Location at L1 Cavity location at L2
Cavity size 0.5 mm 0.8 mm 0.5 mm 0.8 mm

Real Apparent Real Apparent Real Apparent Real Apparent
PD occurrence per cycle 11.99 11.99 16.00 16.00 7.99 7.99 11.99 11.99
Total charge per cycle, pC 600 300 2320 1664 352 128 1355 791
Mean Charge, pC 50 25 145 104 44 16 113 66
Maximum charge, pC 50 25 145 104 44 16 113 66
Minimum charge, pC 50 25 145 104 44 16 113 66

location at L1 as compared with L2. A similar finding is observed with consideration of τstat 

(Table 3). In terms of cavity size, the PD occurrence per cycle is higher for the large cavity 
size as compared with the small size. However, this condition is the opposite when the τstat 
is considered, whereby the large cavity size produces lower PD occurrence per cycle as 
compared with a smaller cavity. The maximum, minimum, and mean charge values without 
consideration of τstat are the same for each of the conditions due to the PD occurrence only 
at the inception field level at 5.4 kV/mm and 4.75 kV/mm for cavities with diameters of 
0.5 mm and 0.8 mm, respectively (Table 4). 

DISCUSSION

Based on the result in Table 3, the PD occurrence per cycle is higher in the insulation for 
the cavity location at L1 than in L2, regardless of the cavity size. A similar pattern is found 
for the charge magnitude whereby the cavity at L1 produces a higher charge magnitude 
than L2. It is due to the electric field in the cavity is higher at L1 as compared with L2. 
Figure 12 shows the electric field in the cavity, whereby it is simulated for 1 cycle based 
on the condition in the absence of PD activity. The electric field in the cavity is higher at 
L1 than at L2. The sharp edge of the conductor and the location of the cavity within the 
insulation paper can affect the electric field distribution in the insulation paper even if 
the same electric potential is injected at the conductor, whereby the electric field at L1 is 
slightly higher than at L2, as shown in Figure 13. The time to reach the Einc is faster at L1 
(tL1) than at L2 (tL2), which leads to the increment of the PD occurrence per cycle as well 
as charge magnitude.

In terms of cavity size, the large cavity size produces a lower PD occurrence per cycle 
as compared with the small cavity size because the large cavity size can cause a high charge 
decay rate due to the high free charges accumulated on the cavity surface, which increases 
the cavity surface conduction. This condition reduces the number of free electrons as 
well as the EGR. However, the large cavity size generates a higher charge magnitude as 
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compared with a small cavity. The large cavity size increases the length of the avalanche 
propagation, leading to high charge magnitude.

CONCLUSION

PD modeling based on FEM can be used to examine the PD activity in terms of the PRPD 
pattern within a spherical cavity in the insulation paper. The PRPD pattern for a cavity with 
a diameter of 0.5 mm produces the same pattern for both locations, L1 and L2, whereby the 

Figure 12. Electric field in the cavity versus time for one cycle in the absence of partial discharge activity

Figure 13. Electric field distribution in the insulation paper in the absence of partial discharge activity
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PD is distributed mostly at the minimum charge magnitude or PD occurrence at the Einc. 
However, the charge magnitude, as well as PD occurrence, is higher at L1 as compared with 
L2. The PRPD pattern for the cavity with a diameter of 0.8 mm yields the same pattern for 
both locations, L1 and L2. However, the pattern differs from a cavity with a diameter of 
0.5 mm, whereby the PD occurrence is distributed at all phase ranges and produces lower 
PD occurrence per cycle. On the other hand, the charge magnitude for the cavity with a 
diameter of 0.8 mm is higher as compared with the cavity with a diameter of 0.5 mm. In 
conclusion, the cavity location at L1 produces higher charge magnitude and PD occurrence 
per cycle as compared with L2. In addition, the large cavity size produces a higher charge 
magnitude but fewer PD occurrences per cycle than a small cavity. 
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ABSTRACT

This study presents the short-term ageing study on refined, bleached and deodorised palm oil 
(RBDPO) and mineral oil (MO) in the presence of insulation paper, moisture, low molecular 
weight acid (LMA) and oxygen. The ageing experiment was performed for 7 days at 

140°C. The oil was maintained dried while 
the paper’s moisture was varied between 
0.5% and 3.5%. In total, 0.2 g of LMA and 
20 mbar of oxygen pressure were initially 
introduced in the oil before the ageing 
started. Several analyses were conducted 
after the ageing experiment, which include 
the AC breakdown voltage (BDV) oil/paper, 
tensile strength, degree of polymerization 
(DP) and thermogravimetric analysis and 
differential scanning calorimetry (TGA-
DSC). After being subjected to ageing in the 



2932 Pertanika J. Sci. & Technol. 31 (6): 2931 - 2946 (2023)

Muhammad Muzamil Mustam, Norhafiz Azis, Jasronita Jasni, Rasmina Halis, Mohd Aizam Talib, 
Robiah Yunus, Nurliyana Abdul Raof and Zaini Yaakub

presence of LMA and oxygen, the reduction of AC BDV of RBDPO is lower than MO at 
all moisture levels. At the same condition, the AC BDV of RBDPO-impregnated paper 
also maintains higher than MO-impregnated paper. The RBDPO-impregnated paper, in the 
presence of LMA and oxygen, has higher resistance toward ageing than MO-impregnated 
paper based on DP and tensile index, even in high moisture. All RBDPO are more resistant 
to ageing than MO in the presence of LMA and oxygen based on the high onset temperatures 
of the TGA-DSC analysis. 

Keywords: Breakdown voltage, degree of polymerization, insulation paper, tensile strength

INTRODUCTION

Recently, vegetable oil (VO) has been identified as a possible substitute for mineral oil (MO) 
for application in transformers due to its biodegradability, environmental friendliness and 
fire safety (Maharana et al., 2018; Martin et al., 2006; Matharage et al., 2016; Maharana 
et al., 2018; Raj et al., 2020; Raymon et al., 2013; Suwarno & Pasaribu, 2017; ). Palm oil 
(PO) is among the most widely accessible VOs in Asian countries (RSPO, 2015; Suryani 
et al., 2020). Refined, bleached and deodorised palm oil (RBDPO) is one of the common 
varieties of PO originating from the oil palm fruit (Azis et al., 2014). Different studies are 
conducted on RBDPO to explore its application as a dielectric insulating fluid (Makmud 
et al., 2018; Makmud et al., 2019).

The ageing characteristics of MOs are previously examined, which cover the 
physiochemical and electrical aspects (Abdelmalik, 2015; Carcedo et al., 2015; Coulibaly 
et al., 2012; Matharage et al., 2016; Munajad et al., 2017; N’cho et al., 2016). Similar 
studies are carried out for VOs such as coconut, palm, soya, sunflower, rapeseed and corn 
oils, whereby among the important finding is that the ageing of cellulose insulation can be 
retarded as a result of its water scavenging and hydrolytic protection mechanisms (Gomna 
et al., 2019; Rapp et al., 2005; Vihacencu et al., 2013). The ageing can affect the electrical 
properties of VOs, such as the electrical dissipation factor and resistivity (Ciuriuc et al., 
2014; Wilhelm et al., 2011). In addition, the AC breakdown voltage (BDV) of the natural 
ester can increase up to 30.96 % after being subjected to ageing (Maharana et al., 2019). A 
previous study shows that most of the acid generated in MO is low molecular weight acid 
(LMA). The LMA generated in VO is lower than MO (Azis & Wang, 2011). The presence 
of LMA can further enhance the degradation of paper (Kouassi et al., 2018).

The ageing characteristics of RBDPO are also examined in recent years (Ismail et 
al., 2013; Kiasatina et al., 2011; Mohamad et al., 2016; Sinan et al., 2014; Suleiman et 
al., 2014). A previous study revealed that the AC breakdown voltage of aged RBDPO can 
decrease between 9.8% and 28.2% after being subjected to ageing (Mohamad et al., 2016). 
Similarly, it is found that the ageing rate of paper aged in MO can be up to 1.6 higher than 
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RBDPO and coconut oil samples based on previous ageing models (Mohamad et al., 2015). 
The percentage of reduction of the tensile index (TI) of RBDPO-impregnated paper is 
lower than that of MO-impregnated paper at the end of the ageing period (Mohamad et al., 
2016). The thermogravimetric analysis and differential scanning calorimetry (TGA-DSC) 
for aged RBDPO reveals that the onset temperature is 408°C while MO is 297°C (Raof 
et al., 2019). Currently, the study on the effect of ageing accelerators such as moisture, 
oxygen and acid on the ageing performance of RBDPO is still lacking. 

This paper discusses the impact of short-term ageing on the RBDPO and MO in the 
presence of insulation paper, moisture, acid and oxygen. The type of acid used in the 
study is LMA. The properties such as AC BDV of the oil/paper, tensile strength, degree 
of polymerization (DP) and TGA-DSC are measured and analysed. The ageing factor is 
derived from the influence of different ageing accelerators. The current study provides 
a fundamental understanding of the RBDPO and MO aged in the presence of ageing 
accelerators for possible future applications in transformers.

METHODOLOGY

Thermal Ageing Procedure

The MO and RBDPO were initially filtered 3 times using a membrane filter with a pore 
size of 0.2 µm. The properties and appearances of oils are shown in Figure 1 and Table 1. 
These oils were dried for 2 days at 85°C in a vacuum oven. All samples were filled with 
nitrogen to reduce the interaction with oxygen. The final moisture contents of RBDPO and 
MO were 109 ppm and 12 ppm, respectively. Next, the paper was dried at 90°C or 105°C 
in a vacuum oven to produce the sample with different moisture contents known as base, 
low, medium and high moistures. The paper was dried at 105°C for 48 hours, 105°C for 
96 hours, 90°C for 48 hours and 90°C for 24 hours to produce base, low, medium and high 
moisture samples. The final moisture for the base, low, medium and high moisture paper 
samples are 0.87%, 0.55%, 1.66% and 2.65%. The paper was then impregnated with oils in 
a vacuum oven for 24 hours at 85°C. These oils were introduced with 0.2 g of formic acid 

Table 1
Oil properties

Properties (Unit) MO RBDPO
Viscosity, 40°C (mm2/s) 7.6 21.2
Density, 150°C (kg/m3) 890 915.5
Flashpoint (°C) 154 320
Water content (mg/kg) <20 60
Breakdown voltage (kV) 40-60 60-70
Acidity (mg KOH/g) <0.2 <0.06
Dielectric dissipation factor, 90°C <0.001 0.03 Figure 1. MO and RBDPO

MO RBDPO
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as LMA and 20 mbar of oxygen pressure above the bottle’s oil surface. The oil-to-paper 
ratio was set to 20:1, with 450 g of oil and 22.5 g of paper, and it was aged in borosilicate 
glass. The bottle cap reinforced with polytetrafluoroethylene tape was used to seal the 
borosilicate glass containing the oil and paper, aged for 7 days at 140°C to minimise the 
environmental interaction.

AC Breakdown Voltage of Oil

An automatic BAUR DPA 75C was used to obtain the AC BDV of oil as per ASTM D1816-
12, as shown in Figure 2. The test was conducted at room temperature between 28.4 and 
32.9°C (ASTM D1816-12, 2019). The gap spacing between the 36 mm diameter VDE 
electrodes was fixed to 2.5 mm. In total, 400 ml of oil was carefully poured into the test cell 
to prevent the formation of any bubbles. The oil was given 15 minutes to rest prior to the 
test. The voltage was then gradually increased at 0.5 kV/s until the breakdown occurred. 
Next, the oil was stirred continually using a magnetic stirrer while the interval between 
breakdowns was set to 5 minutes. In total, 50 measurements of AC BDV were obtained 
for MO, and the average value was used for the analysis. 

AC Breakdown Voltage of Oil Impregnated Paper

The AC BDV of paper was measured using BAUR DPA 75 C as per IEC 60156, as seen in 
Figure 3. First, the gap distance of the sphere electrodes with a 12.5 mm diameter was set 
based on the thickness of the oil-impregnated paper. In total, 2 layers of oil-impregnated 
paper were used due to the measurement limit caused by the very small gap distance based 
on the thickness of 1 layer of oil-impregnated paper. Next, 400 ml of pre-processed oil was 
carefully poured into the test cell, whereby the voltage ramping rate was set to 2 kV/s. The 
oil-impregnated paper was moved to other positions after each of the breakdowns. In total, 
20 measurements of AC BDV were recorded for the oil-impregnated paper, whereby the 
average value was used for the analysis.

Figure 3. AC breakdown voltage test of oil-
impregnated paperFigure 2. AC breakdown voltage test of oil

VDE electrode

Test cell

Oil sample
Magnetic 

stirrer

Magnetic 
stirrer

Oil sample

Test cell

Thickness of paper

Sphere 
electrode

1.0 mm
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Tensile Strength 

Tensile strength was performed using an 
Instron 5566 model universal testing machine 
as per BS EN ISO 1924-2. A 10 kN universal 
testing machine load cell was used, as shown 
in Figure 4. The crosshead speed and full-
scale load range were adjusted to 20 mm/
min and 0.5 kN. The distance between the 
two clamps was set to 100 mm. The paper 
width and gap distance of the paper were set 
to 16 mm ± 0.1 mm and 180 mm ± 0.1 mm, 
respectively. In total, 5 samples were tested 
for each type of paper and the average value 
was used for the analysis. Next, the maximum 

Paper width

Clamping 
area

Clamping 
area

100 m
m

180 m
m

Paper length

Clamps

Paper sample Force

G
ap length

16 mm

Figure 5. Acidity test of oil

Figure 4. Tensile strength test of paper

load of TI was calculated based on Equation 1.

TI = ((F�/W) /G) × 103        [1]

Whereby TI = ((F�/W) /G) × 103  is the paper’s tensile index in Newton’s metres per gram, TI = ((F�/W) /G) × 103  is the maximum 
load in Newton, W is the paper’s width in millimetres, and G is the paper’s grammage in 
grams per square metre. The paper’s grammage under study was around 51.8 g/m2.

Acidity

The acidity of the oils was determined using a Metrohm 877 oil Titrano plus as per ASTM 
D974 (2023). For each type of oil, 10 g was utilised for the measurement, as seen in Figure 
5. In total, 1 measurement was obtained for each type of oil.

Fluorinated ethylene-propylene tubing

Titration tip

Electrode cable

Electrode sensor

10 g oil sample + 30 ml 2-propanol
Magnetic stirrer

Stirrer with stand

MetrohmMetrohm

877 Titrino Plus

Amber glass bottle

Sodium hydroxide controller

Sodium hydroxide 
container 0.1 mol/L

Screen monitoring

ON/OFF button

Buttons
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Moisture in Oil and Paper 

A Metrohm 831 Karl Fischer (KF) Coulometer was used to measure the moisture in 
oil based on ASTM D6304 (2021). For each type of oil, 1 ml of oil was used for the 

Figure 7. Moisture content test of paper

Figure 6. Moisture content test of oil

Syringe

Oil sample + 
combicoulomat 
fritless reagent

728 Stirrer

Magnetic stirrer

1 ml oil sample

Metrohm 831 Karl 
Fisher Coulometer

moisture measurement, as shown in Figure 
6. A Metrohm 774 Karl Fischer Coulometer 
measured the moisture content of the 
insulation paper according to IEC 60814. 
The moisture in the paper was extracted via 
an oven technique. The total weight of paper 
used for the moisture measurement is 0.5 
g, as seen in Figure 7. In total, 2 moisture 
measurements were taken for RBDPO and 
MO for the insulation paper, where the 
average value was used for the analysis.

Dry nitrogen gas + H2O from sampleDry nitrogen gas

0.5 g of insulation paper Oven

Metrohm 774 Karl Fisher 
Coulometer

Thermogravimetric and Differential Scanning Calorimetry Analysis 

The measurements of the oils were performed under non-isothermal conditions based on the 
standard TGA from Mettler Toledo, TGA-DSC HT 3, as shown in Figure 8. The weight of 
the oil used was 5 mg. The system was first purged with nitrogen gas at 50 ml/min for around 
20 minutes at 25°C to release the trapped gases. The sample was then heated from 25°C to 
600°C at a steady rate of 10°C/min, and the temperature was maintained for 10 minutes.

Degree of Polymerization

The DP of the paper was obtained based on the average intrinsic viscosity according to 
ASTM D4243 (2023), as seen in Figure 9. The residual oil was removed from the paper 
through soxhlet extraction using hexane for up to 8 hours to obtain the dry weight value. 
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Next, the paper was cut into confetti with 
dimensions 2 mm before the moisture 
content was determined using the oven 
method. In total, 0.1 g of the sample was 
weighed and mixed with 22.5 ml of distilled 
water in a beaker. Next, the solution was 
left for 30 minutes before fragmentised in 
a wet kitchen blender for up to 15 minutes. 
Next, 22.5 ml Copper (II) ethylenediamine 
(CED) solution was added and stirred 
for 2 hours. The mixture was added to 
the Cannon-Ubbelohde capillary tube 
viscometer. The viscometer was inserted 
into a constant water bath at 20°C. Once 
the tube’s temperature was stabilised, the 
viscosity measurement was performed. 
The measurement was carried out for 4 
times, whereby the average was used for 
the analysis. The calibration was performed 
based on the viscosity determination of the 
blank solution with a CED-to-water ratio 
of 50:50.

Gas controller

Micro-balance

Method gas

Thermostatization of balanceThermostatization of furnace and fast cooling

5 g of oil sample
Reactive gas

Sample holder

Gas outlet

Nitrogen 
gas

High temperature furnace
25oC - 600oC of 10oC/min

Figure 9. Measurement process of degree of 
polymerization

Figure 8. Thermogravimetric analysis and differential scanning calorimetry test of oil

From the solution prepared, the concentration (c) was calculated based on Equation 2

c =
100m (100− %MC)

4500 + m(%MC)
 

DPα = [η]
K

    

ηs =  ηrel − 1 = [η](10𝐾𝐾[η]𝑐𝑐)   

ηrel =  
Kinematic viscosity of the solution

Kinematic viscosity of CED
 

       [2]

Where m is the mass of paper, g, and MC is the moisture content of the paper, %.

Oil impregnated paper 
(sorting, cutting, blotting)

Soxhlet extraction 
(150 ml hexane: liquor = 1:30)

Total time = 6 – 8 hours

Drying and conditioning

Determination of water content

Fibre disintegration

Dissolution in 
cupriethylenediamine (CED)

Viscosity determination

Degree of polymerization determination



2938 Pertanika J. Sci. & Technol. 31 (6): 2931 - 2946 (2023)

Muhammad Muzamil Mustam, Norhafiz Azis, Jasronita Jasni, Rasmina Halis, Mohd Aizam Talib, 
Robiah Yunus, Nurliyana Abdul Raof and Zaini Yaakub

DP was calculated based on Mark Houwink constants where α and K were defined as 
1 and 7.5 × 10-3, respectively (Equation 3).c =

100m (100− %MC)
4500 + m(%MC)

 

DPα = [η]
K

    

ηs =  ηrel − 1 = [η](10𝐾𝐾[η]𝑐𝑐)   

ηrel =  
Kinematic viscosity of the solution

Kinematic viscosity of CED
 

         [3] 

Where [

c =
100m (100− %MC)

4500 + m(%MC)
 

DPα = [η]
K

    

ηs =  ηrel − 1 = [η](10𝐾𝐾[η]𝑐𝑐)   

ηrel =  
Kinematic viscosity of the solution

Kinematic viscosity of CED
 

] is the intrinsic viscosity related to the specific viscosity, 

c =
100m (100− %MC)

4500 + m(%MC)
 

DPα = [η]
K

    

ηs =  ηrel − 1 = [η](10𝐾𝐾[η]𝑐𝑐)   

ηrel =  
Kinematic viscosity of the solution

Kinematic viscosity of CED
 

 and can be determined 
based on Equation 4.

c =
100m (100− %MC)

4500 + m(%MC)
 

DPα = [η]
K

    

ηs =  ηrel − 1 = [η](10𝐾𝐾[η]𝑐𝑐)   

ηrel =  
Kinematic viscosity of the solution

Kinematic viscosity of CED
 

      [4]

Where 

c =
100m (100− %MC)

4500 + m(%MC)
 

DPα = [η]
K

    

ηs =  ηrel − 1 = [η](10𝐾𝐾[η]𝑐𝑐)   

ηrel =  
Kinematic viscosity of the solution

Kinematic viscosity of CED
 

 is the relative viscosity that can be defined based on Equation 5.

c =
100m (100− %MC)

4500 + m(%MC)
 

DPα = [η]
K

    

ηs =  ηrel − 1 = [η](10𝐾𝐾[η]𝑐𝑐)   

ηrel =  
Kinematic viscosity of the solution

Kinematic viscosity of CED
     [5]

[

c =
100m (100− %MC)

4500 + m(%MC)
 

DPα = [η]
K

    

ηs =  ηrel − 1 = [η](10𝐾𝐾[η]𝑐𝑐)   

ηrel =  
Kinematic viscosity of the solution

Kinematic viscosity of CED
 

].c can be obtained from Table 1 in ASTM D4243 (2023). The intrinsic viscosity [

c =
100m (100− %MC)

4500 + m(%MC)
 

DPα = [η]
K

    

ηs =  ηrel − 1 = [η](10𝐾𝐾[η]𝑐𝑐)   

ηrel =  
Kinematic viscosity of the solution

Kinematic viscosity of CED
 

] 
can be determined using the c from Equation 2. DP can be estimated based on Equation 3.

RESULTS AND DISCUSSION

AC Breakdown Voltage of RBDPO and MO 

The AC BDV of RBDPO is higher than MO at all moisture levels after 7 days of ageing, as 
shown in Figure 10. The decrement pattern of AC BDV for MO is steeper than RBDPO as 
the moisture increases. In the presence of high moisture, LMA and oxygen, the AC BDV of 
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RBDPO decreases by 12%, while for MO, 
it decreases by 73%.

AC Breakdown Voltage of RBDPO and 
MO-Impregnated Paper 

At all moisture levels, the AC BDV of 
RBDPO-impregnated paper is higher than 
MO-impregnated paper after 7 days of 
ageing, as seen in Figure 11. The AC BDV 
of RBDPO-impregnated paper slightly 
increases with the introduction of low 
moisture and decreases with the moisture 
increment. The same pattern is found for 
AC BDV of MO-impregnated paper. In 
the presence of high moisture, LMA and 
oxygen, the AC BDV of RBDPO and MO-

Figure 10. AC breakdown voltage of RBDPO and 
MO in the presence of moisture, LMA and oxygen
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impregnated paper slightly increased by 
16.88% and 18.02% compared to the base.

Tensile Index of RBDPO and MO 
Impregnated Paper

The reduction pattern of TI is quite similar 
to DP at all moisture levels after 7 days of 
ageing, as shown in Figure 12. RBDPO-
impregnated paper experiences a lower 
reduction of TI than MO-impregnated paper. 
Similar to DP, the TI of both RBDPO and 
MO-impregnated papers still suffer advanced 
degradation at low moisture. The lowest TI 
for RBDPO-impregnated paper is still higher 
than the 50% retention strength limit per 
IEEE standard C57.91-2011(IEEE Standards 
Association, 2012). With high moisture, the 
TI of MO-impregnated paper exceeds the 
limit with a percentage reduction of 59.54%. 
The ageing factor based on TI for RBDPO-
impregnated paper in the presence of low, 
medium and high moistures is 1.41, 1.40 and 
1.45. For MO-impregnated paper, the ageing 
factors are 1.64, 1.80 and 2.47, respectively.

Degree of Polymerization of RBDPO 
and MO-Impregnated Paper

The DP reduction of RBDPO-impregnated 
paper is lower than MO-impregnated 
paper at all moisture levels after 7 days of 
ageing, as seen in Figure 13. Even with the 
introduction of low moisture, both RBDPO 
and MO-impregnated papers still experience 
significant degradation, possibly due to 
the presence of LMA. The lowest DP for 

Figure 11. AC breakdown voltage of RBDPO and 
MO-impregnated paper in the presence of moisture, 
LMA and oxygen

Figure 12. Tensile index of RBDPO and MO-
impregnated papers in the presence of moisture, 
LMA and oxygen

0
10
20
30
40
50
60
70
80
90

100
110
120

Base  Low
moisture

Medium
moisture

High
moisture

Te
ns

ile
 in

de
x 

(N
m

/g
) 

Samples

RBDPO
MO

0
2
4
6
8

10
12
14
16
18
20
22

Base  Low
moisture

Medium
moisture

High
moisture

AC
 b

re
ak

do
w

n 
vo

lta
ge

 (k
V)

Samples

RBDPO impregnated paper
MO impregnated paper

RBDPO-impregnated paper is 319 in the presence of high moisture. On the other hand, 
the DP for MO-impregnated paper decreases lower than 200, reaching the end of its life 
(Emsley et al., 2000.). The ageing factor based on DP for RBDPO-impregnated paper in the 
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presence of low, medium and high moistures 
is 2.04, 2.07 and 2.96. For MO-impregnated 
paper, the ageing factors are 2.47, 4.44 and 
4.57, respectively.

Thermogravimetric and Differential 
Scanning Calorimetry Analysis of 
RBDPO and MO

The onset temperature, or the temperature 
at which degradation begins, is useful 
for the oil stability (Raof et al., 2019). 
All RBDPOs are more resistant against 
degradation as compared to MO since the 
onset temperatures are high at all moisture 
levels after 7 days of ageing, as shown in 
Table 2 and Figure 14. The base RBDPO is 
stable up to 396°C, whereas base MO is only 

Figure 13. Degree of polymerization of RBDPO and 
MO-impregnated papers in the presence of moisture, 
LMA and oxygen

stable up to 296°C. MO exhibits a high weight loss of 72% in high moisture at 315.5 °C. 
The weight loss at the low-temperature range for MO is attributed to the evaporation of low 
molecular weight hydrocarbons and degradation of the base oil. According to Tripathi & 
Vinu (2015), the degradation of MO can occur at the temperature range between 150°C and 
350°C. For example, the paraffinic chain in the MO molecules can decompose into ethane 
(C2H6), ethylene (C2H4), methane (CH4), hydrogen (H2) and graphite carbon. At a similar 
moisture level, the weight loss for RBDPO is only 61% at 431.5°C. RBDPO contains high 
triglyceride molecules such as palmitic and oleic acids, contributing to its higher thermal 
stability than MO. The increment of the hydrocarbon chain length and branching in the 
RBDPO’s molecule decreases the weight loss and decomposes much slower (Raof et al., 
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Table 2
The decomposition temperatures of the RBDPO and MO 

Sample Conditions Onset temperature (°C) Peak temperature (°C) Weight loss (%)
Base 295.6 330.6 57.6
Low 293.4 329.8 56.1

MO Medium 283.3 330.2 62.4
High 238.5 315.5 72.1
Base 395.7 431.0 59.3
Low 393.3 429.0 58.4

RBDPO Medium 394.4 431.7 61.0
High 394.6 431.5 61.4
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Figure 14. Thermogravimetric analysis and differential scanning calorimetry of the RBDPO and MO for 
weight loss and derivative curves in the presence of moisture, LMA and oxygen

2019). The relatively low decomposition temperature for RBDPO and MO with high 
moisture content can be attributed to the high volatility of water at a low temperature.

Correlation Between Degree of Polymerization and AC Breakdown Voltage of 
RBDPO and MO Impregnated Paper

The correlation between DP and AC BDV of RBDPO and MO-impregnated paper at all 
moisture levels after 7 days of ageing can be seen in Figure 15. The result shows that the 
correlation coefficient, R2, for RBDPO and MO-impregnated papers are 0.761 and 0.71, 
respectively. The correlation coefficient number, which ranges from -1 to 1, describes the 
strength and direction of the linear link between two quantitative variables. The R2 from the 
linear relationship near 1 indicates a strong relationship whereby the range is between 0.7 
and 0.99 (Ghoneim, 2021). Meanwhile, positive notation indicates the positive direction, 
showing that the 2 variables move in the same direction and vice versa. Moreover, it is found 
that there is a relationship between DP and AC BDV of RBDPO and MO-impregnated 
papers, which indicates that the reduction of mechanical strength leads to the reduction 
of electrical strength.

Correlation Between Degree of Polymerization and Tensile Index

The correlation between DP and TI after being subjected to ageing at all moisture levels 
after 7 days of ageing can be seen in Figure 16. The result shows that the correlation 
coefficient, R2, for RBDPO and MO-impregnated papers are 0.953 and 0.841, respectively. 
The positive notation between the decreases and increases of DP and TI can be observed 
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Figure 16. Positive correlation between DP and TI of: (a) RBDPO; and (b) MO-impregnated papers

Figure 15. Positive correlation between DP and AC BDV of: (a) RBDPO; and (b) MO-impregnated papers
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through the linear regression. The results are in line with the study by (Arroyo et al., 2017), 
which suggests that the paper strength directly depends on the depolymerization of the 
cellulose as well as on factors of the inter-fibre bond strength among the cellulose fibres, 
individual fibre strength and the hierarchical structure of the paper.

CONCLUSION

This work examines the effects of initial ageing conditions in the presence of LMA, oxygen, 
and various degrees of moisture content of the paper at 140°C for 7 days are examined. 
The AC BDV for RBDPO experiences lower reduction than MO with the moisture 

R2 = 0.841
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increment. The reduction of AC BDV of RBDPO-impregnated paper is still lower than 
MO-impregnated papers as the moisture level increases from low to high. The reduction 
trends of both DP and TI of RBDPO-impregnated papers show that the ageing performance 
is slightly better than MO-impregnated paper, even at high moisture content. RBDPO is 
more stable and resistant against ageing than the MO with high onset initial temperature. 
Overall, even with the presence of LMA, oxygen and high moisture, RBDPO is able to 
perform better than MO based on the condition under study.
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ABSTRACT

This study used two product development methods: Kansei and value engineering. Kansei 
engineering was used to identify and translate consumer psychological impressions or 
feelings in the form of Kansei words to the design parameters, while value engineering was 
used to analyze the functional properties by considering cost, reliability, and performance. 
The consumers determined the priority attributes of analog rice products, namely a good 
taste, a fluffy and soft texture, as well as a bright color. Three alternative variations of the 
product development concept were formulated based on these priorities. The concept with 
the highest value was then concluded as an analog rice produced from 90% Sago flour and 
10% MOCAF (Modified Cassava Flour) with a value of 1,131.

Keywords: Analog rice, Kansei engineering, product development, value engineering

INTRODUCTION

According to the World Health Organization (WHO), obesity is a condition characterized 
by an excessive increase in adipose tissue. It can also be defined as a systemic disease 
affecting white adipose tissue. Furthermore, obesity has become a global health problem 
because it can potentially lead to some non-communicable diseases, such as heart disorders, 

diabetes, hypertension, stroke, pulmonary 
emboli, cancers, osteoarthritis, gallbladder 
diseases, and respiratory abnormalities 
(Baboota et al., 2013; Mohamed, 2014; 
Gómez et al., 2021). In The Global Burden 
of Disease (1996), Muray and Lopez stated 
that the number of deaths caused by these 
conditions was predicted to increase by 
77%, from 28.1 million in the year 1990 to 
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49.7 million in the year 2020 (Baboota et al., 2013; Blümel et al., 2015; Salleh, 2018). 
Obesity and metabolic disorders could be influenced by several factors, including genetic 
and physiological differences, namely gender and age. They can also be influenced by the 
environment and habits, such as diet, stress, smoking, alcohol, and practice (Shabayek et 
al., 2022). 

Obesity can be prevented using a good diet and healthy lifestyle, such as the regular 
consumption of functional foods of analog rice (Shao et al., 2017). Analog rice is a non-rice 
ingredient with high levels of carbohydrates, and it is often produced from carbohydrate-
rich flour, such as cassava and corn flour, as well as starch (Park et al., 2021). It also has 
organoleptic, chemical, and aesthetic characteristics similar to other rice products (Banovic 
& Sveinsdottir, 2021). These foods have a low glycemic index; hence, the blood sugar was 
not increased significantly. The product can be used as an alternative to rice consumption. 
The analog rice product has the physical properties of rice and was made from various 
formulations of non-rice carbohydrate sources.

Sago is one of the sources of non-rice carbohydrates that can be recommended for its 
production. The Sago flour has a high carbohydrate content with a competitive yield and 
affordable price (Nururrahmah et al., 2018; Zhu, 2019; Du et al., 2020). It also has similar 
energy content to corn and rice, namely 353 kcal, 361 kcal, and 360 kcal per 100 grams, 
respectively. Sago is gluten-free and has a low glycemic index of 28 (Nururrahmah et 
al., 2018) compared to corn and rice, with 48 and 68, respectively. Sago starch contains 
11.07% dietary fiber and 10.58 mg/100 g resistant starch (Wahjuningsih et al., 2020), which 
can be developed as a functional food due to its health beneficiary (Azkia et al., 2021). 
Consumption of dietary fiber can increase productivity activity, enhance the digestive 
system, increase short-chain fatty acid formulation (SCFA), as well as reduce the risk 
of cancer and diabetes Mellitus (Kaczmarczyk et al., 2012; Jha et al., 2017; Azkia et al., 
2021). The resistant starch also helps to improve digestive health by reducing the number 
of pathogenic bacteria in the intestine (Azkia et al., 2021).

Analog rice is considered a valuable functional food that the community can consume. 
However, convincing people to consume the analog as a staple food substitute for rice 
was difficult. The taste of rice is considered the most delicious and easy to process with 
a relatively stable price. One of the ways that can be used to increase the consumption 
of these analog products is to produce them based on the consumer’s needs in terms of 
good physical properties and affordable prices. Therefore, this study aims to identify the 
quality attributes of analog rice and determine the best alternative concept for developing 
its products based on consumer needs.

The Kansei engineering method is a new product development technology carried out 
by identifying the Kansei words, which describe or represent consumer feelings towards 
a product, service, and technology (Ushada, Amalia, et al., 2023; Ushada, Trapsilawati et 
al., 2023). The data obtained are then translated into a product design element (Jiang et al., 
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2021). The value engineering method can be used to analyze the minimum costs of analog 
rice. It is also a creative technique used to achieve the function of a product by applying 
the optimal cost and production system (Hidayat et al., 2021). The method is often used to 
determine the best functional balance between cost, reliability, and performance. 

MATERIALS AND METHODS

Materials

The analog rice in this study was produced from the main ingredients of Sago flour 
collected from Sago tree starch. Additional ingredients that align with the identification 
of the product specifications were also used for the process. Furthermore, other additives 
used to develop the texture and aroma of analog rice include 2% Glycerol Mono Stearate 
(GMS), 1% Carboxy Methyl Cellulose (CMC), 5% palm oil, 1% salt, and 30% water. The 
type of Sago flour used was the local brand in the Yogyakarta Special Region, Indonesia. 

Respondents

The population for the study was Indonesian society, with the inclusion criteria being 
people aged 18–60 years willing to fill out the questionnaire. Data was collected from the 
respondents using a questionnaire in the form of Google Forms. The sample size used in 
this study was determined with Cochran’s formula because some populations were unknown 
(Seyyedamiri & Khosravani, 2020) (Equation 1).

𝑛𝑛 =  
𝑧𝑧2𝑝𝑝𝑝𝑝
𝑒𝑒2                [1]

Figure 1. Integration method diagram

Where n is the minimum sample size, 
z is the confidence level (90%), p is the 
presumed proportions, q is 1-q, and e is the 
margin error (0,5). Based on the calculation 
results, the minimum sample size was 272 
respondents. The validity and reliability of 
the questionnaire were assessed with a pilot 
test on 30 respondents.

Methods

This  s tudy combined two product 
development methods, namely Kansei 
and value engineering. Integration of the 
methods is presented in Figure 1.

Information stage

Development 
stage

Creative stage

Analysis stage

Recommendation 
stage

Kansei
engineering

Value 
engineering
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Information Stage. At this stage, data collection consists of primary and secondary data. 
The primary data were obtained through direct observation from the field and interviews 
with respondents using a preliminary questionnaire. Meanwhile, the secondary data were 
obtained from other sources related to the study object, and they were in the form of 
documents, files, literature, and company records. 

Data processing was carried out with the following steps:
• Collecting consumers’ voices based on Kansei’s words about product attributes.
• Arranging a semantic differential questionnaire to measure the words obtained 

in numbers.
• Factor analysis of the questionnaire answers. The selected Kansei words had the 

highest utility value and served as the basis for product development attributes. In 
factor analysis, the Kaiser-Meyer-Olkin Measure of Sampling Adequacy (KMO 
MSA) test and the Bartlett test were used to summarize or reduce Kansei words. 
The cut-off value of KMO MSA is between the range of 0.5 to 1 (Djaali et al., 2008).

Creative Stage. The factor analysis results were used to measure the level of consumer 
importance in the selected product attributes. Identifying their needs was also carried out 
to determine the product specification to be developed by giving multiple-choice questions 
to the respondents. Data was collected through interviews using a questionnaire, results 
of the development of information stage. Furthermore, the questionnaire was divided into 
two parts: (1) the level of consumers’ importance and (2) the identification of needs. The 
measurement of the importance level was 
carried out using a Likert scale with five 
response points: 1 (very unimportant), 2 
(unimportant), 3 (neutral), 4 (important), 
and 5 (very important). Table 1 indicates 
the questionnaire for consumer needs. The 
questionnaire consisted of 4 primary and 4 
secondary attributes.

Table 1
Questionnaire for consumer needs

No. Primary Attributes Secondary Attributes
1 Texture Fluffier
2 Texture Mushy
3 Taste Tasty
4 Color Bright

Analysis Stage. The Function Analysis System Technique (FAST) diagram was used 
to develop several alternative ideas to fulfill the requirement based on the information 
obtained in the previous stage. Furthermore, the diagram consists of four functions, 
namely the main, derivative, and objective functions, as well as product specifications. 
The combination results of the attributes gave variations of the product concepts based on 
the modification design.

Development Stage. The development stage was carried out by determining the alternative 
variations of the product concepts and the attributes to be developed. Determination of the 
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alternative concept variations was performed using the zero-level diagram. Subsequently, 
a prototype as the product sample was developed for each concept.

Recommendation Stage. Panelists’ assessments were carried out on the concept variations, 
which were determined and had a prototype. The results were used to calculate the 
performance, cost, and value analysis. Determination of the best alternative concept was 
performed by looking for the highest value. The value engineering method is often used 
to obtain the best value in a project or process by defining the functions needed to achieve 
the target at the lowest cost with good quality and performance (Hidayat et al., 2021).

Statistical Analysis

Pearson Correlation and Cronbach’s Alpha were carried out using SPSS 24 for Windows™ 
(IBM SPSS Inc., Chicago, IL, USA) to obtain the validity and reliability of Kansei word 
analysis. Factor analysis was also performed using the Kaiser-Meyer-Olkin Measure of 
Sampling Adequacy (KMO MSA) and Bartlett tests to summarize or reduce the words. 
This step helped to focus on the attributes of analog rice development that were considered 
important by the respondents.

Sensory Analysis

Sensory testing was carried out with the hedonic test of acceptance to determine the level 
of acceptance or consumer preference for the prototype of analog rice products. A total of 
32 untrained panelists recruited from the Faculty of Agricultural Technology, Universitas 
Gadjah Mada, were used for this process. The panelists consisted of 5 males and 27 
females aged 20 to 25. They were instructed to evaluate three formulations based on 
sensory analysis: color, aroma, texture, and taste. The samples were prepared with three-
digit random numbers in the containers as a code, and each sample was prepared with a 
different number. Panelists were asked to evaluate the rice analog samples for sensory 
parameters such as color, aroma, texture, and taste using the 7-point hedonic scale (Ong 
et al., 2022). The rating scale used is a score of 1 for the lowest and 7 for the highest: 1 
(dislike very much), 2 (dislike moderately), 3 (dislike slightly), 4 (neither like nor dislike), 
5 (like slightly), 6 (like moderately), and 7 (like very much).

RESULTS AND DISCUSSION

Socio-demographic of Participants

Among 297 respondents who completed the questionnaire, 69.5% were female, 45.5% 
were highly educated with bachelor’s and postgraduate degrees, 75.9% were below 26 
years old, and 24.1% had a high income. Table 2 shows the socio-demographic profile of 
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the consumers. The results showed that the 
items were closely related, and the scales 
were unidimensional.

Information Stage

Kansei words of analog rice were obtained 
by distributing interview questionnaires to 
thirty people, literature, and social media, 
such as Instagram, YouTube, and Twitter. 
A total of 57 words were collected and 
described in Table 3.

The Kansei words were then filtered 
or grouped by selecting words with close 
adjective and visual meanings to the study 
objects and subjectively selected. Hence, 
27 were obtained. Subsequently, they were 

Table 2
Respondents’ characteristics

Characteristics N %
Gender

Male 67 30.5
Female 153 69.5

Age (years)
Teenagers (18–25) 167 75.9
Adults (26–45) 37 16.8
Elderly (>46) 16 7.3

Education level
Low education 120 54.5
High education 100 45.5

Income
Low income 167 75.9
High income 53 24.1

Table 3 
Kansei words of analog rice

Kansei word Kansei Word Kansei Word Kansei Word
Special Certified Strong scent Destroyed
Healthy Standardized Easy stale Clot
Diet Quality Expensive Fine
Satisfied Tasteless Safe Bright
Variety Sweet Easily obtained Gentle
Delicious Tasty Steady Bitter
Curious Rough Hygienic Typical
Organic Mushy Cool Oily
Interesting Hard Practical Alternative
Halal Sticky Clear Native
Unique Springy Affordable Obesity
Trend Cheap Local Diabetes
Simple Fluffier White
Dry Pera Fragrant
Functional Watery Durable

paired with antonyms and arranged in a semantic differential questionnaire. It was then 
distributed to 292 respondents to measure the psychological meaning of word pairs with 
analog rice. The semantic differential questionnaire is presented in Table 4.

The semantic differential questionnaire was carried out using a pilot test on thirty 
respondents, followed by a validity test. The results showed that there were 6 invalid 
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Creative Stage

The ranking or determination of the priority of consumer needs attributes based on 
information from 107 respondents was used to calculate the importance level and weight 
values (Table 7).

Based on the ranking of each attribute of consumer needs, the priority of the attributes 
desired by consumers is the attribute of goods taste, followed by attributes of fluffier, texture, 

Table 4 
Pair of Kansei word

Pair of Kansei Word Pair of Kansei Word
Unhealthy – Healthy Mushy – Solid

Not efficient – Efficient Sticky – Dry
Normal – Unique Clot - Not clumping

Disappointed – Satisfy Watery - Rough
Not curious – Curious Dull – Bright

Ancient – Trend Unscented – Fragrant
Inorganic – Organic Temporary – Durable

Alternative – Primary Destroyed – Intact
Not certified – Certified General – Typical

Tasteless – Tasty Hard to get - Easy to 
get

Not delicious – 
Delicious Unvariety – Variety

Pera – Fluffier Rigid – Springly
Expensive – Affordable Rude – Fine
Complicated – Simple

questions because r-calculate < r-table. The details of the validity test are presented in 
Table 5. The number of pairs was reduced to 21 because 6 questions were invalid (27-6 
= 21). Subsequently, a reliability analysis was carried out to assess the remaining words. 

Table 5 
Invalid Kansei word

Kansei Word r-calculate r-table
Not curious – Curious 0,177 0,361

Ancient – Trend 0,337 0,361
Unvariety – Variety 0,277 0,361

Alternative – Primary -0,013 0,361
Sticky – Dry -0,006 0,361

Watery - Rought 0,347 0,361

The test results showed that the Cronbach 
Alpha value was 0,894, greater than 0,6. 
This finding indicates that the 21 pairs are 
reliable. 

Kansei word pairs declared valid and 
reliable were analyzed using factor analysis. 
The KMO and Bartlett Test results were 
0,864 with a significance of 0,000, indicating 
that the variables can be processed using 
the analysis method. The next step was 
to eliminate the pair of Kansei words that 
can represent each factor. Elimination was 
carried out to simplify the study attributes 
further, making it easier to carry out designs 
focusing on important variables. The factor 
analysis results are presented in Table 6; 
the highest value of component 1 was ‘not-
delicious-delicious.’ The lowest value was 
‘not certified-certified.’

Table 6 
Factor analysis of analog rice product

Kansei Word Component 1
Disappointed – satisfied 0,739
Inorganic – organic 0,670
Not certified – certified 0,657
“Pera” – fluffier 0,686
Not delicious – delicious 0,834
Mushy – solid 0,742
Unbright – bright 0,694
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bright color, and soft texture. The identification of consumer needs is carried out to find 
out the specifications of a product to be developed. The basis for determining the material 
formulation for the development of analog rice in this study is to form the color and taste 
of analog rice according to the needs of respondents. In addition, it also considers the price 
and nutritional content of the material for making an analog rice prototype. 

Identification of consumer needs was performed to determine the specifications of the 
product to be developed. The results obtained from 66.4% of the 107 respondents served 
as a reference for producing prototypes of analog rice. From Table 8, the consumer needs 
white analog rice. Hence, a prototype was made from the combination of Sago and MOCAF.

Table 7
Importance level of analog rice attributes

Primary attribute Secondary attribute Level of importance Weight Rank
Texture Fluffier 4.1869 0.2819 2

Mushy 2.6449 0.1781 4
Flavor Delicious 4.2991 0.2895 1
Color Bright 3.7196 0.2505 3

Analyze Stage

The formulation of creative product ideas for the development concept was performed by 
mapping out the required product functions. The analysis of the interrelationships between 
the functions was carried out using a FAST diagram to facilitate the preparation of the 
ideas. The FAST diagram of analog rice is presented in Figure 2.

Based on the FAST diagram image above, the scope of the problem and its solution 
have been described through the interrelationships between functions arranged in the 
diagram. The basic function, the scope of the problem to be solved, is analog rice. There 
is an objective function to complete the basic functions of analog rice, namely quality and 
aesthetic functions, to get a design that suits consumer needs. 

The quality function consists of primary attributes of texture and taste, while the 
aesthetic function consists of primary attributes of color. The secondary function of fluffier 
and mushy can be fulfilled by determining the appropriate dough composition and the right 

Table 8
Specification of analog rice

Question Development Alternatives Percentage (%)
Favorite product color White is made from the formulation of Sago and MOCAF 

(Modified Cassava Flour).
66.4%

Orange is made from the formulation of Sago and corn flour. 13.1%
Purple is made from the formulation of Sago and purple 
sweet potato.

21.5%
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steaming process, namely by paying attention to the time and temperature during steaming. 
The secondary function of good taste can be fulfilled by selecting the ingredients for making 
analog rice, paying attention to dough consumption, and adding additional ingredients to 
create a good taste from analog rice. Then, the secondary function of the bright color of 
analog rice can be fulfilled by determining the choice of materials to be used and paying 
attention to the appropriate dough composition.

Development Stage

In the development stage, the concept of analog rice consists of 3 variations of alternative 
concepts as 10%, 20%, and 30% additive composition (Figure 3). 

Figure 2. FAST diagram

Figure 3. Zero level concept diagram
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Based on the Zero Level Concept diagram, Sago flour is the raw material used to 
develop analog rice products. The expected attributes of analog rice form are similar to rice 
grains in general. The formulation of grains like rice in the dough is carried out by adding 
2% GMS and 1.5% CMC, which function as an emulsifier or adhesive to the material, so 
that when the extrusion process is carried out, it makes the material stronger, not sticky, 
and crumbles. The taste attribute is the priority in the development of analog rice products. 
Consumers want good taste, so they add 1% salt and 5% palm oil. 

Recommendation Stage

The alternative design concepts were assessed based on the questionnaire on the preference 
level of 32 panelists. The result was then used to obtain a score for the calculation of 
weight and performance. Attributes of the level of preference assessment include color, 
aroma, taste, and texture. The prototype of analog rice, which was developed based on the 
alternative concept variations, is presented in Table 9. The concepts were developed based 
on the varied composition of Sago flour and MOCAF.

In the analysis of product performance values   using an evaluation matrix, the total 
weight of the attributes was obtained by dividing the score on each of them by the total 
score. Furthermore, the product performance was calculated by multiplying the total score 
by the weight of each attribute. The results of the performance calculation are presented in 

Table 9
The prototype figure of the alternative concept variations

Concept Prototype figure Description
1 The analog rice was produced with 90% Sago flour and 

10% MOCAF

2

White

The analog rice was produced with 80% Sago flour and 
20% MOCAF

3 The analog rice was produced with 70% Sago flour and 
30% MOCAF
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Table 10. Table 10 indicates that the best performance is Concept 1, with a performance 
value 164,510.

This study selected the alternative concept with the highest value as the best alternative 
concept. The performance value in the formula above does not have units, while the costs 
have units, namely rupiah. Therefore, the performance needs to be converted into rupiah 
to calculate the value of each alternative. The formula used for the conversion can be 
obtained from Equation 2 (Hidayat et al., 2021):

𝑃𝑃𝑛𝑛′ =  
𝑃𝑃𝑛𝑛𝐶𝐶0

𝑃𝑃0
     [2]

Where Pn’ is converting alternative performance to rupiah, Pn is alternative performance 
n, P0 is alternative average performance, and C0 is the alternative average cost. 

The results showed that the best concept in developing analog rice products can meet 
70% of consumer needs. Based on the sensory tests, the attributes tested were adjusted 
to others generated from identifying consumer needs, namely taste, texture, color, and 
aroma. Furthermore, Table 11 shows that the panelist’s assessment is in the moderately 
favorable range for alternative concept 1. Table 11 confirmed Table 10 that the best value 
is concept 1 of 1,131. The research concluded that the best material formulation is 90% 
Sago and 10% MOCAF.

Table 10
Performance of analog rice concept

Quality attributes Color Aroma Texture Flavor Performance
Attribute weight (%) 24,424 23,695 25,884 25,997
Concept 1 175 157 162 164 164,510
Concept 2 142 233 148 149 143,240
Concept 3 118 132 151 150 138,178

Table 11
Value of analog rice concept

Concept Performance Converted performance Production cost Value Rank
1 31,101 31,101 27,501 1,131 1
2 27,080 27,080 28,101 0,964 2
3 26,123 26,123 28,701 0,910 3

CONCLUSION

The Sago-based analog rice was developed using Kansei and value engineering. The 
research results concluded the quality attributes of Sago-based analog rice as delicious, 
fluffier, and mushy texture, as well as bright color with the specification of white. Three 
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alternative variations of the product development concept were formulated based on 
these priorities. The best alternative concept was produced from 90% Sago flour and 10% 
MOCAF (Modified Cassava Flour) with a value of 1,131.
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ABSTRACT

The use of rainwater is widely recognized as a dependable solution to reduce and mitigate 
the effects of water scarcity. Research on rainwater harvesting systems has increased 
significantly in recent years, especially on methods and treatment systems. A rainwater 
harvesting system can be described as collecting and storing rainwater that can be used 
rather than waste as runoff. A rainwater collection system might lessen the reliance on the 
public water supply. This study aims to determine the suitability of a rainwater harvesting 
system at a double-story house, thus identifying the suitable tank size for installation. 
This study’s analysis used the Tangki NAHRIM 2.0 with localized input data such as 
rainfall, suitable roof area, and roof runoff coefficient. Findings from this study indicate 
that installing the rainwater harvesting system at a double-story house is suitable, and the 
optimum tank size is 3 m3 by considering all the activities that contribute to water usage. 
Concisely, installing a rainwater harvesting system can reduce the monthly water bill and 
minimize the usage of treated water, thus preventing water scarcity in the future.

Keywords: Rainwater harvesting, residential building, runoff, water scarcity

INTRODUCTION

Water security can be defined as the capability 
of a population to access the acceptable 
quality of water sufficiently. Nowadays, 
scarcity of freshwater has become a vital 
issue in sustainable development and has 
worsened in terms of its potential impact, 
thus leading to extreme global risk. The 
key factors contributing to the increasing 
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demand for freshwater are the increasing global population, improving the standard of 
living, shifting the consumption pattern, and the increment of the irrigated agriculture 
area. Furthermore, the mismatch between demand and availability of freshwater is the 
principle of global water scarcity (Lani et al., 2018). The United Nations (UN) World Water 
Development Report (WWDR) in 2018 revealed that the availability of unpolluted, clean 
water and future opportunities had become a major issue as the global population reached 
7.7 billion (UN Report, 2018). 

However, the water system problem has worsened, and it is predicted that it will 
worsen by 2050 as the world population increases by 22 to 34%, from 9.4 to 10.2 billion 
people, due to the availability of local resources not in line with the population growth. For 
example, most of the rapid growth in the population is expected in developing countries 
(Africa and Asia) where the problem of potable water has already appeared (Boretti & 
Rosa, 2019). Several factors contribute to water shortages as a result of climate change, 
including changing weather (drought or floods), increasing pollution-producing activities, 
increasing human demands, and water consumption. The water scarcity issue should not 
be taken lightly because it can greatly impact a nation or even state and become a major 
concern worldwide, but little is known about how it has developed over time.

Malaysia is blessed with abundant annual rainfall, which will be wasted if not 
collected and recycled. Moreover, water collected from the rainfall can be used during 
water disruption; hence, this may reduce the water scarcity problem. Malaysia is heading 
towards a crisis due to increasing water demand, poor river basin management, and 
population growth. The problem can be prolonged when there is a shortage of treated 
water, irregular water demand, and suspension of investment in maintenance work such 
as repairs, improvements, or modifications to facilities and current water distribution 
(Rahman, 2014). The problem of water scarcity in Malaysia recently affected people across 
the nation, for example, the crucial water crisis in several states, especially Selangor, where 
it received the highest complaints about unscheduled water disruption. The analysis of the 
fundamental concept of water scarcity and water stress indicated the difficulties between 
population demands and excess use of resources to be met (Kummu et al., 2016). Thus, 
it is important to take precautionary plans such as improving water system management, 
finding a new alternative water source, and taking strict action on river pollution to reduce 
the possibilities of water scarcity. 

Rainwater harvesting (RHW) can be an alternative source to reduce the water shortage 
problem. Water from RHW can be used for gardening, toilet flushing, and cleaning areas 
around the house, reducing water bills and saving more money. If the residents apply this 
method, it can reduce the water demand or water usage per day. Besides, by applying 
this method, the citizens supported the worldwide campaign known as the Sustainable 
Development Goal (SDG), which supports the sustainability of the water supply. RWH, 
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also known as rainwater collection system, is a technology that collects and stores rainwater 
for human use. The rainfall can be fully utilized by collecting and storing rainwater rather 
than wasting it as surface runoff. The system can be as simple as rain barrels to complex 
structures with pumps, tanks, and purification systems. 

The collected water can be used for watering gardens, washing cars and clothes, 
flushing toilets, and even being treated for human use (Struck, 2011). Generally, the RWH 
system is divided into surface runoff and rooftop. The advantages of implementing RWH 
are reducing the dependency on potable water and reducing floods in urban areas, thus 
reducing the nutrient loading to the river (Nguyen et al., 2018). RWH has many advantages 
in economy, technology, environment, and society. The benefits in terms of economics, 
through the implementation of the system, provided annual household cost savings of up to 
RM 240 per household as the installation of RWH was estimated to be cheaper compared 
to the higher water price (Lani et al., 2018). Moreover, it is well known that RWH could 
reduce peak water demand in urban water supply. The application of RWH in New South 
Wales, Australia, has indicated a significant result in the water savings from the main 
supply, even during the small rainfall intensity (Lani et al., 2018). 

The benefits of reducing volume and peak demand can be interpreted as the smaller 
infrastructure size and savings in terms of operation and maintenance costs. It can be 
seen through the application of RWH in a suburb of Melbourne, where this application is 
able to reduce network pipe size and operating costs by up to 18% and 53%, respectively 
(Hajani & Rahman, 2014). Furthermore, implementing RWH can significantly lessen the 
operating costs and greenhouse discharge from the regional water supply systems (Lani 
et al., 2018). The application of RWH in Malaysia is suitable and just in time due to 
several water issues such as increased demand on water supply, high rainfall volume, and 
too dependable on surface water. In lieu of that, there is evidence that RWH can provide 
various socio-economic and environmental benefits, such as saving on utility bills, flow 
reduction during flash floods, and delaying the need to build new water supply facilities.

The implementation of RWH by the Malaysian government was implemented a long 
time ago, especially for public and government buildings. However, the overall success 
remains insufficient, mainly due to relatively higher investment, low water tariffs, lack of 
incentive from the government, low awareness among the public, and poor enforcement 
by the government. In reality, implementing RWH on a larger scale, such as in commercial 
buildings, can be more cost-effective compared to small-scale systems, such as residential 
areas, because the large roof area can provide sufficient volume for higher consumption in 
commercial buildings where higher water tariffs for commercial buildings than domestic 
tariffs. However, it is a good start to introduce the implementation of RWH in residential 
areas and educate the public on the advantages of the implementation of RWH. Thus, 
this study is developed to analyze the rainfall intensity in the targeted place to determine 
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suitable RWH for a double-story residential house. The collected rainwater can be used 
for non-potable daily activities such as gardening and washing a car; thus, indirectly, the 
public can reduce the monthly water bill. It also can reduce and minimize water demand 
for daily use to reduce water scarcity in the future. 

METHODOLOGY

Figure 1 indicates the study area, which focused on the location in Selangor due to 
frequent unscheduled water disruption. The application of the rainwater harvesting system 
for residential houses would be a great help during water disruption, and a double-story 
terrace house located at Jalan 3/12, Taman Seri Jaromas, 42600 Jenjarom, Selangor Darul 
Ehsan, has been selected to be as a reference and catchment area in order to do all the 
design work (Figure 2). 

The data analysis used the Tangki NAHRIM 2.0, where the first Tangki NAHRIM 
was developed in 2008 using the visual basic and widely used in Malaysia to calculate 
and analyze optimal rainwater tank size (Lani et al., 2018). Tangki NAHRIM 2.0 (TN2) 
is developed based on established rainwater storage tank modeling methods, and the 
simulation model was developed in an R computing environment (R Core Team, 2013) 

Figure 1. Map of Kuala Langat
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Jenjarom, Selangor. The predetermined roof area, runoff coefficient, tank capacity, and 
water consumption from the tank selected to simulate the behavior of a rainwater tank. 
The runoff coefficient, which refers to the type of roof and the runoff coefficient, would 
be varied such as 0.50 for the thatched roof and 0.90 for the corrugated roof, but Liaw and 
Tsai (2004) suggested coefficients for all types of roofs 0.82, and for this study, we chose 
the average value as 0.8 and this similar with a study conducted by Goh and Ideris (2021).

TN2 adopts the yield-after-spill (YAS) water balance model from Jenkins et al. (1978) 
and Mitchell (2007) by assuming the RWH was utilized after spillage from the roof runoff 
inflow. The effectiveness of installing the RWH system can be assessed through a few 
parameters, such as the stored volume of rainwater in the storage tank, the efficiency of the 
tank, and average annual and monthly rainfall. It is important because the volume should 
be enough to be used for at least 2 days if water disruption happens, and this should be 
synchronized with average rainfall in that area; thus, a suitable storage tank can be provided. 
Next is the flow of water or discharge, which is the volume of water that moves toward a 
designated point over a specified period. This parameter should be the focus because the 
discharge of the water should be enough to carry all the water through the pipe and go to 
the outlet. The assessments of the parameters are the volume of water that can be stored 
(m3), the efficiency of the water tank (%), and average annual and monthly rainfall (mm). 
Equations 1 and 2 indicate the formula volumetric water saving efficiency and efficiency 
of the water tank, respectively.

𝐸𝐸𝑤𝑤𝑤𝑤 =
∑ 𝑌𝑌𝑖𝑖𝑛𝑛
𝑖𝑖=1

∑ 𝐷𝐷𝑖𝑖𝑛𝑛
𝑖𝑖=1

 × 100     (1)

Figure 2. Catchment area
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17730with the simplified web-based graphical 
user interface using the R Shiny framework 
(Chang et al., 2019). It also includes the 
built-in rainfall data for both Peninsular 
and East Malaysia, and the model inputs 
are rainfall data, harvestable roof area, roof 
runoff coefficient, first flush depth, water 
demand, and proposed tank capacity. 

Input data related to rainfall data, 
such as Rain Day versus No Rain Day, 
Monthly Rainfall, and Annual Rainfall, 
are used as built-in rainfall data for station 
Sungai Manggis (station number 2815001), 
available from 1971 until 2017. The station 
was selected because it was identified as 
nearest to the site, Taman Sri Jaromas, 
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n equals the total time interval in simulation, Y is the rainfall volume yielded for the water 
demand, D is the water demand for the rainwater harvesting system 

𝐸𝐸𝑤𝑤 = �1 − ∑ 𝑄𝑄𝑤𝑤𝑖𝑖𝑛𝑛
𝑖𝑖=1
∑ 𝑅𝑅𝑖𝑖𝑛𝑛
𝑖𝑖=1

�  × 100            (2)

R is the runoff volume, and Qs is the spillage or overflow. 

RESULTS AND DISCUSSION

Rainfall Pattern

Rainfall collected around the area or basin is an important parameter that needs to be 
considered when determining how much water is available to support various demands 
such as agriculture, industry, irrigation, hydroelectric power production, and other human 
activities. The size or type of RWH relies on the rainfall pattern to forecast the frequency 
of rainfall. The forecasting uses the historical records of hydrological data and statistical 
analysis to increase the probability of extreme events such as floods, droughts, and severe 
storms that will occur in the future. The frequency or probability distribution can be used 
to relate the magnitude of such incidents to their frequency of recurrence. The monthly, 
seasonal, and yearly rainfall records are established by everyday rainfall collected at the 
individual stations, presented in the bulk of data concerning the rainfall climatology at any 
region or basin that has been stated (Nandargi & Mulye, 2012). Hence, it is very important 
to have an overview of the rainfall pattern for the respective study area to evaluate the 
suitability of installing the RWH. Figure 3 shows the comparison between rain days and 
no rain days from 1971 to 2017. The lowest number of rain days was recorded in 1983, 

Figure 3. Average number of rain day versus no rain day for each year
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with 97 days, while the highest number of rainy days ever recorded was 161 in 1984, and 
this data shows the potential of installing the RWH in that particular study area. 

Meanwhile, Figure 4 depicts the monthly rainfall data from January to December 
2017. It shows that the end of the quarter year, September to December, received the 
highest rainfall due to the location of Malaysia, either Peninsular or East, which has 
experienced a tropical climate influenced by the tropical airstreams, which have extreme 
heat and humidity, higher amounts of rainfall, and a climatic year centered on the northeast 

Figure 4. Monthly rainfall

Figure 5. Annual rainfall
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and southwest monsoons. The northeast 
monsoon (from November or December 
to March), the first inter-monsoon period 
(from March to April or May), the southwest 
monsoon (from May or June to September 
or early October), and the second inter-
monsoon period are the four seasons of the 
climatic year (October to November). 

The two monsoons’ beginning and 
retreat are not well defined. Meanwhile, 
Figure 5 indicates annual rainfall at that 
particular station, and according to the JPS 
Sg Manggis or station number (2815001), 
however, there is no data recorded for 

Average = 1890 mm
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rainfall in the years 1976, 1977, 1982, 1986, 1988, 1989, 1990, 1992, 1993, 1996, 1997, 
1998, 1999, 2000, 2001, and 2005 due to faulty of rain gauge and no rainfall during that time. 
Based on Figure 5, the average rainfall for 45 years of observation data was 1890 mm, and 
the lowest annual rainfall was in 2002, where the amount of rainfall was only 1350.3 mm 
per year, while the highest rainfall was in 1973, with the rainfall was 2455.2 mm per year. 

The determination of the dependability of the water supply from the tank was based 
on the chosen parameters in which inflow, spillage, and outflow are calculated, which is 
crucial when working with discretized periods (Allen & Haarhoff, 2015). Therefore, it is 
required to channel the rainfall to the tank and concurrently withdraw the water needed to 
portray the rainwater tank accurately. 

Optimum Sizing of Tank

The outputs generated using the TN2 were Percentage tank volume, Water-Saving, and 
Storage Efficiency, Yield versus Spillage by Volume, and Yield versus Spillage by Day, 
which later can be applied to determine the optimum size of the tank.

Percentage Tank Volume. The sizing of the tank can be determined through the percentage 
tank volume of rainfall captured from the roof area flow to the rainwater harvesting system. 
The optimum size of the tank increases when the annual rainfall at that particular area 
is less than 2000 mm, while it remains nearly constant for the higher rainfall area. The 
proposed size for the rainwater storage tank for this study was 3 m3 (256 L) according to 
the simulated result, as depicted in Figure 6. When the percentage of tank volume was 0% 
to 25%, the percentage of the time was 12.7%, and for 25% to 50%, the percentage of tank 

Figure 6. Percentages of tank volume
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volume indicated the same percentage of time. Meanwhile, 50% to 75% of the tank volume 
obtained around 25.7% of the percentage time, and when the percentage volume of the 
tank reached 75% to 100%, it took 23% for the percentage of the time. In conclusion, the 
larger tank can store rainwater for a longer period compared to the smaller tank due to the 
small tank experiencing overflow when a larger volume of rainwater flows into the system.

Water-Saving and Storage Efficiency. Evaluation of the optimum size of the tank for the 
respective house was made according to the shape of water-saving and storage-efficiency 
curves. Figure 7 shows the shape of water-saving and storage-efficiency curves, and the 
results indicated a growth line between water-saving efficiency, storage efficiency, and tank 
capacity. When the water-saving and storage efficiency increased, the tank capacity also 
increased. Both efficiencies increase when the tank capacity is, at certain points, indicated 
by the marginal increase for the respective efficiencies (Daud et al., 2021; Goh & Ideris, 
2021). For the proposed size tank capacity, which was 3 m3, the water-saving efficiency 
was 77.3%, and the storage efficiency was 31%. This finding was slightly lower compared 
to the study conducted by Goh and Ideris (2021), which indicated that a tank sized 3 m3 
and above was able to obtain more than 90% water-saving efficiency and 38% storage 
efficiency fulfilled by the harvested rainwater. 

Figure 7. Water saving and storage efficiency
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Yield Versus Spillage by Volume and Yield Versus Spillage by Day. TN2 implemented 
the yield principle after spillage, where the rainwater is added into the tank, and the spillage 
is immediately removed by limiting the tank volume (Khan et al., 2017). The data for 
yield versus spillage by volume for different tank capacities has been displayed in Figure 
8. The result indicated contradictory results between the yield and the spill towards the 
tank capacity. When the tank capacity increased, the volume of yield increased as well; 
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however, as for spillage, the spill volume decreased when the tank capacity was increased. 
For tank size 3 m3, the volume for yield was 128.4 m3/year, and the volume for the spill 
was 285.6 m3/year. A higher volume of spillage was reported compared to the volume of 
yield, and this was due to the rainfall pattern, as shown previously in Figure 5, which is 
influenced by the inter-monsoon seasons (Bakar et al., 2020).

Figure 9 shows the result of yield versus spillage by day against tank capacity. The 
number of days for spillage and the number of days for yield that are able to fulfill the 
demand was calculated and averaged by year. The result displayed that the spillage 
decreased, but at the same time, the yield increased when the tank capacity was bigger. 
Based on the proposed tank sizing, which is 3 m3, the amount of spillage indicated 75.4 
days per year; meanwhile, yield indicated 270.8 days per year. The capacity of the tank 
plays a big role because the capacity of the tank influences the water-saving efficiency and 
the volume of the water that can be stored. The 3 m3 capacity of the tank has been proposed 
and is suitable for domestic usage because, from the obtained data, it can support the daily 
water demand for toilet flushing, general cleaning, and laundry. According to Campisano 
et al. (2017) and the Department of Statistics Malaysia (2014), around 5 toilet flushes per 
day per capita and 7 L per flush with an average of a resident of 4, the total water demand 
was around 140 L/day, and this can be up to 200 L/day when adding to the general cleaning 
and gardening (Goh & Ideris, 2021). Thus, installing this tank would reduce the usage of 
treated water and make the residence sustainable during the water disruption.

Figure 9. Yield versus spillage by day Figure 8. Yield versus spillage by volume
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CONCLUSION

Analysis of RWH using the TN2 can calculate the efficiency of a range of tank sizes based 
on several inputs to determine the optimal tank size. The utilization of RWH can be a good 
choice due to the abundant source of rainfall, thus reducing water scarcity in Malaysia. From 
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the study, installing the RWH at a double-story house is suitable, and it can be concluded 
that water saving is also efficient when the tank sizes increase. Besides, the larger the size 
of tanks would be, the longer the period can store the rainwater. The optimum tank size for 
a double-story residential house is 3 m3, considering all the activities that may contribute 
to water usage. Furthermore, to encourage the installation of RHW among residents in 
Malaysia, an awareness program on the advantages of using the RWH, such as being 
able to reduce the monthly water bill and good incentives from the government, can be 
implemented. Future studies on the application of rainwater harvesting among commercial 
and educational premises can be ventured.
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ABSTRACT 

This research measured vulnerability assessment tools’ performance on a university web 
application, including Burp Suite and OWASP ZAP. There are three measurement criteria: 
(1) the number of vulnerabilities classified under risk and confidence metrics, (2) the number 
of vulnerability types and URL alerts classified under risk and confidence metrics, and 
(3) the number of vulnerabilities classified in the 2021 OWASP Top 10 vulnerabilities. 
Results showed that Burp Suite detected more vulnerabilities and alerts than OWASP 
ZAP, with a higher proportion of high-risk vulnerabilities. However, OWASP ZAP had 
a higher proportion of medium-confidence vulnerabilities. The comparison also revealed 
that the vulnerabilities identified by both tools were ranked differently within the OWASP 
Top 10, and there were variations in risk prioritisation between the tools. Despite these 
differences, the vulnerability assessment results obtained from these tools are still helpful 
for the university’s security analysts and administration, as mitigating cyber threats to the 
web application is paramount.

Keywords: Cybersecurity, cyber threats, risks, vulnerability assessment, web application

INTRODUCTION

During the COVID-19 pandemic, most 
academic Institutions must transform 
their teaching and learning methods to 
100% online. These online teaching and 
learning methods rely on efficient Internet 
and network systems to fulfil learning 
activities, such as learning via online 
meeting applications, sending and storing 
teaching materials, submitting assignments, 
and taking online examinations. In the 
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meantime, academic institutions have become more vulnerable to cyber threats evolving 
together with the advancement of Internet technologies. Schools and colleges worldwide 
are targeted by cyber threats, e.g., abusive content, denial of service (DoS), fraud or 
deception, information gathering, intrusion attempts, unauthorised access, alteration of 
important information, and malicious code (Alexei & Alexei, 2021; Pavlova, 2020). As 
a result, academic institutions must take steps to prevent and mitigate potential risks of 
cyber threats.

Vulnerability assessment and penetration testing are two different security assessment 
techniques, but they are crucial in web application vulnerability assessment due to the 
increasing cyber threats (Darus et al., 2020; Disawal & Suman, 2021; Malekar & Ghode, 
2020; Nagpure & Kurkure, 2017). While web application vulnerability assessment is related 
to flaw detection and analysis and alerts organisations about vulnerable components in the 
web application, penetration testing is about vulnerability exploitation attempts to determine 
the feasibility of cyber threats that can affect organisations. Today, various vulnerability 
assessment tools are available to detect and analyse potential risks associated with web 
applications. Utilising vulnerability assessment tools may not comprehensively identify 
vulnerabilities and may produce false positives (FPs). Furthermore, various tools exhibit 
variability in the vulnerabilities and false positives they report, with some overlap (Alsaleh 
et al., 2017; Mburano & Si, 2018). These vulnerability assessment tools are varied from 
proprietary to open-source, which can detect, analyse, and report website vulnerabilities. 
In addition, the web vulnerability assessment tools provide detailed reports for system 
administrators to detect and address security issues before any threats occur, according 
to Khera et al. (2019). However, comparing web vulnerability assessment tools is still 
inadequate in the literature (Mburano & Si, 2018).

According to cyber threat statistics in 2021 reported by the Thai Computer Emergency 
Response Team (https://www.etda.or.th/th/Our-Service/thaicert/stat.aspx), there were 939 
intrusion attempts, 841 frauds, 570 intrusions, 540 availability, and 271 malicious codes. The 
results differ from the statistics of the same threats in 2020, in which there were 145 intrusion 
attempts, 576 frauds, 173 intrusions, 101 availability, and 687 malicious codes. Since the 
nature of these cyber attacks on public and private organisations may not differ from that on 
academic sectors, academic institution web applications in Thailand are also vulnerable to 
cyber threats.This article conducts a web application vulnerability assessment of a university 
in the south of Thailand using a proprietary tool ‘Burp Suite’ and an open-source tool 
‘OWASP ZAP’ based on the hypotheses: (1) the university’s web application contains 
high-risk vulnerabilities that might be susceptible to cyber threats, (2) proprietary and 
open-source tools provide different vulnerability assessment results but are helpful for 
threat mitigation, and (3) vulnerabilities identified from both tools can be classified into 
the 2021 OWASP Top 10 (https://owasp.org/Top10/) vulnerabilities.
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Cyber Threats in Education 

Malekar and Ghode (2020) state that web applications are vulnerable to complex cyber 
threats. Academic institutions have become an attractive target for cyber-attacks because 
of several factors. For example, most academic institutions do not invest in information 
security infrastructure due to limited budgets from the government. Therefore, outdated 
information systems can be an easy target for attackers. Furthermore, most academic 
institutions have online databases that collect and store student and staff information varying 
from personal to financial information (Ulven & Wangen, 2021). Recently, there have been 
several security incidents in academic sectors. As a result, many schools and colleges have 
become victims of cyber threats (Naagas et al., 2018; Rahamathullah & Karthikeyan, 2021). 
For example, an increase in DDoS primarily targets educational institution information 
systems (Rahamathullah & Karthikeyan, 2021).

Moreover, ransomware attacks can have severe consequences for academic institution 
operations due to taking much time to restore critical services. The past academic semesters 
were impacted by ransomware, causing the loss of students’ personal information, the 
institution’s financial history, and related information. For instance, the ransomware incident 
at the University of Northumbria in England, where attackers ransomed the university 
information system, ceased the university’s internal information systems for several weeks 
(Muncaster, 2020). In addition, ransomware attacks on US schools in 2020 resulted in 
more than $6 billion in damages from 77 attacks reported by US educational institutions 
nationwide (Muncaster, 2021).

Vulnerability Assessment

Vulnerability assessment includes techniques and tools to identify information system 
vulnerabilities and determine the risk of vulnerabilities and the risk assessment objective 
(Abdullah, 2020; Malekar & Ghode, 2020). Vulnerability assessment has been applied to 
different aspects of digital technology. For instance, network security assessment involves 
evaluating an organisational network infrastructure to identify vulnerabilities in public and 
private networks that may be exposed to threats (McNab, 2016). This assessment checks 
for vulnerabilities that may interrupt or affect the availability of network services and ports 
open to access under the host. Similarly, web application vulnerability assessment evaluates 
potential cyber threats to an online information system that numerous organisations use 
communication and public relations tools and online services. Since the web application 
nature is open to users at all times, attackers can take this opportunity to exploit several web 
application vulnerabilities (Amankwah, Chen, Kudjo et al., 2020). These vulnerabilities 
can pose security threats to the organisational assets. The vulnerability assessment can help 
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maintain web application security aspects such as confidentiality, integrity, and availability 
and mitigate threats by reducing risks arising from the system. In addition, vulnerability 
assessment can prioritise the most severe vulnerabilities to avoid exploitation (Vibhandik 
& Bose, 2015). 

Web Application Vulnerability Assessment Tools

Web application vulnerability assessment tools are available in proprietary and open-
source software that can automate the vulnerability testing process and operate on different 
operating systems (Diogenes & Ozkaya, 2018). Performing vulnerability assessment can be 
manual or automatic. However, most vulnerability assessment tools can automatically scan 
and analyse vulnerabilities and provide detailed reports to help address vulnerabilities that 
cyber threats can potentially exploit. In addition, the tools collect details about vulnerabilities 
in their web databases, facilitating further actions for vulnerability assessment. Most web 
application vulnerability assessment tools collect information within the web application 
and scan for vulnerabilities that may be exploited within the web application. Once the tool 
completes all operations, the same procedures will be repeated to increase the accuracy of 
randomisation of attacks on web applications. 

In particular, the proxy is an integral part of web vulnerability assessment tools, 
allowing the tools to access web applications. For example, Burp Suite, developed by 
PortSwigger Co., Ltd., is one of the most widely used proprietary web vulnerability 
assessment tools (Wear, 2018). Acunetix is another proprietary vulnerability assessment 
tool with advanced crawling technology to search for vulnerabilities in web applications 
(Ibrahim & Kant, 2018). On the other hand, OWASP ZAP (https://www.zaproxy.org/) is 
an open-source web vulnerability assessment tool developed by the Open Web Application 
Security Foundation (OWASP), a non-profit foundation working on several web security 
improvement projects. OWASP is widely recognised for its OWASP Top 10 vulnerabilities 
ranking. For example, SQL Injection, Cross-Site Scripting (XSS), and Cross-Site Request 
Forgery (CSRF) are well-known web vulnerabilities in the 2021 OWASP Top 10.

Vulnerability Assessment Criteria

Vulnerability assessment covers several criteria to analyse, classify and prioritise 
vulnerabilities. 

Risk Levels. Most vulnerability assessment tools classify vulnerabilities into high-risk, 
medium-risk, and low-risk (Popov et al., 2016). For example, in information security, high 
risk refers to vulnerabilities that might expose high levels of threats that can affect security 
requirements in terms of confidentiality, integrity and availability, making the information 
system unable to operate. This type of risk requires time and a high level of competence 
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to address issues and bring the information system back to normal. On the other hand, 
medium risk refers to vulnerabilities that might expose moderate threats affecting some 
parts of the information security services, such as confidentiality, integrity, and availability. 
For example, there may be a partial shutdown to repair security issues requiring time and 
ability to recover, wherein the information system can continue. 

Besides, low risk refers to vulnerabilities that expose low-level threats that might affect 
minimal parts of the system regarding confidentiality, integrity, and availability but without 
the extended time and the ability to perform corrective actions. As a result, the information 
system can continue to operate normally. In some vulnerability risk assessments, however, 
the risk levels can be further extended to ‘critical,’ which is more severe than the high 
level. In addition, some vulnerabilities cannot be categorised into these risk levels but are 
unignorable. For example, informational risk refers to vulnerabilities not susceptible to high, 
medium, or low-level threats without directly affecting the information system. However, 
the attacker may exploit these informational-level vulnerabilities to attack the system.

Confidence Levels. Web application vulnerability assessment tools also provide confidence 
levels to confirm the identified risk level. These confidence levels are also classified into 
different degrees, e.g., high, medium, low, certain, firm, and tentative. These confidence 
levels help security administrators determine and prioritise vulnerabilities categorised into 
risk levels. In this case, the confidence is comparable to likelihood, a significant indicator 
for risk identification.

The OWASP Top 10 Web Application Security Risks. In addition to the above criteria, 
the OWASP Top 10 Web Application Security Risks or the OWASP Top 10 vulnerabilities 
have been web vulnerability assessment criteria widely acknowledged by researchers and 
practitioners. The OWASP Top 10 ranks vulnerabilities according to severe web application 
security risk levels. There have been different versions of the OWASP Top 10. Several web 
vulnerability research articles have widely discussed the 2017 OWASP Top 10 (https://
owasp.org/www-project-top-ten/2017/Top_10). Nevertheless, the 2021 OWASP Top 10, a 
recently updated version, is still unfamiliar in web application vulnerability research. While 
the 2017 OWASP Top 10 vulnerabilities were selected based on the likelihood, impact, 
and exploitability determined by experts, the 2021 OWASP Top 10 vulnerabilities were 
ranked using the same criteria but based on the use of data, if possible. 

Significant vulnerability positions and names change from the 2017 OWASP Top 
10 to the 2021 OWASP Top 10 (e.g., sensitive data exposure to cryptographic failures). 
Furthermore, several vulnerability criteria in the 2017 OWASP Top 10 are amalgamated 
into a new vulnerability type. For example, XML external entities (XXE) are amalgamated 
with security misconfiguration in the 2017 OWASP Top 10 to only security misconfiguration 
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in the 2021 OWASP Top 10. There are three new vulnerability categories in the 2021 
OWASP Top 10: insecure design, software and data integrity failures, and Server-Side 
Request Forgery (SSRF).

Related Works 

Several research works have been on different web vulnerability assessment perspectives 
(Abdullah, 2020; Alsaleh et al., 2017; Darus & Awang, 2020; Disawal & Suman, 2021; 
Karumba et al., 2016). For example, Khalid et al. (2019) proposed a method to predict 
legitimate or vulnerable code based on six classifiers on a training set consisting 
of software metrics and text features. The experiment was conducted on three web 
applications in which 223 vulnerabilities were identified in PHPMyAdmin, Moodle 
and Drupal. In addition, Darus and Awang (2020) proposed a web assessment tool, 
‘SNEAKERZ’, that automatically detected and analysed vulnerabilities that may arise 
from the security loophole in web applications based on three software vulnerability 
categories, including software defects, software bugs, and software errors. The authors 
asserted that SNEAKERZ could list web vulnerabilities and propose solutions to 
address the vulnerabilities. In Disawal and Suman (2021), different vulnerabilities were 
discovered during the web application development process, and a web application 
vulnerability assessment should be conducted during the web application development to 
identify factors affecting the web application security, such as weakness, countermeasure, 
confidentiality impact, access complexity, and severity level. Amankwah, Chen, Kudjo, 
and Towey (2020) compared the performance of eight web vulnerability assessment 
tools, including Acunetix, HP WebInspect, IBM AppScan, OWASP ZAP, Skipfish, 
Arachni, Vega, and Iron WASP, using two vulnerable web applications. The evaluation 
was based on multiple evaluation metrics. The results show that commercial and open-
source vulnerability assessment tools effectively detect vulnerability.

Several research scholars evaluate the performance of open-source web vulnerability 
assessment tools (Abdullah, 2020; Alsaleh et al., 2017; Amankwah, Chen, Kudjo, & Towey 
2020; Karumba et al., 2016; Mburano & Si, 2018). For example, Karumba et al. (2016) 
introduced a hybrid algorithm for detecting web application vulnerabilities and compared 
its performance with other open-source vulnerability scanners. The comparison comprises 
three metrics: time taken to scan, detection accuracy and consistency. In Abdullah (2020), 
two open-source web application vulnerability scanners, including Paros and OWASP ZAP, 
were experimented with for checking vulnerabilities in two vulnerable web applications. 
The author suggested that the vulnerability assessment tools must constantly be updated 
to support the discovery of new vulnerabilities that may open up an opportunity for cyber 
threats. Furthermore, Alsaleh et al. (2017) evaluate the detection performance of two open-
source web vulnerability scanners from different perspectives. While the results could 
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not indicate significant differences between the two scanners, there were differences and 
inconsistencies between the scanner reports.

Several works on web vulnerability assessment propose tools and techniques to measure 
vulnerabilities against the 2017 OWASP Top 10 (Amankwah, Chen, Kudjo, & Towey 2020; 
Khera et al., 2019; Mburano & Si, 2018; Nagpure & Kurkure, 2017; Vibhandik & Bose, 
2015). For example, a web vulnerability assessment approach based on a combination of 
W3AF and Nikto tools was introduced to address security issues in Vibhandik and Bose 
(2015). The vulnerability assessment performance was measured against the 2017 OWASP 
Top 10. The authors asserted that combining W3AF and Nikto tools is more effective in 
detecting vulnerabilities in web applications since a single tool is inadequate to detect 
different vulnerability types. In addition, the combination can help narrow the scope of 
security vulnerability detection for complex web applications and servers.

Moreover, Khera et al. (2019) assessed a website’s vulnerability in India by applying 
the 2017 OWASP Top 10 criteria to determine the risk of corporate website threats. 
Various tools such as Wire shark, Nmap, Metasploit, and Air crack were utilised to assess 
network security. In the experiment, the attacker can access files within the server by 
exploiting open ports unrelated to the website’s specific operations. Likewise, Nagpure 
and Kurkure (2017) assessed website vulnerabilities and compared the performance of 
different tools based on the 2017 OWASP Top 10 criteria, including Burp Suite, OWASP 
ZAP and Acunetix, according to the tool capabilities in both manual and automation 
testing methods. High volume and low complexity vulnerability detection and automation 
testing provide accurate and efficient results. In addition, Amankwah, Chen, Kudjo and 
Towey (2020) performed a web application vulnerability assessment using open-source 
software against the 2017 OWASP Top 10 and prioritised vulnerabilities according to 
severity. The effectiveness of open-source web vulnerability scanners was measured 
against the 2017 OWASP Top 10 in Mburano and Si (2018). The results were compared 
further with those from the Web Application Vulnerability Security Evaluation Project 
(WAVSEP) benchmark.

METHODOLOGY

There are four methodological steps to achieve the research objectives. Figure 1 shows 
methodological steps in the university’s web application vulnerability assessment.

Research Scope Identification

The researchers determined the scope of the university’s primary web applications and 
contacted the person who could authorise the vulnerability assessment. The permission 
request letter was sent to the university’s president, who authorised the university’s 
information technology centre (ITC) director to provide resources as requested for the 
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vulnerability assessment. The experiment duration was between January 1, 2022, and 
February 28, 2022. The experiment was conducted on a system simulated from the 
university’s existing web application to avoid affecting the existing web application and 
preventing legal offences, according to Thai Netizen Network (2017) and ETDA (2022). 

The vulnerability assessment target is one of the university’s major web applications 
storing staff and student personal data. The experiment was conducted on a simulated 
system to prevent potential issues from the vulnerability assessment in a permitted testing 
area to search for existing vulnerabilities that may be exposed to cyber threats. The web 
browser proxy is configured to support the assessment. In addition, boundaries are set 
within the vulnerability testing program to prevent the program from interfering with 
other web applications.

Vulnerability Assessment Tools Identification

After identifying the assessment scope, Burp Suite and OWASP ZAP are two vulnerability 
assessment tools selected for the experiment. The researchers selected these two web 
vulnerability assessment tools because one is a widely used proprietary software and another 
is popular open-source software. In addition, these tools similarly classify vulnerabilities 
into four risk levels: high, medium, low, and informational. The tools also provide 
confidence levels to support the risk level reliability. While Burp Suite confidence levels 

Figure 1. Web application vulnerability assessment methodology
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include certain, firm, and tentative, OWASP ZAP confidence levels are high, medium, and 
low. However, OWASP ZAP also adds ‘user confirmed’, another confidence level in which 
users manually confirm vulnerabilities.

Vulnerability Assessment and Classification Criteria

To perform a vulnerability assessment and classification, workload, metrics procedures 
and rules for the benchmark execution are required as the criteria allow the assessment 
to be consistent and measurable for identifying and evaluating vulnerabilities (Nunes 
et al., 2018).

1. Workload is the set of tasks or operations used to evaluate the performance of the 
system or process, e.g., data processing, database queries, network communication, 
or other system operations. The university’s web application utilises PHP 
programming language supported by the MySQL database. The application 
comprises a total of 8,059 files organised within 773 folders. The overall size of 
the application is 765 MB. However, the quantity of LOC (Lines of Code) for 
a given file size and number can fluctuate significantly based on several factors 
(e.g., the programming language, the intricacy of the code, and the use of libraries 
and data files).

2. Metrics are the measures used to quantify a system’s or process’s performance, e.g., 
response time, throughput, CPU utilisation, memory usage, and other performance 
characteristics. Our vulnerability assessment and classification metrics are the 
number and percentage of vulnerabilities classified into risk and confidence levels. 
These metrics can help us prioritise which vulnerabilities need to be addressed 
and what level of effort should be put into mitigating them. 

3. Procedures and rules are the steps for conducting a benchmarking study, e.g., setting 
up the test environment, configuring the system or process being tested, running the 
workload, collecting performance data, and analysing the data. Since vulnerability 
assessment and classification is a process that involves identifying, categorising, 
and prioritising vulnerabilities, the procedures include both an automatic process, 
performed by a system such as Burp Suite and OWASP ZAP, and a manual process, 
performed by a human. In this process, the vulnerabilities reported by the automatic 
tools are first collected and consolidated. Then, the reported vulnerabilities are 
manually compared regarding their risk and confidence levels. Please note that 
vulnerabilities reported by the automatic tools must be triaged and prioritised by 
a human, helping the organisation focus on the most critical vulnerabilities. When 
such vulnerabilities identified by both tools must be categorised into the OWASP 
Top 10, they are manually performed via a repository of vulnerabilities linking to 
the OWASP Top 10.
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Web Application Vulnerability Assessment

Burp Suite and OWASP ZAP were experimented with, and compared their vulnerability 
assessment performances. This step is critical to test the hypothesis that the university’s 
web application is vulnerable to potential cyber threats and compare the performance of 
web vulnerability assessment tools. The vulnerability assessment of Burp Suite and OWASP 
ZAP was conducted utilising a computer system equipped with an Intel(R) Core(TM) 
i7-10510U CPU, clocked at 2.30 GHz and 16 GB of RAM, running the Windows 10 Pro 
operating system. The Burpsuite tool typically requires 4 hours to complete a vulnerability 
assessment, with an average of 10-13 crashes occurring during each assessment. In contrast, 
the Owasp ZAP tool can complete a vulnerability assessment in approximately 2 hours, 
with a lower frequency of crashes, averaging 6-8 instances per assessment.

The scanning process of each tool repeats at least three times to ensure that the 
vulnerability assessment results remain stable. After that, the performance of the two tools 
in vulnerability assessment will be compared. The reported vulnerabilities are compared 
at this stage to find similarities and differences. The comparison results at this stage will 
illustrate how many vulnerabilities are classified into high, medium, and low and what 
types of vulnerability are discovered.

Web Application Vulnerability Classifications

The vulnerabilities discovered by Burp Suite and OWASP Zap were further classified into 
the 2021 OWASP Top 10 criteria. First, the vulnerability reports from the two vulnerability 
assessment tools will be deliberately checked for essential components in the reports. 
In particular, most web vulnerability reports contain CWE IDs, identifiers referring to 
vulnerabilities listed by Common Weakness Enumeration (CWE), a widely recognised 
community listing software and hardware vulnerabilities and their ramifications. For 
example, CWE-89 means improper neutralisation of special elements used in an SQL 
Command or ’SQL Injection.’ Then, the OWASP Top 10 criteria, their definitions and CWE 
IDs will also be examined. This step investigates how many university web application 
vulnerabilities can be categorised in the OWASP Top 10. After that, the classified 
vulnerabilities between the two tools will be compared.

RESULTS 

There are differences in vulnerability assessment performances between Burp Suite and 
OWASP ZAP.

Risk and Confidence Levels

Burp Suite and OWASP ZAP provide comprehensive reports of vulnerability assessment 
in which detected vulnerabilities are ranked in risk and confidence metrics. The report, 
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generated by Burp Suite and depicted in Table 1, presents a university web application’s 
overall vulnerability risk assessment. The assessment revealed 203 vulnerabilities, classified 
into four categories: high, medium, low, and informational. Additionally, the report 
indicated three confidence levels in the identified vulnerabilities: certain, firm, and tentative. 
Five vulnerabilities are at high risk, four at certain confidence and one at firm confidence. 
In addition, 130 information-level vulnerabilities are at a certain confidence level.

A report was generated utilising OWASP ZAP (Table 2), encompassing 22 
vulnerabilities classified into high, medium, low, and informational severity categories. 
Additionally, the report includes four levels of confidence, specifically user confirmed, 
high, medium, and low. There is one vulnerability at high risk with medium confidence. 
In addition, there are 11 vulnerabilities at medium risk with different confidence levels, 
including two high, seven medium, and two low.

Table 1
Burp Suite vulnerability risk assessment report

Confidence
Certain Firm Tentative Total

Severity High 4
(2.0%)

1
(0.5%)

0
(0.0%)

5
(2.5%)

Medium 0
(0.0%)

4
(2.0%)

3
(1.5%)

7
(3.5%)

Low 3
(1.5%)

2
(1.0%)

8
(3.9%)

13
(6.4%)

Information 130
(64.0%)

39
(19.2%)

9
(4.4%)

178
(87.6%)

Total 137
(67.5%)

46
(22.7%)

20
(9.8%)

203
(100.0%)

Table 2
OWASP ZAP vulnerability risk assessment report

Confidence
User Confirmed High Medium Low Total

Risk High 0 
(0.0%)

0
(0.0%)

1
(4.5%)

0
(0.0%)

1
(4.5%)

Medium 0
(0.0%)

2
(9.1%)

7
(31.8%)

2
(9.1%)

11
(50.0%)

Low 0
(0.0%)

1
(4.5%)

3
(13.6%)

1
(4.5%)

5
(22.7%)

Informational 0
(0.0%)

1
(4.5%)

3
(13.6%)

1
(4.5%)

5
(22.7%)

Total 0
(0.0%)

4
(18.2%)

14
(63.6%)

4
(18.2%)

22
(100.0%)
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Both tools generate vulnerability assessment reports that display risk and confidence 
levels of vulnerabilities. While Burp Suite’s report includes the total of each vulnerability 
risk level, OWASP ZAP’s report presents a summary of risk and confidence levels. 
Additionally, both tools express identified risk and confidence levels in percentages. In 
this case, the vulnerability risk and confidence levels reported by Burp Suite and OWASP 
ZAP are summarised in Table 3.

Table 3
A summary of the vulnerability risk and confidence levels determined by Burp Suite and OWASP ZAP

No. Risk Confidence Burp Suite (%) OWASP ZAP (%)
1 High High 4 2.0 0 0.0
2 High Medium 1 0.5 1 4.5
3 High Low 0 0.0 0 0.0
4 Medium High 0 0.0 2 9.1
5 Medium Medium 4 2.0 7 31.9
6 Medium Low 3 1.5 2 9.1
7 Low High 3 1.5 1 4.5
8 Low Medium 2 1.0 3 13.7
9 Low Low 8 3.9 1 4.5
10 Information High 130 64.0 1 4.5
11 Information Medium 39 19.2 3 13.7
12 Information Low 9 4.4 1 4.5

Total 203 100.0 22 100.0

Vulnerabilities, URL Alerts, and Risk and Confidence Levels

Table 4 shows a report from Burp Suite, which shows the level of threats categorised from 
High, Medium, Low, and Information levels, along with the number of vulnerabilities 
discovered. The results also reveal vulnerabilities in different categories.

URLs. As indicated in Table 4, the Burp Suite vulnerability assessment identified 
23 distinct vulnerabilities from No.1 to No.23 and generated 203 alerts of URLs. Five 
vulnerabilities, including No. 1 ‘SQL Injection’ with three alerts and No. 2 ‘Cleartext 
Submission of Password’ with two alerts, receive high risk and a certain confidence. 
Three vulnerabilities with 16 alerts are categorised as medium risk, and most confidence 
is tentative. However, it is essential to note that the vulnerabilities enumerated from No. 
12 through No. 23 pertain to informational risks, with a level of confidence ranging from 
tentative to certain.

A report from OWASP ZAP (Table 5) shows the risk levels categorised into high, 
medium, low, and informational and the number of vulnerabilities discovered. The results 
also reveal vulnerabilities in different categories with vulnerable URL alerts. For example, 
while OWASP ZAP identified 22 vulnerabilities from No.1 to No.22 with 792 URL alerts, 
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‘Cross-Site Scripting’ (No.1) is the only vulnerability at high risk with two alerts. There are 
11 vulnerabilities at medium risk, with the confidence level from low to high. However, 
informational risk vulnerabilities receive the highest alerts. In particular, 170 alerts for 
‘Cookie Slack Detector’ (No.18) and 354 for ‘User Agent Fuzzer’ (No.22).

Table 4
Burp Suite URL alerts report

No. Burp Suite Alerts (%) Risk Confidence
1 SQL Injection 3 1.5 High Certain
2 Cleartext Submission of Password 2 1.0 High Certain
3 Cross-Site Request Forgery 11 5.4 Medium Tentative
4 Password Returned in Later Response 1 0.5 Medium Tentative
5 Session Token in URL 4 2.0 Medium Firm
6 Vulnerable JavaScript Dependency 7 3.4 Low Tentative
7 Cookie without HTTP Only Flag Set 1 0.5 Low Firm
8 Password Field with Autocomplete Enabled 2 1.0 Low Certain
9 Client-Side HTTP Parameter Pollution (Reflected) 1 0.5 Low Firm
10 Source Code Disclosure 1 0.5 Low Tentative
11 Unencrypted Communications 1 0.5 Low Certain
12 Path-Relative Style Sheet Import 19 9.4 Informational Firm
13 User Agent-Dependent Response 1 0.5 Informational Firm
14 Long Redirection Response 6 3.0 Informational Firm
15 Input Returned in Response (Reflected) 106 52.1 Informational Certain
16 Cross-Domain Referrer Leakage 4 2.0 Informational Certain
17 Cross-Domain Script Include 6 3.0 Informational Certain
18 Frameable Response (Potential Clickjacking) 5 2.5 Informational Firm
19 HTTP TRACE Method is Enabled 1 0.5 Informational Certain
20 Backup File 2 1.0 Informational Certain
21 Email Addresses Disclosed 8 3.9 Informational Certain
22 Base64-Encoded Data in Parameter 8 3.9 Informational Firm
23 HTML Does Not Specify Charset 3 1.5 Informational Certain

Total 203 100.0

Table 5
OWASP ZAP URL alerts report

No. OWASP ZAP Alerts (%) Risk Confidence
1 Cross-Site Scripting (Reflected) 2 0.3 High Medium
2 Absence of Anti-CSRF Tokens 2 0.3 Medium Low
3 Anti-CSRF Tokens Check 101 12.8 Medium Medium
4 Application Error Disclosure 1 0.1 Medium Medium
5 Backup File Disclosure 3 0.4 Medium Medium
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It can be observed that the number of vulnerability types for URLs generated by 
Burp Suite and OWASP ZAP is relatively similar, with Burp Suite identifying 1–23 types 
and OWASP ZAP identifying 1–22 types. However, it should be noted that mapping the 
vulnerability types between the two tools can be challenging. For example, although 
Burp Suite categorises ‘SQL Injection’ and ‘Cleartext Submission of Password’ as high 
risk and with a high level of confidence, they are not explicitly included in OWASP ZAP 
alerts. Besides, some vulnerabilities may be referred to as different issues even though 
they pertain to the same elements. Additionally, while some vulnerability types may be 
similarly comprehensible between the two tools, others may differ. For instance, Burp Suite 
ranks Cross-site request forgery as No. 3 with 11 alerts, while OWASP ZAP ranks Cross 
Site Scripting (Reflected) as No. 1 with 2 alerts. Furthermore, Burp Suite ranks the Backup 
file as No. 20 with 2 alerts, while OWASP ZAP ranks the Backup File Disclosure as No. 
5 with 3 alerts. Additionally, it is worth noting that the number of URL alerts discovered 
by both tools is significantly different, with Burp Suite identifying 203 alerts and OWASP 
ZAP identifying 792 alerts.

In transitioning from a comprehensive vulnerability assessment report to a URL 
alerts report, a discrepancy regarding the representation of vulnerability numbers has 

No. OWASP ZAP Alerts (%) Risk Confidence
6 Content Security Policy (CSP) Header Not Set 1 0.1 Medium High
7 HTTP Only Site 1 0.1 Medium Medium
8 Hidden File Found 1 0.1 Medium High
9 Insecure HTTP Method - TRACE 77 9.7 Medium Medium
10 Missing Anti-clickjacking Header 1 0.1 Medium Medium
11 Parameter Tampering 12 1.5 Medium Low
12 Relative Path Confusion 32 4.0 Medium Medium
13 Cross-Domain JavaScript Source File Inclusion 5 0.6 Low Medium
14 Server Leaks Information via “X-Powered-By” 

HTTP Response Header Field(s)
1 0.1 Low Medium

15 Server Leaks Version Information via “Server” 
HTTP Response Header Field

1 0.1 Low High

16 Timestamp Disclosure - Unix 1 0.1 Low Low
17 X-Content-Type-Options Header Missing 1 0.1 Low Medium
18 Cookie Slack Detector 170 21.5 Informational Low
19 GET for POST 22 2.8 Informational High
20 Information Disclosure - Suspicious Comments 2 0.3 Informational Medium
21 Modern Web Application 1 0.1 Informational Medium
22 User Agent Fuzzer 354 44.7 Informational Medium

Total 792 100.0

Table 5 (continue)
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been identified. Upon comparing vulnerability data, it was observed that Burp Suite 
identified a consistent number of vulnerabilities across the vulnerability risk assessment 
(203) and URL alerts (203) reports. However, a discrepancy was identified in the number 
of vulnerabilities reported by OWASP ZAP in the vulnerability risk assessment (22) and 
URL alerts (792) reports. Notably, the distribution of vulnerability risk and confidence 
levels detected by Burp Suite in Table 3 is congruent with the number of URL alerts 
reported by Burp Suite in Table 4. Conversely, the distribution of vulnerability risk and 
confidence levels reported by OWASP ZAP in Table 3 is consistent with the number of 
vulnerability types listed from No.1 to No. 22 in Table 4, suggesting that Burp Suite may 
have considered vulnerability risk and confidence levels as URL alerts, while OWASP 
ZAP treated them as distinct vulnerability types.

The 2021 OWASP Top 10 Vulnerabilities

The researchers categorised the vulnerabilities Burp Suite and OWASP ZAP identified 
according to the 2021 OWASP Top 10 criteria. However, there is a slight difference 
between the two tools when the detected vulnerabilities must be categorised in the 
OWASP Top 10. In the Burp Suite vulnerability report, each vulnerability contains an 
issue background, remediation background, references, and vulnerability classifications. 
In this case, Burp Suite vulnerability CWE IDs in references will be manually compared 
with the OWASP Top 10 CWE IDs. If both Burp Suite and the OWASP Top 10 CWE 
IDs are similar, the Burp Suite vulnerabilities will be classified according to the OWASP 
Top 10 criteria.

On the other hand, OWASP ZAP provides a descriptive vulnerability report with 
vulnerability type, source, CWE ID, WASC ID, and reference. Several report components 
are similar to Burp Suite, containing vulnerability references linking to their definitions 
and guidelines for reducing risks. However, the significant difference is that the OWASP 
ZAP report contains sources and their direct links to appropriate criteria of the OWASP 
Top 10 automatically. In this sense, the authors can understand the criteria and the 
associated vulnerabilities and effortlessly categorise vulnerabilities according to the 
OWASP Top 10.The reason might be due to OWASP ZAP being developed by the 
organisation defining theOWASP Top 10 criteria. Table 6 compares the vulnerabilities 
reported by the two tools and categorises them by the 2021 OWASP Top 10 criteria. 

For example, the number of vulnerabilities from Burp Suite was 189, listed from 
high to informational risks. There were 5 high risks associated with 2 vulnerabilities, 
including two for ‘Cryptographic Failures’ and three for ‘Injection’. For ‘Broken Access 
Control’ considered as the first rank in the OWASP Top 10, Burp Suite identified 15 
medium risks, 3 low risks, and 12 informational risks. Please note that there were 1 low 
risk and 106 informational risks for ‘Injection’ in addition to 3 high risks detected by 
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Burp Suite. Meanwhile, 436 vulnerabilities reported by OWASP ZAP were categorised 
in the OWASP Top 10. In this case, ‘Injection’ is the only vulnerability at high risk with 
two items. In addition, 389 vulnerabilities were classified as ‘Security Misconfiguration’, 
of which 231 were medium risks, 9 were low risks, and 194 were informational risks. 
Burp Suite classifies detected vulnerabilities into six vulnerabilities in the OWASP 
Top 10, and OWASP ZAP classifies detected vulnerabilities into five vulnerabilities in 
the OWASP Top 10. As an illustration, Burp Suite identifies 11 vulnerabilities related 
to ‘Cryptographic Failures’ classified into two high-risk, one low-risk, and eight 
informational risk categories. However, this specific vulnerability type is not identified 
by OWASP ZAP. 

Based on the results, certain vulnerabilities identified through Burp Suite and OWASP 
ZAP can be categorised within the OWASP Top 10. However, it should be noted that there 
are also instances where both tools detect vulnerabilities, yet they do not fall within the 
classification of the OWASP Top 10. Those vulnerabilities may include vulnerabilities 
not considered as severe or widespread as those in the OWASP Top 10. In this case, the 
OWASP Top 10 is a helpful tool for identifying and prioritising web application security 
risks, but it is not an exhaustive list of all possible vulnerabilities that tools like Burp Suite 
and OWASP ZAP can detect.

Table 6
Vulnerabilities classified into the 2021 OWASP Top 10

No. OWASP Top 10 (2021)
Burp Suite

Total (%)
OWASP ZAP

Total (%)
H M L I H M L I

1 Broken Access Control 0 15 3 12 30 15.9 0 2 2 2 6 1.4
2 Cryptographic Failures 2 0 1 8 11 5.8 0 0 0 0 0 0.0
3 Injection 3 0 1 106 110 58.2 2 0 0 0 2 0.5
4 Insecure Design 0 0 0 0 0 0.0 0 12 0 22 34 7.8
5 Security 

Misconfiguration
0 0 1 24 25 13.2 0 217 2 170 389 89.2

6 Vulnerable and 
Outdated Components

0 0 7 0 7 3.7 0 0 0 0 0 0.0

7 Identification and 
Authentication Failures

0 0 0 0 0 0.0 0 0 0 0 0 0.0

8 Software and Data 
Integrity Failures

0 0 0 6 6 3.2 0 0 5 0 5 1.1

9 Security Logging and 
Monitoring Failures

0 0 0 0 0 0.0 0 0 0 0 0 0.0

10 Server-Side Request 
Forgery

0 0 0 0 0 0.0 0 0 0 0 0 0.0

Total 5 15 13 156 189 100.0 2 231 9 194 436 100.0
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DISCUSSION

The Number of Informational Risks

Most vulnerabilities not classified in the OWASP Top 10 belong to informational risk but 
may be worthy of consideration. For example, ‘Password Returned in a Later Response’ 
means the web application returns a password in an unencrypted form to the user. ‘User-
Agent Fuzzer’ implies potential bugs in the website code because of response messages 
to the same URL with a different ‘User Agent’ header. ‘Long Direction Response’ means 
the web application might return a redirection response with ‘longer’ message content 
that sometimes contains sensitive information. Moreover, ‘Frameable Response (Potential 
Clickjacking)’ should also be considered since this vulnerability might allow the attacker 
to avoid cross-site request forgery detection, resulting in unauthorised access.

The Reliability of Results

Some limitations might affect the accuracy of vulnerability assessment tools. For example, 
the number of vulnerabilities assessed against the existing web application may have different 
results than this study in which the simulated system is placed in front of the firewall to avoid 
legal issues and impact other network services. Therefore, some types of vulnerabilities 
might be manipulated and denied entry into the system. These limitations are consistent with 
Karumbat et al. (2016), who asserted that web vulnerability scanners are not 100% accurate. 
In addition, there are other potential sources of validity concerns. One example is using web 
applications with different vulnerabilities, such as those that do not present ‘Insecure Design’ 
or ‘Security Misconfiguration’ issues. In this scenario, the overall number of vulnerabilities 
identified by Burp Suite may decrease from 436 to 13, while the total number of vulnerabilities 
identified by OWASP ZAP may decrease from 189 to 164. As a result, it may be challenging 
to determine which vulnerability assessment tool is more reliable. 

The Importance of Medium Risk Vulnerabilities

By comparing the two tools against the OWASP Top 10, Burp Suite could detect more 
high-risk vulnerabilities than OWASP ZAP. However, on the other hand, OWASP ZAP 
detected a significantly greater number of vulnerabilities than Burp Suite. Mainly, OWASP 
ZAP detected medium-risk vulnerabilities more than Burp Suite could several times. 
Besides, the number of medium risks in OWASP ZAP is more than that of informational 
risks in OWASP ZAP. The OWASP ZAP medium risk detection is vital, as described by 
Liu and Wang (2018), who asserted that second-order vulnerabilities are usually ignored 
but more severe than first-order vulnerabilities. Consequently, the number of medium risk 
detection should be considered an issue that should be mitigated to protect the university 
web application from cyber threats.
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Inconsistencies

The results also show that some vulnerabilities detected by the two tools are similar and 
share the same CWE ID but are named differently. In addition, the tools might detect similar 
vulnerabilities but identify different risk severities. Therefore, using a single tool to assess 
vulnerabilities may not yield satisfactory results in mitigating cyber threats. Therefore, 
the benefit of this research is not only the detection and classification of the university 
web vulnerabilities based on the OWASP Top 10 but also supports some research scholars 
(Alsaleh et al., 2017; Mburano & Si, 2018), who claim that each vulnerability assessment 
tool produces different outcomes for the number and severity of vulnerabilities due to 
detection algorithm differences. Combining different tools is more desirable for detecting 
more vulnerabilities than a single tool alone, given that web security is paramount.

Vulnerability Risk Mitigation

Vulnerabilities reported from both tools were sent to the responsible IT administrators 
to assign network security administrators to take action based on the recommendations 
presented in the report. Therefore, the contributions of this research are not only the 
classification and comparison of vulnerabilities in the university web application but also 
the mitigation of risks that cyber threats can exploit.

CONCLUSION

The results confirm that the university web application has vulnerabilities exposed to cyber 
threats at high and low-risk levels. The vulnerability assessment was experimented with 
computer-related acts in Thailand, including the Computer Crime Act and Personal Data 
Protection Act, to avoid any potential effects on the existing university web application. The 
researchers have measured and compared the performance of web vulnerability assessment 
tools between Burp Suite and OWASP ZAP in detecting and analysing vulnerabilities in 
three scenarios, including overall vulnerability risk reports in risk and confidence metrics, 
vulnerabilities and URL alerts with risk and confidence metrics, vulnerabilities classified 
into the 2021 OWASP Top 10 vulnerabilities.

Several vulnerabilities were discovered in the university web application. Combining 
two vulnerability assessment tools, including Burp Suite and OWASP Zap, could detect 
more vulnerabilities essential for mitigating risks from cyber threats. In this case, Burp Suite 
and OWASP Zap differ in their vulnerability assessment performance. There are advantages 
and disadvantages of the tools. The results have revealed differences and inconsistencies 
in vulnerabilities assessed by both tools. These differences and inconsistencies, however, 
highlighted advantages and disadvantages helpful for security analysts and administrators 
to mitigate vulnerability risks to cyber threats. Therefore, combining these two vulnerability 
assessment tools could detect numerous vulnerabilities with different results and be valuable 
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for mitigating security risks to the university web application. This research is consistent 
with Vibhandik and Bose (2015), who conducted various vulnerability assessment tools 
to test web application vulnerabilities.  
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ABSTRACT

The mineralization of urea fertilizer significantly impacts nitrogen movement in the soil. 
An incubation study was done on a lab scale basis to examine nitrogen dynamics in soil 
inoculated with plant growth-promoting bacteria (PGPB) supplemented with varying levels 
of nitrogen fertilizer in the form of urea (0% N, 25% N, 50% N, 75% N, and 100% N). 
In the present experiment, sandy clay loam soil was used and incubated for four weeks, 
and the concentrations of NH4

+‒N and NO3
–‒N were monitored using the destructive 

method (Kjeldahl) to determine the mineralization rate of urea. Results showed higher 
NH4

+‒N (11.880 mg/kg mineralized with UPMRB9N50 treatment) and NO3
–‒N (20.060 

mg/kg mineralized with UPMRB9N50 
treatment) concentrations in the bacteria-
treated soil compared to the uninoculated 
control. Urea-N remains higher (0.0353% 
and 0.0253% from UPMRB9N50 treatment 
in the first and second weeks, respectively) 
in bacteria-treated soil during the first two 
weeks, then gradually becomes zero towards 
the end of the observing period. Nitrogen 
(N) leaching loss was lower in bacterial 
inoculated soil compared to the control, and 
the leaching loss of N was greater with the 
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increased N fertilizer rates. Cumulative N leaching loss is higher (29.797 mg/kg) in 100% 
N-treated soil than in other treatments. The findings observed that the beneficial bacteria 
could enhance the N mineralization to make the nutrient available for the crop while, at the 
same time, reducing leaching losses of fertilizer when supplied with a minimum amount 
of chemical fertilizer, thereby saving the input cost and protecting the environment.

Keywords: Ammonium ion, nitrate ion, nitrogen leaching, nitrogen mineralization, plant growth-promoting bacteria 

INTRODUCTION

A vital component of plants, nitrogen (N) is also a major component of genetic material, amino 
acids, chlorophyll, and adenosine triphosphate (ATP); it enhances agricultural productivity by 
30–50% globally (Leghari et al., 2016). The primary source of N fertilizer that substantially 
affects agricultural productivity worldwide is urea (Kira et al., 2019). It is the most frequently 
utilized N fertilizer due to its simplicity and high N content (46%) (Motasim et al., 2021). 
About 73.4% of all nitrogen fertilizer used worldwide is urea (Heffer & Prud’homme, 2016).  
However, the worrisome issue with using granular urea fertilizer is its significant nitrogen loss 
and inefficient use of nitrogen fertilizer, which varies from 10% to 50% (Almaz et al., 2017). 
When urea is broadcast onto the field, more than 50% of the nitrogen in urea cannot be taken 
up by plants if fertilization management is not done properly (Rochette et al., 2009). It turns 
into a risk factor for environmental deterioration, which includes loss of stratospheric ozone, 
acidic precipitation, the excessive richness of nutrients in a lake or other body of water, water 
contamination, NH3 volatilization loss, and N2O emissions (Puga et al., 2020). A significant 
gaseous loss is reported when granular urea is applied to the surface (Lichiheb et al., 2019; 
Motasim et al., 2021) and nitrogen loss via leaching (Puga et al., 2020). 

Due to these situations, people are beginning to learn about an additional or alternative 
greener approach (Ladha et al., 1997), and using soil microorganisms is one of the 
techniques. This eco-friendly method utilizes the beneficial microorganisms called plant 
growth-promoting rhizobacteria (PGPR), which promotes biological nitrogen fixation 
(BNF), inorganic phosphate solubilization, the synthesis of phytohormones, siderophores, 
and hydrolyzing enzymes to promote plant development and productivity (Ali-Tan et al., 
2017). These microbes play a crucial role in the nitrogen transformation that enhances 
nitrification in the soil, which leads to an increase in NO3

- production (Mandal et al., 2016).  
Nitrogen in the soil is relatively more stable in NO3

- form than in NH4
+ form (Wang et 

al., 2018). Loss of NH4
+‒N and NO3

–‒N in topsoil was positively correlated, according 
to (Shan et al., 2015). Ineffective techniques and without proper urea use management 
encourage nitrogen losses (Zhao et al., 2015). With the optimization of N fertilizer rates and 
the application of PGPB, it is possible to maximize crop productivity, minimize N losses, 
and improve mineralization and nutrient uptake. Only a few research have been reported 
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regarding the results of optimum N fertilizer levels with PGPB-treated soil, especially on 
the nitrogen mineralization on tropical acidic soils. Thus, this study aims to assess the N 
mineralization pattern that microbial inoculation affects to better understand and reduce 
urea‒N losses from soils in tropical climates.

MATERIALS AND METHODS

Sampling and Preparation of Soils

In this study, sandy clay loam soil was used, and they were based on the USDA’s soil 
classification (Table 1). The top 15 cm of the soil was sampled and air-dried in the drying 
room at the Department of Land Management, Faculty of Agriculture, Universiti Putra 
Malaysia. The soils were ground by laboratory pestle and mortar, followed by sieving with 
a 2.0 mm metallic sieve and stored in a clean container for analysis.

Table 1
Physicochemical characteristics of soils

Features of the soil Values References
USDA's class for soil texture Sandy clay loam
Sand (%) 52.36 ± 0.012

(Teh & Talib, 2006)Silt (%) 12.46 ± 0.012
Clay (%) 35.12 ± 0.006
Moisture content at field capacity (%) 23.95 ± 0.006 (Richards & Fireman, 1943)
pH 4.91 ± 0.003 (Jones, 2001; Sharifuddin et al., 1990)
Total C (%) 2.31 ± 0.003

(LECO., 2018)
Total N (%) 0.199 ± 0.001
CEC (cmol+/kg) 8.7 ± 0.115 (Chapman, 1965; Keeney & Nelson., 1982)
 K (me/ 100g) 0.23 ± 0.003
Ca (me/100g) 0.31 ± 0.012
Mg (me/100g) 0.10 ± 0.003
P (mg/kg) 39.71 ± 0.012 (Sharifuddin et al., 1990) 

Experimental Design

The incubation study used a completely randomized design (CRD) with two factors: 
Nitrogen levels (0%, 25%, 750%, 75%, and 100%) and PGPB strains (Bacillus subbtilis 
and Bacillus tequilensis).

Characterization of the Soil

Analysis of Soil Particle Size. The particle size distribution of soil was analyzed by pipette 
method (Teh & Talib, 2006) with modifications. In a 1000 ml beaker, 20 g of sieved soil 
was taken, and H2O2 was added in a 50-milliliter amount and left overnight. After 24 hours, 
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the mixture was heated at 100°C for about one hour, and the remaining quantities of H2O2 
were added until no frothing remained. In case of bubbling from the heated mixer, some 
drops of alcohol were added. It was followed by adding 0.2 N HCl in 50 milliliters and 
making the volume 200 milliliters by adding distilled water. After an hour, the mixture 
was allowed to cool and washed twice with distilled water of 200 milliliters. The mixture 
was then set on a mechanical agitator by adding 40 mL Calgon solution for 5 minutes, 
and then the mixture was passed through a 50 μm sieve for collecting sand fraction. Then, 
the mixture was transposed to a 1000-milliliter cylinder, and distilled water was used to 
get the volume at the mark. A hot water bath at 23°C was used to place the cylinders, and 
a plunger thoroughly mixed the solution for a minute. Then, the suspensions were left 
to settle for 7 hours; after that, a pipette was placed at 10 cm depth, and an aliquot was 
pipetted and transferred into a porcelain pot. These pots containing soil suspension were 
dried for 24 hours at 105°C in the oven, then transferred into a 200-milliliter desiccator 
and cooled before weighing. The previously collected sand fraction was also dried in the 
oven at 105°C, transferred to a desiccator, and allowed to cool before weighing.

The sand, silt, and clay percentages were calculated by the following Equations 1, 2, 
and 3: 

% 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡 𝑜𝑜𝑜𝑜 𝑜𝑜𝑜𝑜𝑤𝑤𝑆𝑆 𝑆𝑆𝑑𝑑𝑤𝑤𝑤𝑤𝑆𝑆 𝑠𝑠𝑆𝑆𝑆𝑆𝑆𝑆 𝑝𝑝𝑆𝑆𝑑𝑑𝑡𝑡𝑤𝑤𝑝𝑝𝑝𝑝𝑤𝑤𝑠𝑠(𝑤𝑤) ×
100

𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡 𝑜𝑜𝑜𝑜 𝑡𝑡ℎ𝑤𝑤 𝑠𝑠𝑜𝑜𝑤𝑤𝑝𝑝(𝑤𝑤)     [1] 

% 𝐶𝐶𝑝𝑝𝑆𝑆𝐶𝐶 = �
𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡 𝑜𝑜𝑜𝑜 𝑜𝑜𝑜𝑜𝑤𝑤𝑆𝑆 𝑆𝑆𝑑𝑑𝑤𝑤𝑤𝑤𝑆𝑆 𝑝𝑝𝑝𝑝𝑆𝑆𝐶𝐶(𝑤𝑤) × 1000

𝑜𝑜𝑜𝑜𝑝𝑝𝑣𝑣𝑣𝑣𝑤𝑤 𝑝𝑝𝑤𝑤𝑝𝑝𝑤𝑤𝑡𝑡𝑡𝑡𝑤𝑤𝑆𝑆
 − 𝐶𝐶�  ×

100
𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡 𝑜𝑜𝑜𝑜 𝑡𝑡ℎ𝑤𝑤 𝑠𝑠𝑜𝑜𝑤𝑤𝑝𝑝(𝑤𝑤)

    [2] 

                     % 𝑆𝑆𝑤𝑤𝑝𝑝𝑡𝑡 = 100 − (% 𝑠𝑠𝑆𝑆𝑆𝑆𝑆𝑆 + % 𝑝𝑝𝑝𝑝𝑆𝑆𝐶𝐶)      [3] 

     [1]
% 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡 𝑜𝑜𝑜𝑜 𝑜𝑜𝑜𝑜𝑤𝑤𝑆𝑆 𝑆𝑆𝑑𝑑𝑤𝑤𝑤𝑤𝑆𝑆 𝑠𝑠𝑆𝑆𝑆𝑆𝑆𝑆 𝑝𝑝𝑆𝑆𝑑𝑑𝑡𝑡𝑤𝑤𝑝𝑝𝑝𝑝𝑤𝑤𝑠𝑠(𝑤𝑤) ×

100
𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡 𝑜𝑜𝑜𝑜 𝑡𝑡ℎ𝑤𝑤 𝑠𝑠𝑜𝑜𝑤𝑤𝑝𝑝(𝑤𝑤)     [1] 

% 𝐶𝐶𝑝𝑝𝑆𝑆𝐶𝐶 = �
𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡 𝑜𝑜𝑜𝑜 𝑜𝑜𝑜𝑜𝑤𝑤𝑆𝑆 𝑆𝑆𝑑𝑑𝑤𝑤𝑤𝑤𝑆𝑆 𝑝𝑝𝑝𝑝𝑆𝑆𝐶𝐶(𝑤𝑤) × 1000

𝑜𝑜𝑜𝑜𝑝𝑝𝑣𝑣𝑣𝑣𝑤𝑤 𝑝𝑝𝑤𝑤𝑝𝑝𝑤𝑤𝑡𝑡𝑡𝑡𝑤𝑤𝑆𝑆
 − 𝐶𝐶�  ×

100
𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡 𝑜𝑜𝑜𝑜 𝑡𝑡ℎ𝑤𝑤 𝑠𝑠𝑜𝑜𝑤𝑤𝑝𝑝(𝑤𝑤)

    [2] 

                     % 𝑆𝑆𝑤𝑤𝑝𝑝𝑡𝑡 = 100 − (% 𝑠𝑠𝑆𝑆𝑆𝑆𝑆𝑆 + % 𝑝𝑝𝑝𝑝𝑆𝑆𝐶𝐶)      [3] 

    [2]

% 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡 𝑜𝑜𝑜𝑜 𝑜𝑜𝑜𝑜𝑤𝑤𝑆𝑆 𝑆𝑆𝑑𝑑𝑤𝑤𝑤𝑤𝑆𝑆 𝑠𝑠𝑆𝑆𝑆𝑆𝑆𝑆 𝑝𝑝𝑆𝑆𝑑𝑑𝑡𝑡𝑤𝑤𝑝𝑝𝑝𝑝𝑤𝑤𝑠𝑠(𝑤𝑤) ×
100

𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡 𝑜𝑜𝑜𝑜 𝑡𝑡ℎ𝑤𝑤 𝑠𝑠𝑜𝑜𝑤𝑤𝑝𝑝(𝑤𝑤)     [1] 

% 𝐶𝐶𝑝𝑝𝑆𝑆𝐶𝐶 = �
𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡 𝑜𝑜𝑜𝑜 𝑜𝑜𝑜𝑜𝑤𝑤𝑆𝑆 𝑆𝑆𝑑𝑑𝑤𝑤𝑤𝑤𝑆𝑆 𝑝𝑝𝑝𝑝𝑆𝑆𝐶𝐶(𝑤𝑤) × 1000

𝑜𝑜𝑜𝑜𝑝𝑝𝑣𝑣𝑣𝑣𝑤𝑤 𝑝𝑝𝑤𝑤𝑝𝑝𝑤𝑤𝑡𝑡𝑡𝑡𝑤𝑤𝑆𝑆
 − 𝐶𝐶�  ×

100
𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡 𝑜𝑜𝑜𝑜 𝑡𝑡ℎ𝑤𝑤 𝑠𝑠𝑜𝑜𝑤𝑤𝑝𝑝(𝑤𝑤)

    [2] 

                     % 𝑆𝑆𝑤𝑤𝑝𝑝𝑡𝑡 = 100 − (% 𝑠𝑠𝑆𝑆𝑆𝑆𝑆𝑆 + % 𝑝𝑝𝑝𝑝𝑆𝑆𝐶𝐶)      [3]             [3]

where; C = weight of Calgon in the solution (g)
The textural classes were determined using the USDA textural triangle.

Bulk Density and Moisture Content Determination of Soils

The soil core method (Okalebo et al., 2002) was used during bulk density determination.  
A metallic core/ring (known as weigh-w1 and volume-v) was inserted into the soil after 
removing the surface layer in the field. The ring was excavated around the soil, and cut 
excess soil beneath the ring, followed by the removal of excess soil at the ends of the 
ring with a knife. Immediately, the soil was dried for 24 hours at 105°C in the oven and 
weighed (w2). 

𝐵𝐵𝑣𝑣𝑝𝑝𝐵𝐵 𝑆𝑆𝑤𝑤𝑆𝑆𝑠𝑠𝑤𝑤𝑡𝑡𝐶𝐶,𝐷𝐷𝐷𝐷 (𝑤𝑤 𝑝𝑝𝑣𝑣3)� =  
[𝑤𝑤2 (𝑤𝑤) − 𝑤𝑤1 (𝑤𝑤)]

𝑜𝑜 (𝑝𝑝𝑣𝑣3)
 

𝑆𝑆𝑜𝑜𝑤𝑤𝑝𝑝 𝑣𝑣𝑜𝑜𝑤𝑤𝑠𝑠𝑡𝑡𝑣𝑣𝑑𝑑𝑤𝑤 𝑝𝑝𝑜𝑜𝑆𝑆𝑡𝑡𝑤𝑤𝑆𝑆𝑡𝑡 (%)

=  
[𝑤𝑤𝑆𝑆𝑤𝑤𝑡𝑡𝑤𝑤𝑆𝑆𝑝𝑝 𝑠𝑠𝑜𝑜𝑤𝑤𝑝𝑝 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡 (𝑤𝑤) − 𝑜𝑜𝑜𝑜𝑤𝑤𝑆𝑆𝑆𝑆𝑑𝑑𝑤𝑤𝑤𝑤𝑆𝑆 𝑠𝑠𝑜𝑜𝑤𝑤𝑝𝑝 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡 (𝑤𝑤)]

𝑜𝑜𝑜𝑜𝑤𝑤𝑆𝑆 𝑆𝑆𝑑𝑑𝑤𝑤𝑤𝑤𝑆𝑆 𝑠𝑠𝑜𝑜𝑤𝑤𝑝𝑝 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡 (𝑤𝑤)
 × 100            

          [4]
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For moisture content determination, in a porcelain pot, 10 g of soil that had been air-
dried was weighed and dried in an oven for 24 hours at 105°C, and then the pot was cooled 
after transferring from the oven to the desiccator.  

The following Equation 5 was used to determine the soil’s moisture content:

Soil moisture content (%) = 

𝐵𝐵𝑣𝑣𝑝𝑝𝐵𝐵 𝑆𝑆𝑤𝑤𝑆𝑆𝑠𝑠𝑤𝑤𝑡𝑡𝐶𝐶,𝐷𝐷𝐷𝐷 (𝑤𝑤 𝑝𝑝𝑣𝑣3)� =  
[𝑤𝑤2 (𝑤𝑤) − 𝑤𝑤1 (𝑤𝑤)]

𝑜𝑜 (𝑝𝑝𝑣𝑣3)
 

𝑆𝑆𝑜𝑜𝑤𝑤𝑝𝑝 𝑣𝑣𝑜𝑜𝑤𝑤𝑠𝑠𝑡𝑡𝑣𝑣𝑑𝑑𝑤𝑤 𝑝𝑝𝑜𝑜𝑆𝑆𝑡𝑡𝑤𝑤𝑆𝑆𝑡𝑡 (%)

=  
[𝑤𝑤𝑆𝑆𝑤𝑤𝑡𝑡𝑤𝑤𝑆𝑆𝑝𝑝 𝑠𝑠𝑜𝑜𝑤𝑤𝑝𝑝 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡 (𝑤𝑤) − 𝑜𝑜𝑜𝑜𝑤𝑤𝑆𝑆𝑆𝑆𝑑𝑑𝑤𝑤𝑤𝑤𝑆𝑆 𝑠𝑠𝑜𝑜𝑤𝑤𝑝𝑝 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡 (𝑤𝑤)]

𝑜𝑜𝑜𝑜𝑤𝑤𝑆𝑆 𝑆𝑆𝑑𝑑𝑤𝑤𝑤𝑤𝑆𝑆 𝑠𝑠𝑜𝑜𝑤𝑤𝑝𝑝 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡 (𝑤𝑤)
 × 100            

[5]

Determination of Water Content at Field Capacity

The water at field capacity was estimated using a pressure plate method (Richards & 
Fireman, 1943). A core sampler was used at the desired depth, and the pressure was 
maintained at 33 kPa. From the top, pound into the earth a core ring with a known weight 
of approximately 7.6 cm in diameter and 4.0 cm deep. Carefully remove the core ring from 
the ground; clean off any excess soil up to the level of the core ring’s two ends. Take the 
core ring and use the plastic caps to seal the ends before bringing it to the lab for analysis.  
On the porous plates, place the retaining rings for 33 kPa pressure. Five pieces of nearly 
identical sizes should be created from the undisturbed core samples. One sample piece 
should be placed in a holding ring on a coarse wire mesh, and one piece should be placed 
on a porous plate for water saturation (0 bar pressure). Keep the water below the ring edge 
while soaking ceramic plates for 24 hours. Insert the plate containing the samples into the 
33 kPa pressure chamber and attach the outlet tube. Apply pressure by closing the chamber.  
Equilibrium is attained when no more water outflows and opens the chamber by releasing 
the pressure slowly. Take away the samples from the chamber and take the weight. The 
samples should be oven-dried for 24 hours at 105°C, then weighed again.

Soil pH Determination 

The pH of the soil was determined (Jones, 2001; Sharifuddin et al., 1990) ‘by adding water 
into soil at a ratio of 1:2.5 (soil to water)’, 50 milliliters of deionized distilled water and 
20 g of soil were added to a 100 milliliters plastic vial, and the mixture was agitated for 
30 minutes and allowed to be settled, and then pH value was measured using Metrohm827 
pH meter, Metrohm AG, Switzerland.

Cation Exchange Capacity Determination of Soil

The leaching method determined the soil’s cation exchange capacity (Chapman, 1965).  
A hundred ml of 1 M NH4OAC was introduced to 10 g of soil sample in a leaching tube 
(pH 7). After discarding the leachate that had been collected, two rounds of 95% alcohol 
washing were performed on the soil to remove any remaining NH4OAC. Then 100 ml of 
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0.1 N K2SO4 was added, the leachate was collected, and reading was taken following the 
distillation (Keeney & Nelson., 1982) method.

Total N, remaining N (%) and C Content of Soil

The initial total C, N content in soil and remaining N (%) after the end of the study periods 
in the soils were estimated by LECO’s new TruMac CNS Macro Analyser (LECO., 2018), 
LECO FP-2000 (LECO Corp. Michigan, USA). By putting around 0.10 g of soil in a C-free 
combustion boat and burning it at 1350°C in an O2 environment, the total (%) of C, N, and 
S was determined. The boat was inserted into the TruMac CNS analysis machine using 
an auto-sampler stand. 

Preparation of Inoculants for Soil Application

The microorganisms UPMB10 and UPMRB9 were inoculated into a 250 ml conical flask 
containing 100 ml of tryptic soy broth (TSB). The flask was incubated after inoculation in 
an orbital shaking incubator (Model OSI-503 LD; Firstek Scientific, Japan) for 48 hours 
at 28°C with 150 rpm of shaking. A UV-Visible spectrophotometer set the optical density 
(OD600) of the two strains to 1.

Treatments of the Soil Sample

There were fifteen treatments used for this incubation study, below mentioned as follows:
B0N0 = Control
B0N25 = Uninoculated control with 25% of nitrogen fertilizer applied @ 180 kg/ha
B0N50 = Uninoculated control with 50% of nitrogen fertilizer applied @ 180 kg/ha
B0N75 = Uninoculated control with 75% of nitrogen fertilizer applied @ 180 kg/ha
B0N100 = Uninoculated control with 100% of nitrogen fertilizer applied @ 180 kg/ha
UPMB10N0 = Bacillus subtilis (108 CFU/mL) inoculated without nitrogen fertilizer
UPMB10N25 = Bacillus subtilis (108 CFU/mL) inoculated with 25% nitrogen fertilizer 
applied @180 kg/ha
UPMB10N50 = Bacillus subtilis (108 CFU/mL) inoculated with 50% nitrogen fertilizer 
applied @180 kg/ha
UPMB10N75 = Bacillus subtilis (108 CFU/mL) inoculated with 75% nitrogen fertilizer 
applied @180 kg/ha
UPMB10N100 = Bacillus subtilis (108 CFU/mL) inoculated with 100% nitrogen 
fertilizer applied @180 kg/ha
UPMRB9N0 = Bacillus tequilensis (108 CFU/mL) inoculated without nitrogen fertilizer
UPMRB9N25 = Bacillus tequilensis (108 CFU/mL) inoculated with 25% nitrogen 
fertilizer applied @180 kg/ha
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UPMRB9N50 = Bacillus tequilensis (108 CFU/mL) inoculated with 50% nitrogen 
fertilizer applied @180 kg/ha
UPMRB9N75 = Bacillus tequilensis (108 CFU/mL) inoculated with 75% nitrogen 
fertilizer applied @180 kg/ha
UPMRB9N100 = Bacillus tequilensis (108 CFU/mL) inoculated with 100% nitrogen 
fertilizer applied @180 kg/ha

Determination of N Mineralization of Soil

Finely ground and air-dried samples were analyzed for NH4
+‒N, NO3

–‒N, and urea‒N 
concentration after extracting the soil with 2M potassium chloride-phenyl mercuric acetate 
(KCl-PMA) solution. The soil surface in the 100 cm3 plastic pots received the 15 treatments 
listed below. Fifty grams of sieved, air-dried soil was left open to preserve the aerobic 
environment. Adding water to retain the initial weight allowed the moisture content to be 
kept at a field-capacity level throughout the observing period. Weekly analyses of the N 
mineralization were conducted using destructive methods (Junejo et al., 2011; Keeney & 
Nelson., 1982). This procedure involved extracting 20 g of soil with 40 mL of a potassium 
chloride-phenyl mercuric acetate (KCl-PMA) solution, distilling it with a micro-Kjeldahl 
steam distillation unit, titrating it against a solution of 0.01 N HCl, and then determining the 
amount of mineral N (Keeney & Nelson, 1982) and urea-N (using a colorimetric method) 
(Douglas & Bremner, 1970).

Urea-N Determination of Soil Samples

Twenty grams of soil were extracted with the help of 40 mL of KCl-PMA solution to 
determine the amount of urea-N. Di-acetyl monoxime and Thio-semi-carbazide were 
used to color the solution, and the intensity of color was evaluated using a calibrated 
spectrophotometer at 528 nm wavelength (Douglas & Bremner, 1970). 

Leaching Loss of N Determination in Soil 

The 100 g of sieved, air-dried soil used in the leaching investigation was placed in leachate 
tubes (10 cm in diameter and 60 cm in height). The bottom of the leachate tubes was 
closed with ash flock and filter paper to allow only liquid to be leached. In the soil sample, 
twenty-eight soil columns with 8 cm depth were made by adding the dried, ground, and 
2.00 mm sieved soil samples. Fifteen levels of treatments were added to soil samples.  
A blank treatment was used for the study. The soil columns were moistened by adding 
distilled water overnight, and the field-capable moisture level remained. After two days 
of treatment, a hundred mL of distilled water was added, and the leachate was kept until 
10 volumes of pore (Zadeh, 2010). From the leachate, 10 mL was taken for analysis using 
a distillation plant, and steam was collected in a boric acid solution. The trapped solution 
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was titrated against 0.01N HCL solution. The leached solutions were analyzed for NH4
+‒N 

and NO3
–‒N concentration (Keeney & Nelson., 1982). The incubation room’s temperature 

was kept at 25 ± 0.5°C throughout the investigation. The experimental units were set up 
in a completely randomized design with three replicates, and the experiment was carried 
out as a complete factorial design.

Analysis of Statistics

The data was statistically examined using ANOVA analysis by Statistical analysis software 
(SAS) 9.4 (SAS Institute Inc., Cary, NC, USA, 2013) at a 5% level of confidence; the 
treatment means were compared using Duncan’s Multiple Range Test (DMRT).

RESULTS 

Effects of Treatments on NH4
+‒N and NO3

–‒N Concentrations in Soil 

An increase in NH4
+‒N and NO3

–‒N concentrations were observed in B0N100, 
UPMRB9N50, and UPMB10N50 treated soils compared to other treatments (Tables 2 
and 3). The concentrations of NH4

+‒N declined, whereas concentrations of NO3
–‒N were 

higher with the increased incubation time, and concentrations of both were higher with 

Table 2
NH4

+-N concentration (mg/kg) in soil treated with different levels of N with 2 strains of PGPB throughout the 
observing period of four weeks 

Treatments
NH4

+‒N concentrations (mg/kg)
1st week 2nd week 3rd week 4th week

B0N0 2.127n 1.257n 0.0827m 0.085i
B0N25 3.017k 2.177k 1.443j 0.383g
B0N50 6.643g 4.803g 3.157g 0.843f
B0N75 8.123d 5.873d 3.863d 1.033d
B0N100 10.507c 7.593c 4.987c 1.333c
UPMB10N0 2.187m 1.583m 1.040l 0.283h
UPMB10N25 6.973f 5.027f 3.313f 0.883ef
UPMB10N50 11.243b 8.117b 5.353b 1.417b
UPMB10N75 3.113i 2.250i 1.483i 0.393g
UPMB10N100 3.053j 2.203j 1.453j 0.383g
UPMRB9N0 2.227l 1.607l 1.057k 0.283h
UPMRB9N25 7.303e 5.267e 3.467e 0.923e
UPMRB9N50 11.880a 8.583a 5.653a 1.500a
UPMRB9N75 3.227h 2.333h 1.527h 0.407g
UPMRB9N100 3.113i 2.253i 1.483i 0.393g

Note. Using Duncan’s multiple range test (DMRT) at the 0.05 confidence level, different letters within a column 
indicate significant variations between means
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more fertilizer-N applied. Among the treatments, NH4
+‒N and NO3

–‒N concentrations 
were greater in bacteria-treated soil than in the uninoculated control. The concentrations of 
NH4

+‒N were greater in the first week and then gradually declined afterward, which is true 
in all treatments. As opposed to that, the concentrations of NO3

–‒N were lower in the first 
week, then increased significantly and peaked in the third week. Similar results were found 
in both soils, with and without bacterial inoculations. In bacteria-treated soil, the amount 
of NH4

+‒N concentrations and level of urea mineralization (%) in the soils were greater 
during the initial incubation and then became zero incubation in the fourth week (Table 
2). Soil applied with 50% of fertilizer‒N and inoculated with UPMRB9 showed 15.15%, 
10.95%, 7.21%, and 1.91% of mineralized urea into NH4

+‒N in the week of the first, 
second, third, and fourth of incubation respectively which, when compared to all treatments, 
were the highest. Similar patterns were observed with the inoculation of UPMB10. This 
study revealed that the application of 50% fertilizer‒N along with bacterial inoculations 
mineralized the highest N amount compared to other treatments, and interestingly, the 
mineralization rate became lower with the increase in N rate (Tables 2 and 3). The highest 
NO3

–‒N mineralization rate was recorded in soil treated with UPMRB9 supplied with 50% 
fertilizer-N. The highest mineralization rates of NH4

+‒N and NO3
–‒N occur in the first and 

third weeks, respectively (Tables 2 and 3). 

Table 3
NO3

–‒N concentration (mg/kg) in soil treated with different levels of N with 2 strains of PGPB throughout 
the observing period of four weeks

Treatments
NO3

–‒N concentrations (mg/kg)
1st week 2nd week 3rd week 4th week

B0N0 1.4867n 1.4933n 1.5033n 1.4767d
B0N25 3.3933k 4.2533k 5.1033k 4.9267c
B0N50 7.4567g 9.3533g 11.2167g 10.8533b
B0N75 9.1233d 11.4333d 13.7167d 13.2567b
B0N100 11.8033c 14.7933c 17.7467c 17.1567a
UPMB10N0 1.5533m 1.5633m 1.6167m 1.5400d
UPMB10N25 7.8333f 9.8167f 11.7833f 11.3933b
UPMB10N50 12.6267b 15.8267b 18.9867b 18.3567a
UPMB10N75 3.4933i 4.3833i 5.2533i 5.0833c
UPMB10N100 3.4333j 4.3033j 5.1633j 4.9857c
UPMRB9N0 1.5867l 1.6000l 1.6533l 1.5757d
UPMRB9N25 8.2067e 10.2933e 12.3433e 11.9367b
UPMRB9N50 13.3333a 16.1333a 20.0600a 17.3933a
UPMRB9N75 3.6333h 4.5533h 5.4633h 5.2767c
UPMRB9N100 3.4933i 4.3833i 5.2533i 5.0767c

Note. Using Duncan’s multiple range test (DMRT) at the 0.05 confidence level, different letters within a column 
indicate significant variations between means
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Effect of Treatments on Remaining Urea-N in the Soil (%)

With time, less urea‒N was left in the soil. The soil treated with bacteria had a larger 
amount of urea‒N remaining compared to the uninoculated treatments. The quantities of 
remaining urea‒N in both bacteria and without bacteria-treated soils were high in the first 
week of incubation and afterward became lower towards the end of the incubation (Table 
4). During the first week of incubation, treatments with UPMB10 and UPMRB9 with 50% 
N recorded 0.0333% and 0.0353% of N remained in the soil, whereas the control with 
100% N recorded 0.0307% of urea-N remained, all three are significantly higher than other 
treatments. A similar pattern was observed throughout the incubation period.

Table 4
Urea-N remaining (%) in the soil treated with different levels of N with bacteria throughout the observing 
period of four weeks

Treatments
Urea-N remaining (%)

1st week 2nd week 3rd week 4th week
B0N0 0.0000j 0.0000j 0.0000h 0.0000f
B0N25 0.0093i 0.0073i 0.0050g 0.0023e
B0N50 0.0203h 0.0137h 0.0083f 0.0033d
B0N75 0.0243d 0.0167de 0.0103e 0.0037d
B0N100 0.0307c 0.0223c 0.0147c 0.0050bc
UPMB10N0 0.000j 0.0000j 0.0000h 0.0000f
UPMB10N25 0.0213fg 0.0153g 0.0103e 0.0033d
UPMB10N50 0.0333b 0.0243b 0.0167b 0.0063b
UPMB10N75 0.0227def 0.0170de 0.0110de 0.0050c
UPMB10N100 0.0217efg 0.0157fg 0.0103e 0.0040d
UPMRB9N0 0.000j 0.0000j 0.0000h 0.0000f
UPMRB9N25 0.0217efg 0.0163ef 0.0110de 0.0040d
UPMRB9N50 0.0353a 0.0253a 0.0177a 0.0093a
UPMRB9N75 0.0237de 0.0173d 0.0117d 0.0057bc
UPMRB9N100 0.0233ef 0.0170de 0.0110de 0.0053c

Note. Using Duncan’s multiple range test (DMRT) at the 0.05 confidence level, different letters within a column 
indicate significant variations between means

N Leaching (NH4
+‒N and NO3

–‒N) from Soil

The NH4
+‒N and NO3

–‒N leaching loss were greater in the treatment with just fertilizer‒N 
alone than in inoculated soil. The amount of leached N is higher as the amount of N 
applied is higher (Table 5 and Figure 1). Leachate was greater in the second and third pores 
and significantly reduced in bacteria and without bacteria-treated soil. In the fertilizer-
treated soil, NH4

+‒N leaching loss was low in the first two pores, which is insignificant.  
In the third to fifth pore, noticeably greater quantities of NH4

+‒N were lost by leaching 
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through fertilizer-treated soil compared to bacteria-treated soil, with the same levels of 
fertilizer‒N application (Table 5). The greatest total NH4

+‒N concentrations of NH4
+‒N 

were observed in leachate from B0N100 treated soil (23.109 mg/kg) compared to treatments 
of UPMB10N100 and UPMRB9N100 at (22.834 mg/kg) and (22.023 mg/kg) respectively 
(Table 6). The NO3⁻‒N leachate was greater in the second pore volumes and drastically 
reduced afterward. In the first three pore volumes, noticeably more NO3⁻‒N was leached 
through fertilizer-treated soil, and the cumulative loss was greater with the increase in 
fertilizer-N application rates (Figure 1). 

Total N (%) Remaining in Soils

The total N remaining in the soil was greater in the inoculated treatment than in fertilizer—
the amount of N still in the soil correlated with the amount of urea applied. The greatest 
quantities of remaining N were revealed in soil treated through UPMRB9 with 100% N 
(0.202%), significantly higher than other treatments. The smallest quantities were found 
through 25% N with and without bacterial inoculations (Figure 2).

DISCUSSION

Applying urea to soils causes it to go through hydrolysis, which produces NH4
+ and 

HCO3
– (Mariano et al., 2019). The urease enzyme catalyzes the entire reaction. According 

Table 6
The cumulative leaching loss of N (NH4

+-N and NO3
–‒N) from soil

Treatments NH4
+‒N (mg/kg) NO3⁻‒N (mg/kg)

B0N0 3.244 ± 0.006 f 0.622 ± 0.005m
B0N25 6.639 ± e 1.919 ± 0.005j
B0N50 14.608 ± c 4.229 ± 0.003g
B0N75 17.852 ± b 5.169 ± 0.007d

B0N100 23.109 ±0.006 a 6.688 ± 0.009a
UPMB10N0 3.172 ± 0.006f 0.574 ± 0.005n
UPMB10N25 6.305 ± 0.006e 1.823 ± 0.005k
UPMB10N50 13.580 ± 0.013cd 3.930 ± 0.005h
UPMB10N75 17.358 ± 0.007b 5.016 ± 0.005e
UPMB10N100 22.834 ± 0.003a 6.610 ± 0.005b
UPMRB9N0 3.122 ± 0.006f 0.538 ± 0.004o
UPMRB9N25 5.411 ± 0.568ef 1.726 ± 0.004l
UPMRB9N50 11.360 ± 1.354d 3.897 ± 0.003i
UPMRB9N75 14.807 ± 1.813c 4.809 ± 0.006f
UPMRB9N100 20.023 ± 2.500b 6.490 ± 0.007c

Note. Using Duncan’s multiple range test (DMRT) at the 0.05 confidence level, different letters within a column 
indicate significant variations between means
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Figure 1. Leaching loss of NO3⁻-N (mg/kg) in soil treated with different N levels with bacteria in 10 pore 
volumes. Using Duncan’s multiple range test (DMRT) at the 0.05 confidence level, the standard errors are 
displayed as vertical bars on the graphs

Figure 2. Total remaining N (%) in soil applied with different levels of N fertilizer with bacteria at the end of 
30 days of observing period. Using Duncan’s multiple range test (DMRT) at the 0.05 confidence level, different 
letters within a column indicate significant variations between means. The standard errors are displayed as 
vertical bars on the bar chart
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to reports, urea hydrolysis was said to be initiated by soil moisture (Abera et al., 2012). 
Depending on the soil characteristics, the NH4

+ can either be absorbed by soil colloids 
or converted further to NO3⁻ and NH3. Within a few days, there is quick hydrolysis, and 
during the first four days following treatment, 80% of the urea that has been applied can 
be hydrolyzed (Bundy, 2001; Cardenas et al., 2013). Urea mineralization in PGPB-treated 
soil was faster compared to without bacterial inoculation. The soil treated with PGPB has 
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evenly distributed urea throughout it since it is liquid (PGPB applied as broth where urea 
gets H2O to transform and soil urease enzyme able to release available form of NH4

+). As 
a result, the soil colloids absorb more NH4 

+, which may prevent NH4
+ to NH3 conversion 

(Rochette et al., 2013). Increased NH4
+‒N conversion to increase N volatilization loss is 

promoted by surface application of urea in soil (Rochette et al., 2009). The process of urea 
mineralization had an impact on how much urea-N was still present in the soils. If NH4

+‒N 
mineralization is increased and the nitrification process is quicker, the amount of applied 
urea-N that remains in the soil decreases (Junejo et al., 2011). Compared to soil treated 
with N-fertilizer alone, the soil treated with bacteria had a faster rate of N and higher 
NH4

+-N mineralization, hence less urea-N left in the soils. Unlike uninoculated treatments, 
bacteria-treated soil had more NH4

+‒N and NO3⁻‒N concentrations. 
According to the findings of our investigation, soil treated with uninoculated treatments 

lost considerably more NH4
+‒N through leaching than soil treated with PGPB (p ≤ 0.05). 

More NH4
+‒N concentration was present in the first few pore volumes because more urea 

hydrolysis in the first few days after treatment was applied before declining (Cardenas et 
al., 2013). Faster urea breakdown encourages greater N leaching (Gioacchini et al., 2002; 
Zuki et al., 2020). In contrast to the bacteria-treated soil, where urea distribution was more 
uniform, the urea in the uninoculated soil is more localized. The leaching loss was greater 
in the soil treated with fertilizer because the urea was more concentrated across a smaller 
soil area (Omar et al., 2015). In contrast to bacteria-treated soil, the amount of NH4

+‒N 
leached from uninoculated soil was greater due to the lack of bacterial inoculation, leading 
to a lesser and slower nitrification process (Table 6). The nitrification process can convert 
a lot of NH4

+‒N into NO3⁻‒N. In contrast to relatively heavy textured (clay loam) soil, 
(Gioacchini et al., 2002) observed that increased N leaching occurred in light textured 
(sandy loam) soil. 

The soil treated with fertilizer alone leached more NO3⁻‒N compared to soil treated 
with PGPB, and with an increase in the rate of urea applications, the NO3⁻‒N leaching also 
rose. In the second pore volume of the incubation research, NO3⁻‒N leaching was found to 
be at its maximum because of the more concentrated urea in the uninoculated applied soil; 
increased NO3⁻‒N leaching was induced (Ma et al., 2019) than PGPB treated soil, which 
lower NO3⁻‒N resulted from the more urea even distribution throughout the soil. It was 
associated with increased NH3 volatilization and soil pH (Motasim et al., 2021). Unlike 
bacteria-treated soil, uninoculated soil lost more of the total N (NH4

+‒N and NO3⁻‒N) 
through leaching (Table 6). The remaining total N was greater in the inoculated treatments; 
possibly, the soil can absorb more NH4

+‒N. The findings of this investigation indicate 
that the bacteria-treated soil could retain more NH4

+‒N and NO3⁻‒N concentrations, as a 
result, reduces loss of leaching due to more mineralization of N in the PGPB-treated soil 
and increased soil particle adsorption of NH4

+‒N. 
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CONCLUSION

According to our research findings, the beneficial bacteria UPMRB9, along with 50% of N 
fertilizer from the recommended rate, prove to be a better fertilization combination, mainly 
due to the increased NH4

+‒N and NO3⁻‒N concentrations and reduced loss of leaching, 
compared to the single urea fertilizer treatment. The findings provide the opportunity 
and benefits of a better NUE, lower N losses, and reduced input cost while keeping the 
environment safe. These preliminary findings should be validated with a series of glasshouse 
and field trials for further confirmation.
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ABSTRACT
Chitosan is formed from chitin deacetylation, but its insolubility remains challenging 
for industrial applications. An alternative would be employing Ionic Liquids (ILs) as a 
potential green solvent to dissolve chitosan. Hence, this research aims to study the optimum 
conditions of chitosan-[BMIM]Cl dissolution using Response Surface Methodology (RSM) 
and evaluate the ecotoxicity of chitosan-[BMIM]Cl mixture against Gram-positive and 
Gram-negative bacteria. Chitosan was obtained from heterogenous N-deacetylation of 
chitin using 50% sodium hydroxide solution at 100°C for 2.5 h. Chitosan dissolution in 
[BMIM]Cl was optimised using Central Composite Design (CCD) via RSM based on three 
independent factors: temperature, initial chitosan loading and dissolution time. Ecotoxicity 
of chitosan-[BMIM]Cl was evaluated using broth microdilution test against Escherichia coli 
and Staphylococcus aureus. Chitosan with a degree of deacetylation (DD) of 83.42% was 
obtained after three successive alkali treatments. Fourier Transform Infrared Spectroscopy 
(FTIR) revealed the presence of free hydroxyl groups, additional amino groups, and 
reduced C=O and C-H stretch intensity, indicating successful chitin deacetylation. The 
regression model for chitosan dissolution in [BMIM]Cl was significant (p < 0.05) with 
a non-significant lack of fit (p > 0.05). The optimised conditions to dissolve chitosan in 
[BMIM]Cl was 130°C, 1 wt. % and 72 h with a mean relative error of 1.78% and RMSE 

of 5.0496 wt. %. The toxicity of 10 wt. % 
chitosan-[BMIM]Cl mixture was “relatively 
harmless” (EC50 > 1000 mg/L) with an EC50 
value of 3.1 wt. % for Escherichia coli and 
3.2 wt. % for Staphylococcus aureus.

Keywords: Bacterial ecotoxicity, chitosan, dissolution, 
ionic liquids, optimisation 
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INTRODUCTION 

The seafood industry generates approximately 106 tonnes of seafood waste annually, the 
major source of chitin extraction, particularly from crustaceans such as shrimp and crab 
shell residues (Schmitz et al., 2019). Chitin is a natural polysaccharide first discovered in 
1811 by Henri Braconnot that can be found abundantly in crustaceans, the exoskeleton of 
arthropods and the cell walls of fungi and yeast (Rinaudo, 2006).

Chitin is the second most abundant biomass found naturally in the environment after 
cellulose. Like cellulose, chitin is highly insoluble and has a low chemical reactivity. 
In recent years, biorefinery has been one of the most important aspects of the circular 
bioeconomy, referring to an ingenious and efficient route to fully utilise the accessible 
biomass resources (IEA Bioenergy, 2020) for the following reasons: cost-effectiveness, 
mitigation of environmental impacts, and optimising the impacts on socio-economic 
development. Hence, chitin biomass is the perfect candidate due to its high abundance, 
continuous supply, ease of accessibility, and versatility (Manzanares, 2020). Partial 
deacetylation of chitin under alkaline conditions produces chitosan, the most important 
chitin derivative widely used in the industry (Elieh-Ali-Komi & Hamblin, 2016). 

Chitosan is a linear polysaccharide comprising monomers of N-acetyl ᴅ-glucosamine 
and ᴅ-glucosamine. The properties of chitosan, such as its biodegradability, biocompatibility, 
toxic-free, film-forming and antibacterial property, encourages the usage of chitosan in 
various fields such as agricultural (Zhang et al., 2022), biomedical (Zhao et al., 2018), 
cosmetics (Aranaz et al., 2018), beverages (Liu et al., 2022), water and waste treatment 
(Morin-Crini et. al., 2019). Chitosan has extensive intermolecular and intramolecular 
hydrogen bonds that contribute to the poor solubility of chitosan. It is insoluble in neutral 
or basic solutions but readily dissolved in dilute acidic solutions (Rinaudo, 2006). Chitosan 
is usually dissolved in 0.1 M acetic acid, but it is also soluble in organic acids such as 
formic acid, lactic acid, L-ascorbic acid and inorganic acids such as hydrochloric acid and 
phosphorous acid (Roller & Covill, 1999; Romanazzi et al., 2009). However, the industrial 
applications of chitosan are still scarce due to its insolubility in most conventional organic 
solvents. In addition, conventional solvent systems are highly volatile, corrosive, toxic and 
have limited reusability (Sun, Tian et al., 2014). Therefore, more environmentally friendly 
solvents to dissolve chitosan is most required. 

Ionic liquids (ILs) have been used extensively as an alternative solvent in chemical 
reactions due to their negligible vapour pressure, greater thermal stability, and highly 
versatile nature (Claros et al., 2010). The physicochemical properties of ILs can be altered 
by selecting an appropriate anion or cation of ILs, making them useful in a wider range of 
applications (Thomas & Marvey, 2016). Previous studies have explored the usage of ILs in 
the context of biomass processing, such as the fractionation of softwood and wheat straw 
into sugars such as glucose and pentose, respectively, as well as facilitating the separation 
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between lignin and cellulose (da Costa Lopes et al., 2018; Gschwend et al., 2019). ILs 
had been shown capable of dissolving natural polymers such as cellulose (Swatloski et al., 
2002; Wu et al., 2004), carbohydrates (Forsyth et al., 2002), chitin (Wang et al., 2010) and 
chitosan (Zhuang et al., 2020) because ILs have outstanding solvation potential and the 
role of anion within ILs to disrupt extensive hydrogen bonds within these macromolecules 
(Rosatella et al., 2009; Zakrzewska et al., 2010). 

ILs are widely recognised as green solvents due to their insignificant vapour pressure. 
However, being non-volatile does not mean that ILs are toxic-free (Lei et al., 2017). 
Therefore, the ecotoxicity of ILs has been assessed by several researchers (Egorova & 
Ananikov, 2014; Bubalo et al., 2017; Sivapragasam et al., 2019; Sivapragasam et al., 2020). 
ILs are very soluble in water, readily dissociate into their respective ions and migrate 
easily into an aqueous system. Accumulation in water systems may directly affect aquatic 
organisms and indirectly affect higher organisms, such as humans, upon consumption of 
contaminated fish. Therefore, it is important to evaluate the ecotoxicity of ILs to determine 
the value of EC50, defined as the effective concentration that inhibits the growth of organisms 
by 50%, which can be achieved using microorganisms due to shorter generation time, faster 
growth rate and easily available (Sivapragasam et al., 2020). 

The present study used RSM to study the optimisation of chitosan dissolution in ILs, 
[BMIM]Cl. The optimised chitosan dissolution was subjected to ecotoxicity assessment 
to establish the toxicity of the chitosan-ILs mixture on Gram-positive bacteria and Gram-
negative bacteria, Staphylococcus aureus and Escherichia coli. From this research, the 
optimised conditions to dissolve chitosan in [BMIM]Cl was established based on three 
factors (temperature, initial chitosan loading and dissolution time) and the ecotoxicity of 
chitosan-[BMIM][Cl] was determined. 

The impact of this research helps realise a few of the Sustainable Development Goals 
(SDGs) initiated by the United Nations, which are the sixth, fourteenth and fifteenth goals, 
which are Clean Water and Sanitation, Life Below Water and Life on Land, respectively. 
Complete biomass dissolution is desirable for the valorisation and fractionation of biomass 
macromolecules into their respective constituents, thus enhancing the competency and 
economic viability of biorefinery products (Rodríguez, 2021), such as the dissolution of 
chitosan in ILs for various applications such as glucose biosensor, CO2/N2 separation and 
the adsorption of malachite green dye from aqueous solutions (Zhang et al., 2013; Santos 
et al., 2016; Naseeruteen et al., 2018). 

MATERIALS AND METHODS 

Coarse chitin flakes from shrimp shells, practical grade (≥ 95% acetylated) and pure silicone 
oil (cSt 1000) were purchased from Sigma-Aldrich (Missouri, United States) and used 
without further purification. Sodium hydroxide (NaOH) pellets, A.R grade (≥ 96%) was 
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purchased from Bendosen (Selangor, Malaysia). Dimethyl sulfoxide (DMSO), A.R grade 
(≥ 99.8%), was purchased from Systerm Chemicals (Selangor, Malaysia). Acetone, A.R 
grade (≥ 99.7%), was purchased from QReC (Selangor, Malaysia). Mueller-Hinton broth 
and potassium bromide KBr powder were purchased from Sisco Research Laboratories Pvt. 
Ltd (Mumbai, India) and PIKE Technologies (Wisconsin, United States), respectively. KBr 
powder was dried at 100°C for 2 h before its use. 1-butyl-3-methylimidazolium chloride, 
[BMIM]Cl (0.85% H2O) was obtained from the Centre of Research in Ionic Liquids, 
Universiti Teknologi PETRONAS, Malaysia, as a gift. 

Deacetylation of Chitin

Deacetylation of chitin was performed using the protocol described by El Knidri et al. 
(2016). Chitosan was obtained by deacetylating chitin flakes from shrimp shells with 50% 
(w/v) concentrated NaOH at 100°C for 2 h 30 min, using a ratio of chitin to NaOH of 1:20 
(g:mL). After the reaction, the product was washed with distilled water until the pH of 
chitosan became neutral. Partial deacetylation of chitosan was repeated another two times 
to obtain chitosan with a higher deacetylation degree (DD). Chitosan was dried in an oven 
at 80°C for 24 h after repeated alkali treatments.

Characterisation of Chitosan Using Fourier Transform Infrared (FTIR) Spectroscopy

Chitin and chitosan were characterised using FTIR (Bruker Alpha II, Massachusetts, 
United States) in the 4000 to 650 cm⁻1 range using the KBr pellet method (Poerio et al., 
2021). For each sample, 16 scans were performed with a resolution of 4 cm⁻1. The DD 
of chitosan was calculated using FTIR using the absorption band at 1320 and 1420 cm⁻1, 
corresponding to a characteristic band of acetylated amine or amide and a reference band, 
respectively (Brugnerotto et al., 2021). The deacetylation degree, DD % of chitosan, was 
calculated using Equation 1, where A1320 and A1420 are the absorption bands at 1320 cm⁻1 

and 1420 cm⁻1, respectively. 

𝐷𝐷𝐷𝐷% (%) = 100%−

𝐴𝐴1320
𝐴𝐴1420

− 0.3822

0.03133
       (1)

Optimisation of Dissolution Parameters Using Response Surface Methodology (RSM)

Parameters for chitosan dissolution in [BMIM]Cl were optimised via RSM using Design 
Expert version 12.0.3.0 (Stat-Ease, Minnesota, United States). This study explored the 
effects of three independent variables towards chitosan dissolution in [BMIM]Cl using 
the CCD model. The three independent variables were temperature (X1, 90°C to 130°C), 
initial chitosan loading (X2, 1 wt. % to 7 wt. %) and dissolution time (X3, 24 h to 72 h). 
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The highest and lowest values for each variable were selected based on previous studies 
by Sun, Xue et al. (2014), Islam et al. (2015) and Xu et al. (2016). The dependent variable 
was dissolution percentage (Y, wt. %). A total of 20 randomly suggested experiments 
generated by the CCD model were performed. Table 1 shows the level of parameters of 
chitosan dissolution in [BMIM]Cl. The relative error calculation for the RSM model was 
carried out by conducting the optimised conditions in triplicates. 

Table 1
Level of parameters for chitosan dissolution in [BMIM]Cl using CCD model

Variables Coding Unit
Coded Levels of Experimental Factors

-1 0 1
Temperature X1 °C 90 110 130

Initial chitosan loading X2 wt. % 1 4 7
Time of dissolution X3 h 24 48 72

Dissolution of Chitosan in ILs, [BMIM]Cl

The dissolution of chitosan in [BMIM]Cl was performed according to the methodology 
outlined by Sun et al. (2009) using parameters suggested by RSM. Approximately 2 g of 
[BMIM]Cl was added to a universal bottle and immersed in an oil bath with a temperature 
instability of ±2°C. Prior to dissolution, chitosan was dried in an oven at 80°C for 24 h 
to remove moisture. An appropriate amount of chitosan (wt. %) was added and stirred 
continuously at 500 rpm, and the RSM model suggested the temperature and dissolution time. 

Undissolved chitosan was removed according to procedures described by Sun et al. 
(2009). Briefly, 10 mL of DMSO was added to the universal bottle containing undissolved 
precipitate and chitosan-ILs solution. The solution was vortexed vigorously and centrifuged 
at 100 g for 10 min. The supernatant was kept in a separate Falcon tube for regeneration of 
dissolved chitosan. The precipitate was washed again with DMSO 3 times and subsequently 
washed with 20 mL of distilled water for another 3 times. The precipitate was dried in 
an oven at 60°C for 24 h and weighed after drying. Equation 2 was used to compute the 
dissolution percentage of chitosan, where wo and wp are the initial weight of chitosan and 
undissolved chitosan, respectively.

𝐷𝐷𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 % (𝑤𝑤𝑖𝑖. %) =
�𝑊𝑊𝑖𝑖 −  𝑊𝑊𝑝𝑝�

𝑊𝑊𝑖𝑖
× 100     (2)

Regeneration of Dissolved Chitosan

Chitosan dissolved in [BMIM]Cl was regenerated using procedures described in Rahim et 
al. (2018). The chitosan-ILs solution was mixed with 15 mL of acetone (9:1) and vortexed 
vigorously. The mixture was centrifuged at 4000 rpm for 15 min, and the supernatant was 
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discarded. The pellet formed was washed again with 15 mL of acetone solution (9:1), 
vortexed and centrifuged at 4000 rpm for 15 min. The precipitate was washed another 
3 times and left to air dry in a fume hood to remove residual acetone solution from the 
regenerated chitosan. Regenerated chitosan was dried in an oven at 60°C for 24 h. 

Characterisation of Chitosan-IL Using Fourier Transform Infrared (FTIR) Spectroscopy
Chitosan (pure) and pre-treated chitosan (after dissolution in ILs) were analysed using 
FTIR Spectroscopy (Bruker Alpha II, Massachusetts, United States) to check any chemical 
changes that occurred during the dissolution. Chitosan-ILs solution was analysed to see the 
incorporation of chemical compounds of ILs and chitosan. FTIR spectra were measured 
in the 4000-650 cm-1 range using the KBr pellet method adapted from Poerio et al. (2021) 
with some modifications. Sample and KBr were mixed in a ratio of 1:100 and placed 
into a pellet die to form a transparent pellet. For each sample, 16 scans were taken with a 
resolution of 4 cm⁻1. 

Broth Microdilution Method

Ecotoxicity of the chitosan-ILs mixture was assessed using broth microdilution 
method according to standard procedure CLSI-M07-A9, 2008, developed by Clinical 
and Laboratory Standard Institute (CLSI), USA. Chitosan-ILs solution was diluted 
using two-fold serial dilution and added to each 96-well plate. Two-fold chitosan-ILs 
solutions were added to each well from 100,000 ppm (10 wt. %) to 200 ppm (0.020 
wt. %). Bacterial suspensions of Staphylococcus aureus ATCC 12600 and Escherichia 
coli ATCC 8739 were prepared by transferring a loopful of colonies from a 24-hour 
bacteria culture to Mueller-Hinton broth. About 100 µL of Staphylococcus aureus and 
Escherichia coli dilutions were added into each well containing 100 µL of chitosan-ILs 
mixture in a separate microdilution plate. About 100 µL of bacteria suspension was used 
as blank and dispensed into the well A1. Microdilution plates were incubated at 37°C for 
24 h, and the absorbance value of each well was determined using a microplate reader 
(CYBERLABTM Cyber ELISA-R01, Millbury, United States) at a wavelength of 550 
nm. Minimum inhibitory concentration (MIC) and EC50 values of chitosan-ILs solution 
were determined by plotting the absorbance values in a graph generated by Prism version 
9.0.0 (GraphPad Software, San Diego, California). 

RESULTS AND DISCUSSIONS 

Deacetylation of Chitin into Chitosan

Alkaline deacetylation of chitin into chitosan was carried out using 50% NaOH at 100°C 
for 2.5 h for three successive alkali treatments. Deacetylation of chitin was represented 
by Equation 3, where the acetamide group in chitin underwent hydrolysis in the presence 
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of strong NaOH and elevated temperature to form an acetyl group and a reactive amino 
group, the key functional group that differentiates chitin from chitosan (Fatima, 2020).

CH3CONH2 
Deacetylation
�⎯⎯⎯⎯⎯⎯⎯⎯⎯�   NH2 + CH3CO      (3)

Figure 1 shows chitin flakes before deacetylation and chitosan obtained after partial 
deacetylation. Chitin flakes before deacetylation were larger (0.4–1.0 cm) and yellowish. 
Chitosan obtained after three successive alkali treatments was smaller (0.1–0.3 cm) and 
white, which is in accordance with Kusuma et al. (2015) that chitosan produced has a more 
pronounced white colour than chitin. Chitosan produced was also odourless and present 

Figure 1. (a) Chitin flakes before deacetylation; (b) 
and chitosan obtained after three successive alkali 
treatments

(a) (b)

in the crystalline flakes, which was also 
observed by Ahing and Wid (2016). 

Tamzi et al. (2020) corroborate findings 
where chitin and chitosan prepared from 
shrimp (Panaeusmonodon monodon), and 
crab shells (Scylla serrata) were yellowish-
white and off-white, respectively—the 
change in colour from yellowish-white to 
brighter was related to removing acetyl 
groups during chitin deacetylation.

Characterisation of Chitin and Chitosan Using FTIR. The structure of chitin and 
chitosan was analysed by identifying the functional groups and bonds obtained from the 
spectrum generated using FTIR. The functional groups present in chitin are hydroxyl group 
(-OH), acetamide group (-CH3CONH) and an ether group (C-O-C) between neighbouring 
glucosamine residues (Elieh-Ali-Komi & Hamblin, 2016). Figure 2 shows the transmittance 
spectrum of chitin. A strong, broad peak at 3444 cm⁻1 represented the O-H stretch of chitin, 
indicating the presence of a hydroxyl group in the structure of chitin, which was also 
observed by Puspawati and Simpen (2010). The sharp peak at 3106 cm⁻1 was attributed to 
the N-H stretch. Three peaks recorded at 2961, 2932, and 2891 cm⁻1 were due to sp3 C-H 
stretch, previously reported by Kusuma et al. (2015) and Matute et al. (2013). The peak 
at 1655 cm-1 overlapped the C=O stretch and N-H bend, the characteristic band of amide I 
(Rumengan et. al., 2014). The peak at 1560 cm⁻1 was due to N-H in-plane bend and C-N 
stretch, a characteristic band of amide II in secondary amide. The 1280 to 1070 cm⁻1 peaks 

were due to C-O-C stretch (Puspawati & Simpen, 2010; Akakuru et al., 2018). 
The functional groups that were present in partially deacetylated chitosan are hydroxyl 

group (-OH), acetamide group (-CH3CONH), amino group (-NH2) and ether group (C-O-C) 
between neighbouring glucosamine residues (Akakuru et al., 2018). Figure 3 shows the 
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transmittance spectrum of chitosan obtained from partial deacetylation of chitin. The sharp 
peak at 3733 cm⁻1 was due to the stretch of the free OH group. The peak at 3261 and 2372 
cm⁻1 was due to the N-H stretch, as Matute et al. (2013) reported. The peak at 2921 cm⁻1 

was attributed to C-H stretch in the aliphatic compound, particularly symmetric CH3 and 
asymmetric CH2 (Palpandi et al., 2009). The peak at 1657 and 1565 cm⁻1 was caused by 

Figure 2. FTIR transmittance spectrum generated by chitin

Figure 3. FTIR transmittance spectrum generated by chitosan
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the absorption of amide I and II bands, respectively. Amide I band still appears in the 
FTIR spectrum because chitin was not completely deacetylated to form chitosan with a 
DD of 100 %. Three peaks recorded at 1260, 1155 and 1096 cm⁻1 were due to C-O and 
C-N stretch (Kusuma et al., 2015).

Several peaks in the FTIR spectrum of chitin and chitosan can be used to distinguish 
between the functional groups in chitin and chitosan. The hydroxyl group in chitosan is a 
free hydroxyl group attributed by a sharp peak at 3733 cm⁻1, while the hydroxyl group in 
chitin is bonded to hydrogen, attributed by the peak of 3444 cm⁻1. One peak was observed 
at 3106 cm⁻1 due to N-H stretch in chitin, but there were two peaks at 3261 and 2372 cm⁻1 
caused by N-H stretch in chitosan due to additional amino groups. In addition, C-N stretch 
was also observed in the range of 1250 to 1020 cm⁻1

 in the FTIR spectrum of chitosan but 
absent in the chitin spectrum. Lastly, the absorption of infrared radiation by C-H stretch and 
amide I band in chitin was greater than that in chitosan as there were more acetyl (-C2H3O) 
and acetamide groups respectively in the crystalline chain of chitin. Larger absorption at 
2885 cm⁻1 in chitin was due to higher C-H bonds (Rumenagan et al., 2014). In our study, 
the peak at 2891 cm⁻1 attributed to C-H stretch in chitin disappeared in the FTIR spectrum 
of chitosan after partial deacetylation of chitin. It correlated well with the findings from 
Ahyat et al. (2017), indicating a successful elimination of acetyl group in the chemical 
structure of chitin during deacetylation. Dennis et al. (2016) reported reduced peaks due 
to the loss of acetyl groups in their FTIR spectrum- which correlates well with this study.  

Determination of Degree of Deacetylation of Chitosan Using FTIR. DD was obtained 
from FTIR using the A1320/A1420 tallies ratio with the degree of deacetylation obtained 
using 1H and 13C NMR. The absorption band at 1320 and 1420 cm⁻1 was unaffected by the 
humidity of the sample (Czechowska-Biskup et al., 2012). Figure 4 shows the absorbance 
spectrum of chitosan obtained from the heterogenous N-deacetylation of chitin flakes. Based 
on Figure 4, the absorbance at 1320 cm⁻1 and 1420 cm⁻1 was 0.11 and 0.122, respectively. 

𝐷𝐷𝐷𝐷% (%) = 100%−

𝐴𝐴1320
𝐴𝐴1420

− 0.3822

0.03133
       (4)

𝐷𝐷𝐷𝐷% = 100%−
0.11

0.122−0.3822

0.03133
= 83.42%       (5)

Based on Equation 4, proposed by Brugnerotto et al. (2001), the DD of chitosan from 
this study was 83.42%, as shown in Equation 5. With a DD of 83.42%, it has 83.42% of 
the amino group and 16.58% of the acetyl group in its chain. 

Based on the FTIR spectrums obtained from both chitin and chitosan samples, it can 
be confirmed that chitosan was successfully synthesised (DD ≥ 60%) from heterogenous 
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N-deacetylation of chitin flakes from shrimp shell using 50% concentrated NaOH 
solution. Synthesised chitosan was used in RSM to optimise the dissolution of chitosan 
in [BMIM]Cl based on three independent factors: temperature, initial chitosan loading 
and dissolution time. 

Optimisation of Chitosan Dissolution Using Response Surface Methodology (RSM)

RSM was applied to optimise the dissolution of chitosan in [BMIM]Cl. This study’s 
experiment design was CCD based on three independent factors: temperature, initial 
chitosan loading and dissolution time. The suggested experimental runs generated by 
the RSM model and experimental results are shown in Table 2. The highest dissolution 
percentage was obtained in standard run 6 with a value of 95 wt. % (X1 = 130°C, X2 = 1 
wt. %, X3 = 72 h), followed by standard run 2 with a dissolution percentage of 94.5% (X1 
= 130°C, X2 = 1 wt. %, X3 = 24 h). The lowest dissolution percentage of 17.79 wt. % was 
obtained in standard run 3 (X1 = 90°C, X2 = 7 wt. %, X3 = 24 h). 

Design-Expert version 12.0.3.0 was employed to study the experimental data’s 
regression analysis and plot the response surface curves. The statistical parameters were 
evaluated using analysis of variance (ANOVA), and the fitness of the regression model 
was evaluated using a lack of fit test, as demonstrated in Table 3. A model will fit the 
experimental data well if the regression model is significant and the lack of fit test is not 
significant with a 95% confidence level.  

According to Table 3, the regression model for the dissolution percentage of chitosan 
was significant, with a F-value of 99.24 and a p-value < 0.0001. The model F-value of 99.24 
indicated that there was only a 0.01% chance that the model F-value could occur due to noise. 
All the independent variables tested in this study were significant, with p-value < 0.05. The 

Figure 4. FTIR absorbance spectrum generated by chitosan
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lack of fit test was insignificant, with an F-value of 2.11 and a p-value of 0.2114, respectively. 
Significant regression and non-significant lack of fit test indicated that the experimental data 
fits the data well and can be used to optimise the dissolution of chitosan in [BMIM]Cl. The 
experimental data was fitted into a linear model, suggested by the RSM software. It showed 
that there were no interactions between the independent variables. 

Table 2
Experimental design for dissolution of chitosan in [BMIM]Cl generated by RSM

Standard Run
Factor 1

X1: Temperature 
(°C)

Factor 2
X2: Initial Chitosan 

Loading (wt. %)

Factor 3
X3: Dissolution 

Time (h)

Response
Dissolution 

Percentage (wt. %)
1 20 90 1 24 71.500
2 7 130 1 24 94.500
3 14 90 7 24 17.790
4 5 130 7 24 20.640
5 18 90 1 72 89.500
6 15 130 1 72 95.000
7 9 90 7 72 27.570
8 11 130 7 72 43.210
9 8 90 4 48 50.500
10 2 130 4 48 49.750
11 4 110 1 48 83.000
12 1 110 7 48 30.070
13 16 110 4 24 45.000
14 12 110 4 72 66.250
15 13 110 4 48 59.320
16 6 110 4 48 60.625
17 19 110 4 48 55.750
18 3 110 4 48 67.250
19 17 110 4 48 55.750
20 10 110 4 48 60.250

Table 3
Analysis of variance (ANOVA) for dissolution percentage

Source Sum of Squares df Mean Square F-value p-value Remarks
Model 9390.20 3 3130.07 99.24 < 0.0001 Significant
X1: Temperature 213.81 1 213.81 6.78 0.0192
X2: Initial Chitosan 
Loading

8656.54 1 8656.54 274.45 < 0.0001

X3: Dissolution Time 519.84 1 519.84 16.48 0.0009
Residual 504.67 16 31.54
Lack of Fit 415.25 11 37.75 2.11 0.2114 Not significant
Pure Error 89.42 5 17.88
Cor Total 9894.87 19
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Table 4 shows the fit statistics of the regression model for the dissolution percentage 
of chitosan in [BMIM]Cl. The adequacy of the model was determined using the coefficient 
determination value, R2. The R2 value of the regression model was 0.9490, suggesting a 
good correlation between experimental and predicted values. Adjusted R2 measures the 
variation of the mean obtained from the model. Predicted R2 refers to the R2 value estimated 
from the regression model (Behera et al., 2018). The adjusted and predicted R2 value was 
0.9394 and 0.9155, respectively, with a difference of only 0.0239, indicating that the R2 
predicted from the regression model agreed reasonably with the adjusted R2 value. The 
actual and predicted values for dissolution percentage are as per Figure 5, which showed 
a reasonably good response estimate and indicated the model’s good performance.

Signal to noise ratio was calculated by determining the value of adequate precision. 
Adequate precision greater than 4 is desirable and can be utilised to navigate design space. 
The adequate precision obtained from this regression model is 32.8517, greater than 4. 
Therefore, the regression model can predict the dissolution percentage of chitosan in 
[BMIM]Cl. 

Figures 6, 7 and 8 show the contour plots for dissolution percentage at 24, 48 and 
72 h dissolution times, respectively. From Figures 6, 7 and 8, the dissolution of chitosan 
increases with temperature and dissolution time but decreases with initial chitosan loading.

Table 4
Fit statistics for dissolution percentage

Standard Deviation 5.62 R2 0.9490
Mean 57.16 Adjusted R2 0.9394
C.V. % 9.83 Predicted R2 0.9155

Adequate Precision 32.8517

Figure 5. Actual and predicted values for dissolution 
percentage

Figure 6. Contour plots at a dissolution time of 
24 h
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Effect of Temperature on Dissolution Percentage of Chitosan in [BMIM]Cl. Chitosan 
dissolution in [BMIM]Cl increases with 90 to 130°C temperature was relatively the least 
important among the tested variables that affected the dissolution percentage of chitosan, 
with the smallest F-value of 6.78. Increasing the temperature decreased the viscosity of 
[BMIM]Cl and accelerated the swelling of chitosan and mixing of chitosan-[BMIM]Cl (Tan 
& Lee, 2012). The increase in temperature also caused hydrogen bonds within chitosan to 
be partially disrupted. The effect of temperature on the dissolution of chitosan in [BMIM]
[Ac] has been studied by Chen et al. (2011), who observed that chitosan solubility increased 
with increasing temperatures. Chitosan solubility in [BMIM][Ac] at 150°C (14.4 wt. %) 
was enhanced by 9 times that at 70°C (1.6 wt. %). Enhanced chitosan dissolution showed 
that a temperature rise had partially disrupted some of the hydrogen bonds. Sun, Tian et 
al. (2014) reported that relatively high temperatures improved chitosan dissolution by 
accelerating the evaporation of remaining water from the ILs, which acted as an anti-solvent 
during the solubilisation reaction. They also observed that a temperature increment by 10°C 
decreased the viscosity of ILs by half, with a greater dissolving ability of chitosan in ILs. 

Effect of Initial Chitosan Loading on Dissolution Percentage of Chitosan in [BMIM]Cl. 
Initial chitosan loading is inversely proportional to the dissolution of chitosan in [BMIM]
Cl. Initial chitosan loading was the most important variable that affected the dissolution 
percentage of chitosan due to a high F-value of 274.45. The ratio of biopolymer to ILs 
strongly impacted the dissolution reaction. At lower chitosan loading, chitosan was more 
dispersed, facilitating the diffusion of [BMIM]Cl into the crystalline region of chitosan, 
subsequently increasing the dissolution rate and dissolution percentage due to enhanced 
frequency of effective collisions between chitosan and ILs (Chowdhury et al., 2014). Similar 

 Figure 7 

Contour plots at dissolution time of 48 h. 
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findings had been reported by Sun et al. (2009) by dissolving various amounts of wood 
in [EMIM][Ac] from 4 wt. % to 10 wt. %. They observed that as the initial wood loading 
increases, a lower percentage of wood was dissolved in the ILs from 99.5% in 4 wt. % of 
the wood in [EMIM][Ac] to 40% in 10 wt. % of wood in [EMIM][Ac]. 

Effect of Dissolution Time on Dissolution Percentage of Chitosan in [BMIM]Cl. As 
the dissolution time increases, the dissolution percentage of chitosan increases, represented 
by an upward slope. Dissolution time was the second most important variable after initial 
chitosan loading, with a F-value of 16.48. Longer dissolution time, they encouraged the 
diffusion of ILs into the pores of the biomass matrix, improving the dissolution of chitosan 
in [BMIM]Cl (Ma et al., 2019). Wang et al. (2011) reported the enhancement in the rate of 
dissolution and regeneration of wood samples in [AMIM]Cl with the increase in reaction 
time. Pine wood’s dissolution and regeneration rates increased from 19% to 26% and 9% 
to 19 %, respectively, when dissolution time was prolonged from 6 h to 24 h.

Optimisation of Chitosan Dissolution in [BMIM][Cl]. Optimisation of chitosan 
dissolution was performed via numerical optimisation in Design-Expert software. The 
final equation in terms of actual factors for dissolution percentage (Y, wt. %) was shown 
in Equation 6, where X1, X2 and X3 refer to temperature (℃), initial chitosan loading (wt. 
%) and dissolution time (h), respectively.

Dissolution Percentage (Y, wt. %) = 56.53858+0.2312X1– 9.80733X2+0.300417X3  

          (6)

To find the best conditions to dissolve chitosan in [BMIM]Cl, all three independent 
variables, temperature (X1, ℃), initial chitosan loading (X2, wt. %) and dissolution time 
(X3, h), were set within the range. The response variable, dissolution percentage (Y, wt. 
%), was set at maximum values. Out of 100 solutions suggested by RSM, solution 1 (X1 = 
130℃, X2 = 1 wt. % and X3 = 72 h) was chosen due to the highest dissolution percentage 
of 98.417 wt. % with desirability of 1.000. 

The regression model for the dissolution percentage of chitosan was verified by 
calculating the relative error and root mean square error (RMSE). The relative error of the 
regression model for dissolution percentage was calculated by carrying out the optimised 
solution in triplicates and computed using Equation 7. 

𝑅𝑅𝑅𝑅𝑖𝑖𝑅𝑅𝑖𝑖𝑖𝑖𝑅𝑅𝑅𝑅 𝑅𝑅𝑒𝑒𝑒𝑒𝑖𝑖𝑒𝑒 (%) =
𝑃𝑃𝑒𝑒𝑅𝑅𝑃𝑃𝑖𝑖𝑃𝑃𝑖𝑖𝑅𝑅𝑃𝑃 𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖𝑅𝑅 −   𝐸𝐸𝐸𝐸𝑝𝑝𝑅𝑅𝑒𝑒𝑖𝑖𝐸𝐸𝑅𝑅𝑖𝑖𝑖𝑖𝑅𝑅𝑖𝑖 𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖𝑅𝑅

𝑃𝑃𝑒𝑒𝑃𝑃𝑖𝑖𝑃𝑃𝑖𝑖𝑅𝑅𝑃𝑃 𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖𝑅𝑅
 × 100 %  (7)

The relative error of the three runs was shown in Table 5 and was in the range of 
0.42 to 3.47%. The mean of relative error for the regression model was 1.78%, indicating 
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that the values of the dissolution percentage of chitosan predicted were close to that of 
chitosan obtained experimentally. It validates a good correlation between the predicted 
and experimental values.

Root mean square error (RMSE) is a commonly used performance metric for evaluating 
regression models that measure the average difference between the predicted and actual 
values of the dependent variable (Ali & Abustan, 2014), which can be calculated using 
Equation 8. 

𝑅𝑅𝑅𝑅𝑅𝑅𝐸𝐸 = �(𝑃𝑃𝑒𝑒𝑅𝑅𝑃𝑃𝑖𝑖𝑃𝑃𝑖𝑖𝑅𝑅𝑃𝑃 𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖𝑅𝑅 −  𝑅𝑅𝑃𝑃𝑖𝑖𝑖𝑖𝑅𝑅𝑖𝑖 𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖𝑅𝑅)2

𝑁𝑁
     (8)

Table 6 compares predicted and actual values of the dissolution percentage of chitosan 
in [BMIM]Cl, along with the sum of squares of the residuals. 

𝑅𝑅𝑅𝑅𝑅𝑅𝐸𝐸 = �509.9734
20

= 5.0496 𝑤𝑤𝑖𝑖. %       (9) 

In the regression model of chitosan dissolution in [BMIM]Cl, the RMSE value obtained 
is 5.0496 wt. % (Equation 9) suggests that there was approximately a 5 wt. % variation 
between the predicted values by the regression model and the observed experimental values 
obtained during the optimisation of chitosan dissolution in [BMIM]Cl. 

Although the optimisation of chitosan dissolution in ILs has yet to be reported, 
numerous studies have attempted to dissolve chitosan in different ILs. [BMIM]Cl was 
first used to dissolve chitosan with an initial chitosan loading of 10 wt. % by Xie et al. 
(2006) at 110°C for 5 h in an oil bath in an inert N2 atmosphere. Meanwhile, more ILs 
such as [AMIM]Cl, [BMIM]Cl, and [BMIM][Ac] were used to dissolve chitosan with an 
initial chitosan loading of 8, 10, and 12 wt. %, respectively, at the same temperature and 
dissolution time (Wu et al., 2008). In our study, we attempted to dissolve chitosan with 
an initial loading of 4 wt. % at 110°C under continuous stirring in an oil bath in a normal 
atmosphere for 24 and 72 h, respectively, with an efficiency of 45 and 66.25%. 

Table 5
Relative error for dissolution percentage 

Independent Variables Dissolution Percentage (wt. %) Relative Error 
(%)X1 (°C) X2 (wt. %) X3 (h) Predicted Experimental

130 1 72 98.417 98 0.42
130 1 72 98.417 97 1.44
130 1 72 98.417 95 3.47
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FTIR of Regenerated Chitosan. Untreated chitosan and chitosan regenerated from 
optimised solution (X1 = 130℃, X2 = 1 wt. % and X3 = 72 h) were characterised using 
FTIR to analyse for chemical changes that occurred during the dissolution of chitosan in 
[BMIM]Cl as illustrated in Figure 9. 

No observable chemical changes occurred between chitosan before and after dissolution 
in [BMIM]Cl, as all the spectra depicted in Figure 9 were similar. The only difference in 
chitosan after regeneration was the disappearance of free hydroxyl groups in chitosan at 
3733 cm⁻1 after dissolution in ILs. However, the O-H stretch can be observed at 3443 cm⁻1 
of the regenerated chitosan. The spectra for the regenerated chitosan showed more distinct 
functional groups, such as peaks representing the N-H stretch and amide II band at 3108 
and 1561 cm-1. It showed that the dissolution of chitosan in [BMIM]Cl aids in obtaining 
chitosan of higher purity and enhances the deacetylation process. It also has been noticed 
in the case of Islam et. al. (2015), where the regenerated chitosan produced clearer and 
sharper peaks at 3359 cm⁻1 and in 1030-1155 cm⁻1- indicating enhanced O-H and N-H 
stretch and C-O stretch, respectively. Shifts in O-H and N-H stretch in regenerated chitosan 
also indicated an enhancement of hydrogen bonding (Qi et al., 2004).

Table 6 
Predicted and actual values of the dissolution percentage of chitosan in [BMIM]Cl

Standard 
Order Run Order Predicted Value 

(wt. %)
Actual Value 

(wt. %)
Residual 
(wt. %)

Square of Residuals 
(wt. %)

1 20 74.39 71.50 -2.8900 8.3521
2 7 84.49 94.50 10.0100 100.2001
3 14 14.71 13.55 -1.1600 1.3456
4 5 24.81 20.64 -4.1700 17.3889
5 18 88.52 89.50 0.9832 0.9667
6 15 98.62 95.00 -3.6200 13.1044
7 9 28.83 27.57 -1.2600 1.5876
8 11 38.94 43.25 4.3100 18.5761
9 8 51.61 50.50 -1.1100 1.2321
10 2 61.72 49.75 -11.9700 143.2809
11 4 86.51 83.00 -3.5100 12.3201
12 1 26.82 30.07 3.2500 10.5625
13 16 49.60 45.00 -4.6000 21.16
14 12 63.73 60.50 -3.2300 10.4329
15 13 56.66 59.32 2.6600 7.0756
16 6 56.66 60.63 3.9600 15.6816
17 19 56.66 55.75 -0.9138 0.8350
18 3 56.66 67.25 10.5900 112.1481
19 17 56.66 55.75 -0.9138 0.8350
20 10 56.66 60.25 3.5900 12.8881

Ʃ = 509.9732
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Due to the similarity between the FTIR spectra of native and regenerated chitosan, results 
show no chemical reaction between chitosan and [BMIM]Cl during dissolution. In addition, 
there was no absorption peak observed at 1520 cm⁻1, indicating the formation of ammonium 
salt. Therefore, the main chitosan chain was not disrupted after dissolution in [BMIM]Cl as 
the direct solvent to solubilise chitosan in ILs. Similar results were also reported by Chen et 
al. (2011), who attempted to study the dissolution of chitosan in [BMIM][Ac]. 

The ability of ILs to dissolve chitosan is associated with the ability of ILs to accept 
hydrogen atoms from chitosan to form H-bonds with the anion (Zhang et al., 2005). Yang 
et al. (2016) stated that the anion of ILs, Cl– interacts with hydrogen atoms in both the 
hydroxyl and amino groups, while the cation of ILs, [BMIM]+, interacts with oxygen 
atoms in hydroxyl and nitrogen atoms. Besides H-bond, intermolecular forces such as ion-
induced dipole forces were also observed between the physical interaction of [BMIM]Cl 
and chitosan. Ion-induced dipole forces occurred when the presence of an ion, [BMIM]+ 
or Cl– distorted the electron distribution of a non-polar molecule or atom such as oxygen 
or hydrogen atom found in hydroxyl and nitrogen atom in the amino group, inducing the 
formation of a dipole. It was seen by the free hydroxyl group observed at 3733 cm⁻1 in 
native chitosan but shifted to 3443 cm⁻1 in all the regenerated chitosan, demonstrating the 
interaction between the cations and anions of ILs with chitosan. 

Native chitosan

Regenerated chitosan optimized run 1 
(130°C, 1 wt.%, 72 h)

Regenerated chitosan optimized run 2 
(130°C, 1 wt.%, 72 h)

Regenerated chitosan optimized run 3 
(130°C, 1 wt.%, 72 h)

Figure 9. FTIR of chitosan and regenerated chitosan obtained from optimised solution
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Ecotoxicity of Chitosan-[BMIM]Cl Solution

The ecotoxicity of the chitosan-[BMIM]Cl mixture was assessed against two bacteria 
species, Escherichia coli (Gram-negative) and Staphylococcus aureus (Gram-positive), 
using broth microdilution assay. MIC values were determined to obtain the range (upper 
and lower limit) of EC50 values, which refers to the concentration of chitosan-[BMIM]
Cl that inhibits 50% of the bacteria growth. The EC50 dose-response curve of chitosan-
[BMIM]Cl against E. coli and S. aureus with a 95% confidence level was shown in Figures 
10 and 11, respectively. Based on Figure 10, the EC50 values of chitosan-[BMIM]Cl for 
Escherichia coli were 2.699 to 4.790 wt. %, with an EC50 of 3.1 wt. %. The EC50 values of 
chitosan-[BMIM]Cl for Staphylococcus aureus shown in Figure 11 were 2.711 to 3.700 
wt. %, with an EC50 value of 3.2 wt. %. 

The toxicity of chitosan-[BMIM]Cl mixture was ranked according to the hazard 
assessment scores developed by Passino and Smith (1987), who ranked toxicity to be 
100-1000 mg/L as being “practically harmless,” 10–100 mg/L as being “moderately 
toxic,” 1–10 mg/L – “slightly toxic” and 0.1–1 mg/L being “highly toxic.”  The toxicity of 
chitosan-[BMIM]Cl mixture for both E. coli and S. aureus falls in the category of “relatively 
harmless” (EC50 >1000 mg/L). There were no distinct differences in the toxicity of the 
chitosan-[BMIM]Cl mixture despite the cell wall differences between Gram-positive and 
Gram-negative bacteria, which was a common phenomenon for imidazolium-based ILs 
(Megaw et al., 2013; Sivapragasam et al., 2019).

In the past, authors have mentioned that the toxicological effects of ILs were not due 
to the characteristics of bacteria cell walls but various strategies to overcome stress, such 
as efflux pumps, variations in the plasma membrane and enhanced production of osmolyte 
(Csonka, 1989; Ma et al., 2019). It was further verified by Mester et al. (2015) that these 
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strategies caused huge differences in the susceptibility of bacterial strains towards the 
respective ILs. 

The ecotoxicity of [BMIM]Cl towards E. coli and S. aureus were also studied by 
Ghanem et al. (2015) using the standard microbroth dilution test. The EC50 of [BMIM]Cl 
towards E. coli and S. aureus were 14409±9.9 mg/L and 12454.2±11.16 mg/L, respectively, 
which showed that [BMIM]Cl was “relatively harmless.” Mean minimum inhibitory 
concentration (MIC) of [BMIM]Cl towards E. coli and S. aureus were both greater than 
50000 mg/L, suggesting that it was “relatively harmless” ecologically (Weyhing-Zerrer 
et al., 2017). 

The ecotoxicity of [BMIM]Cl has been studied using organisms from different trophic 
levels, such as marine bacteria, Photobacterium phopshoreum (Docherty, 2005), yeast, 
Saccharomyces cerevisiae (Zhu et al., 2013), duckweed, Lemna minor (Peric et al., 2013), 
Zebrafish, Danio rerio (Zhang et al., 2017) and human cervical carcinoma epithelial 
cells, HeLa cells (Stepnowski et al., 2004). Toxicity results revealed that [BMIM]Cl was 
“moderately toxic” to L. minor (48.98 mg/L), “practically harmless” to P. phosphoreum 
(898 mg/L), S. cerevisiae (530 mg/L) and D. rerio (633 mg/L) and lastly “relatively 
harmless” to HeLa cells. 

Factors contributing to chitosan-[BMIM] Cl’s toxicity were due to the structure and 
length of the alkyl chain on the imidazolium cation. [BMIM]+ cation has a 4-carbon alkyl 
chain attached to the nitrogen atom in the aromatic ring. The alkyl chain and aromatic ring 
structure increase the hydrophobicity of [BMIM]Cl and, therefore, increases the toxicity 
of chitosan-[BMIM]Cl mixture towards both Escherichia coli and Staphylococcus aureus 
(Borkowski et al., 2016). 

CONCLUSION 

Chitosan (DD = 83.42%) was successfully synthesised via partial deacetylation of chitin. 
FTIR results of chitosan revealed the presence of free hydroxyl group and additional 
amino groups and reduced intensity of C=O stretch and C-H stretch, indicating the 
successful removal of acetyl groups from acetamide groups in chitin to form chitosan. 
Chitosan dissolution in [BMIM]Cl was then optimised using CCD in RSM. The optimised 
conditions revealed by the regression model were 130℃ (X1, temperature), 1 wt. % 
(X2, initial chitosan loading), and 72 h (X3, dissolution time). The regression model for 
dissolution percentage was significant (p < 0.05) with a non-significant lack-of-fit (p 
> 0.05). The R2 value of the model was 0.9490 with a mean relative error of 1.78 % 
and RMSE of 5.0496 wt. %, indicating a good correlation between experimental and 
predicted values for the dissolution percentage of chitosan. No chemical changes were 
observed in regenerated chitosan, indicating the role of [BMIM]Cl as a direct solvent 
for chitosan dissolution. Lastly, the ecotoxicity of chitosan-[BMIM]Cl was evaluated 
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using broth microdilution assay on Escherichia coli and Staphylococcus aureus—the 
EC50 value on 10 wt. % (100,000 mg/L) chitosan-[BMIM]Cl against E. coli and S. aureus 
was relatively harmless, with values of 3.1 wt. % (31,000 mg/L) and 3.2 wt. % (32,000 
mg/L), respectively, indicating no differences in toxicity despite cell wall variation of 
Gram-positive and Gram-negative bacteria. 
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ABSTRACT

Lignocellulosic biomass (LCB) is  a common substrate for biogas and bioethanol production 
due to its significant properties and abundance. However, it has a unique recalcitrant 
structure that can inhibit the production of biogas, which necessitates pre-treatment of the 
substrate to obtain higher cellulose or sugars ready for microbial hydrolysis in producing 
biogas. In this study, a novel approach for empty fruit bunch (EFB) pre-treatment has 
been made: ohmic heating pre-treatment. This method is conventionally used in the food 
industry for pasteurization and extraction. It involves electric current and resistance 
inside the material that releases heat (Joule effect). A preliminary study has been done to 
figure out the potential of alkaline assisted with ohmic heating (AA-OH) pre-treatment 
for EFB. Lignin reduction for AA-OH EFB is higher than EFB that undergoes only size 
reduction (SR) pre-treatment, which are 15.54% and 11.51%, respectively. After confirming 
the potential of ohmic heating as one of the pre-treatment methods for EFB, three 

parameters were investigated (reaction time, 
temperature, and solvent concentration) 
by one factor at a time (OFAT) testing to 
obtain the optimum condition for AA-OH 
pre-treatment. The optimal condition for 
achieving a high reduction in lignin (86.9%) 
and hemicellulose (75%) while also showing 
a significant increase in cellulose (63.2%), 
which is desirable for the fermentation 
process, is achieved by using 4% w/v of 
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NaOH, ohmic-heated at a temperature of 120°C for 25 minutes. To sum up, this developed 
ohmic heating pre-treatment technique can be applied to LCB prior to biogas or bioethanol 
production.

Keywords: Biogas, empty fruit bunch (EFB), lignocellulosic, ohmic heating, pre-treatment, recalcitrant 

INTRODUCTION

Exploration of alternative sustainable energy sources is actively carried out by researchers 
worldwide out of concern for the scarcity of conventional energy resources such as coal, 
petroleum, and others (Diyanilla et al., 2020). In addition to that, the increasing world 
population and high demand for energy consumption are also the main concerns (Hoekstra 
& Wiedmann, 2014). Agricultural waste is mainly comprised of lignocellulosic biomass 
wastes, considered a cheap source for renewable biogas production, and has excellent 
potential to overcome the spike in energy demand in the future. As the second largest crude 
palm oil (CPO) producer and exporter (Ezechi & Muda, 2019), Malaysia also generates 
abundant oil palm waste, estimated to be more than 80 million tons annually. Palm oil 
plantation has become one of Malaysia’s emerging main agricultural sectors, making the 
country recognizable in the world as one of the biggest palm oil producers. Significant 
production of palm kernel shell (PKS), an oil palm frond (OPF), mesocarp fiber (MF), empty 
fruit bunch (EFB), and palm oil mill effluent (POME) are by-products of the processing 
of palm oil production. 

EFB is chosen in this study due to its lignocellulosic properties, which are highly 
obtainable, excellent compositional characteristics, and huge biogas production potential. 
It is a lignocellulosic material consisting mainly of cellulose and hemicellulose (about 
80%), made of sugars that can be fermented and converted into biogas (Palamae et al., 
2017). However, lignocellulosic biomass (LCB) has uniquely structured lignin, making 
it recalcitrant towards microbial activity or enzymatic hydrolysis during fermentation or 
biogas production. Cellulose, the complex lignin-hemicellulose bond, hinders the main 
component for biofuel generation due to its high molecular weight, branched amorphous 
compound, and substituted polymer (Karunakaran et al., 2020). Therefore, selecting 
suitable pre-treatment methods is intrinsic to enhancing biofuel production at a low cost 
on processing and environmentally friendly. 

Alkaline pre-treatment of EFB is already proven to be one of the excellent options 
among other chemical methods. They are less caustic than dilute acid and can be performed 
at ambient pressure, eliminating the need for specialized equipment that is corrosion-
resistant, or that can withstand high pressures. Several alkaline reagents commonly used 
are hydroxides of sodium, potassium, calcium, and ammonium (Baruah et al., 2018), of 
which sodium hydroxide (NaOH) was the most effective (Kim et al., 2016). Cleavage 
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of the intermolecular ester linkages between lignin and hemicellulose resulted from the 
saponification reaction, which then allows the alkaline solution to solubilize both fragments 
(Hu & Ragauskas, 2012; Sun et al., 2016). The degradation of cellulose cell walls will allow 
for more enzyme interaction (Varga et al., 2003). This pre-treatment can also reduce the 
crystallinity and degree of polymerization of EFB by cellulose swelling, which increases the 
internal surface area (Baruah et al., 2018; Behera et al., 2014). Another main benefit of this 
method is that it requires only mild pre-treatment conditions with minimal inhibitor production 
and sugar degradation (Alvira et al., 2010; Xu et al., 2010; Zhao et al., 2008). However, this 
pre-treatment method is usually paired with other methods to shorten its processing time and 
reduce the usage of chemical and energy input (Conde-Mejía et al., 2012).

The utilization of ohmic heating in LCB pre-treatment is still novel and not yet explored 
despite its excellent potential in food processing (Rodríguez et al., 2021; Perasiriyan et al., 
2016; Pires et al., 2020; Ríos-Ríos et al., 2021; Sengun et al., 2014; Wang et al., 2021). The 
state-of-the-art OH utilization emerging in the last 15 years, comprehensively included 
in the extraction process of essential oil (Karunanithi, 2019; Sofi’I et al., 2021; Tunç & 
Koca, 2021), food-grade (Gavahian et al., 2015; Pare et al., 2014), phytochemicals (Pereira 
et al., 2016), and phenolic compounds (Kutlu et al., 2021). Ohmic heating is one of the 
electro-heating methods successfully developed from conventional heating (Aurina & 
Sari, 2022; Lee & Jun, 2011). Also known as Joule, direct electrical, resistance, electro-
heating, and electroconductive heating (Indiarto & Rezaharsamto, 2020; Perasiriyan et 
al., 2016; Sastry, 2008), alternating electric current (AC) electric fields are passed through 
materials. Hence, evolving from a single conventional pre-treatment process, researchers 
explored integrating pre-treatment methods simultaneously into combinations of two or 
more processes (Hassan et al., 2018; Ummalyma et al., 2019). 

The most favored methods in trend for EFB pre-treatment are acid/alkaline-assisted 
microwave heating which combines the physical (microwave heating) and chemical pre-
treatments, where chemical solvents used such as sodium hydroxide, NaOH (Hamzah et 
al., 2020; Nomanbhay et al., 2013; Yaser et al., 2017), sulphuric acid, H2SO4 (Akhtar 
et al., 2015; Fatriasari et al., 2017) and ferric (III) chloride, FeCl3 (Hassan et al., 2021). 
Electrochemical (EC) pre-treatment is also categorized as one option for ‘greener’ 
alternative technologies for delignification (Tamburini et al., 2011) and has started to 
venture into the reduction in the recalcitrance of LCB (Panigrahi et al., 2021). 64% lignin 
reduction in wheat straw was obtained by Tamburini et al. (2011) using hypochlorous 
acid (HOCl) as an electrolyte, and 46% reduction for yard waste using NaOH, done by 
Panigrahi et al. (2021). At the same time, Sun et al. (2020) incorporated this EC method 
into organoslov pre-treatment with 73% delignification of sawdust. EC pre-treatment 
applies a direct current to the system by the principle of electrophoresis, ohmic heating, 
and electro-osmosis with the aid of chemical reagents as electrolytes for electron transfer 
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mediators (Panigrahi & Dubey, 2019; Rochefort et al., 2004). Particles will be disintegrated 
where organic matter solubilization happens due to bonds breaking among polymers in 
the LCB (Panigrahi & Dubey, 2019). 

In this study, ohmic heating is chosen as the pre-treatment method to be assisted with 
alkaline reagents as electrolytes. The potential of AA-OH to delignify EFB structures 
was investigated and compared with the performance of SR. Following that, optimization 
of parameters for AA-OH was also carried out for optimum EFB delignification and 
cellulose recovery. OFAT approach allows researchers to explore a wide range of values, 
providing a rough estimation of the optimal levels for a particular factor (Hu et al., 2016) 
without considering the interactions between different factors. It can help identify which 
factors have the most significant impact on the outcome variable and which ones can be 
ignored, especially for this novel study. These pre-treatment method combinations are 
more economical and environmentally friendly by reason of a reduction in the number of 
operational steps. Moreover, they also demonstrated an excellent delignification efficiency 
of feedstock (Diyanilla et al., 2020) for biogas production while minimizing the presence 
of inhibitors that can interrupt the performance of biogas production (Kumar & Sharma, 
2017; Zhai et al., 2018). 

MATERIALS AND METHODS

Preparation of Samples

Freshly processed EFB was collected from Seri Bandar Palm Oil Mill (Banting, Selangor, 
Malaysia). The shredded EFB were then separated from debris and kernel shell before 
being dried in a drying oven at 50°C for 24 hours to reach a moisture content of less than 
10% (Simanungkalit et al., 2017) for fungal proliferation prevention (Marçal et al., 2018). 
After drying, the EFB was cut and sieved into desired particle sizes (0.5 mm and 1-2 mm) 
and kept in a proper storage container at room temperature until further use.

Ohmic Heater Design and Fabrication

The ohmic heater used in this study was designed and fabricated by Hamzah et al. (2011) for 
the delignification of LCB at a lab scale, which consisted of a 1 L size cylindrical process 
chamber with a maximum 800 mL holding capacity, fixed with a pair of titanium electrodes 
in the process chamber. The main compartments of the ohmic heater consist of an ohmic 
heated cell, a power supply (transformer), and a temperature sensor. The electrodes are 
connected to a single-phase alternating current step-down transformer with a 3kW power 
supply rated at 15 kVA with a maximum working current of 10 A. The electrical energy is 
converted into thermal energy, and the heat generated is distributed evenly inside the treated 
materials. With almost 100% energy transfer efficiency, the resulting energy instigates 
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temperature rise in the system (Gavahian et 
al., 2019; Lee & Jun, 2011; Picart-Palmade 
et al., 2019; Shim et al., 2010). 

The main advantage of ohmic heating 
(OH) over conventional and microwave 
heating (MW) is widely known for its 
short time of the treatment process, which 
demonstrated high efficiency in both 
processing time and heating rate (Alkanan 
et al., 2021; Gavahian et al., 2019; Lee et 
al., 2013; Pires et al., 2020; Sakr & Liu, 
2014). Less energy consumption with better 
quality products makes the OH system 
highly efficient in energy usage, especially 
compared to microwave and other high-
pressure processes (Pires et al., 2020; Rinaldi 
et al., 2020). In food pasteurization, the 
thermal effects combined with electric effects 
can increase cell membrane permeability and 
destroy bacterial cells (Cappato et al., 2017). 
Figure 1 shows the design and fabrication of 
the ohmic heater from the schematic diagram 
(a) to the fabrication of the ohmic heater 
(c). From the computer-aided design front 
view of ohmic heater (b), parts stated are 1: 
ohmic switch, 2: input power, 3: main switch, 
4: ohmic power, 5: temperature controller, 
6: ohmic voltage selector, 7: single-phase 
transformer behind the main cover, 8: 
ohmic cell, 9: titanium electrode, and 10: 
thermocouple probe. 

Pre-treatment of EFB

Figure 1. Design and fabrication of ohmic heater: (a) 
schematic diagram of ohmic heater; (b) computer-
aided design front view ohmic heater; and (c) 
fabricated ohmic heater

(a)

(b)

(c)

A complete series of tests was done to study the potential of ohmic heating pre-treatment on 
the EFB delignification by comparing the effect of size reduction (SR) and alkaline-assisted 
ohmic heating (AA-OH) pre-treatment on the composition of cellulose, hemicellulose, 
and lignin for untreated and pre-treated EFB. Prior to the ohmic heating process, 7 g of 
prepared native EFB was soaked in 700 mL of 1% w/v sodium hydroxide (NaOH) for 2 
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hours. This step was necessary to let the fibrous EFB sample absorb the liquid until its 
equilibrium state. Then, the sample mixture was transferred into the ohmic cell and ohmic 
heated for 5 minutes at 80°C at a fixed solid-to-liquid ratio of 1:100. The determination of 
chemical composition for native, size reduced, and ohmic heated EFB was carried out using 
the Technical Association of the Pulp and Paper Industry (TAPPI) method to see if there was 
any significant potential for ohmic heating pre-treatment (Hamzah et al., 2020; Mohammad 
et al., 2020). From the result, further optimization of AA-OH parameters on EFB was done 
accordingly to one factor at a time (OFAT) for three different variables such as reaction time 
(5–25 mins), temperature (80–120°C), and concentration of NaOH (1–5% w/v).  

Morphological and Compositional Analysis of EFB

Morphological studies to observe the changes of untreated and pre-treated EFB were done 
by using a Scanning Electron Microscope (SEM), S-3400N model (Hitachi, Japan) equipped 
with an Energy Dispersive Spectroscopy (EDS) system. The samples were dried in a drying 
oven at 60°C for 24 hours before undergoing gold coating by a sputtering process, which 
was done to avoid the charging effect during SEM analysis to ensure their low moisture 
content. The analysis of morphological changes in the lignin structure of the fibrous sample 
was recorded at 25 kV acceleration voltage for 250× magnification with a working distance 
(WD) of 6.3 to 6.4 mm. 5 g of EFB samples were prepared and dried before compositional 
analysis. TAPPI standard methods (TAPPI, 1950) were followed in the determination of 
lignin (T-222), holocellulose (T-249-75), and α-cellulose (T-203) content in all untreated 
and pre-treated EFB samples. At the same time, hemicellulose content was obtained by 
subtracting the content of α-cellulose from the holocellulose.

RESULTS AND DISCUSSION

Physical And Morphological Changes of Pre-treated EFB

Native EFB originally comprises 24–65% cellulose, 17–34% hemicellulose, and 13–37% 
lignin (Khalil et al., 2012; Chang, 2014; Palamae et al., 2017; Yimlamai et al., 2021). In 
this work, the chemical compositions of native EFB obtained were comparable to the 
reported ranges of 22% cellulose, 32% lignin, and 36% hemicellulose. The composition 
of EFB may vary as this substrate is a natural plant fiber, mainly due to the maturity and 
freshness level of the empty bunch collected for recovery as well as the geographic factor 
of the plantation site (Palamae et al., 2017). Figure 2 shows the differences in the physical 
appearance of the size-reduced EFB (b) and alkaline-assisted ohmic heated EFB (c) 
compared to the unpretreated native EFB (a). After the severe grinding process, the size 
color reduced EFB has gone darker in its powdery form due to the friction created during 
grinding, resulting in heat generation. The color was slightly lighter for the ohmic-heated 
EFB, becoming more brittle than its original form.
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Morphological and structural changes of pre-treated and untreated EFB were analyzed 
using Scanning Electron Microscopy (SEM), as shown in Figure 3. Morphologically, one 
peculiar characteristic can be observed in native EFB, where this fiber has a higher rigidity 
index than other fibrous plant types, mainly due to its thick cell wall, which is much like 
the structures of wood cell walls compared to other types of plant cells. From the SEM 
image results, Figure 3(a), the raw fiber had a relatively smooth surface from the lignin 
or wax layer cover that protected it from rupture. On the other hand, both pre-treatments 
significantly altered the fiber morphology and caused some structural damage. Extreme 

Figure 3. SEM images under 250× magnification: (a) native EFB; (b) SR EFB; and (c) AA-OH EFB  

(a) (b)

(c)

Silica bodies

Silica holes

Figure 2. Physical appearances: (a) native EFB; (b) SR-EFB; and (c) AA-OH EFB
(a) (b) (c)
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size reduction of the EFB led to the tearing of the fiber wall surrounding the cellulose and 
hemicellulose components, as seen in Figure 3(b). This tearing or fracturing increases the 
surface area of EFB, which exposes more cellulose and hemicellulose to the subsequent 
pre-treatment processes. At the same time, a significant effect can be seen after the alkaline-
assisted ohmic-heating (AA-OH) process, as in Figure 3(c). Most of the outer layer of 
lignin was deteriorated and eliminated (Palamae et al., 2017; Azelee et al., 2014) where 
the cell walls were shattered, and lignin and cellulose were hydrolyzed, creating pores 
(Iberahim et al., 2013). 

Pores formed when pre-treatment using sodium hydroxide (NaOH) formed silica holes 
(Hamzah et al., 2020), as most of the silica components were removed with extractives 
on the EFB surface. Removing silica is crucial (Głazowska et al., 2018) because it may 
create precipitation of insoluble compounds, contributing to biomass recalcitrance. As 
the silica is deposited in the cell wall, it will protect the plant from enzymatic hydrolysis 
and microbial attack, acting as one of the physical barriers for fiber, which can cause 
problems during biomass utilization for bioenergy production (Hamzah et al., 2020; Le et 
al., 2015). Furthermore, after removing the lignin surfaces of the fiber, circular silica bodies 
were revealed to be deposited on the surfaces (Palamae et al., 2017). Hence, AA-OH pre-
treatment was managed by exposing the cellulose fibers and removing several inter-fiber 
materials, which opened spaces between the cellulose. It allowed better contact of cellulose 
to microbial or hydrolytic enzyme activity for an increment of glucose and biogas yield.

Lignocellulosic Composition of Untreated and Pre-treated EFB

The compositional analysis of native, size-reduced (SR), and alkaline-assisted ohmic heated 
(AA-OH) EFB was determined for lignin, cellulose, and hemicellulose content by using the 
TAPPI method. The native EFB was prepared accordingly at a particle size ranging from 
1 to 2 mm, whereas further size reduction of less than 0.5 mm was done for the SR EFB 
samples. The EFB samples (1–2 mm) were treated at 300 W of ohmic heating for 5 minutes 
at 80°C for AA-OH pre-treatment. The electrolyte solvent used was 1% w/v NaOH with 
a solid-to-liquid ratio of 1:100. After the ohmic heating pre-treatment, the ohmic cell was 
allowed to cool down first, then de-attached from the electrodes’ connecting. The slurry 
was then filtered through Whatman filter paper No. 1 and washed with distilled water to 
neutralize the sample. After sample drying at 60°C for 24 hours, the pre-treated samples 
were stored at room temperature for further analysis. 

From the chemical compositional analysis, as shown in Table 1, native EFB comprised 
lignin (23%), hemicellulose (36%), and cellulose (32%). Another 8% was comprised of 
extractives and other removal components in the sample. The results obtained were in the 
ranges found in the literature, which were 15%–30% lignin, 20%–45% hemicellulose, 
and 20%–65% cellulose (Hamzah et al., 2020; Krishnan et al., 2017; Mohammad et al., 
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2020; Wadchasit et al., 2020). The holocellulosic component in the EFB was the highest 
by combining the portion of hemicellulose and cellulose (68%). It proved that EFB is 
one of the perfect substrates for biogas production. On the other hand, the amount of 
lignin was comparable to the lignin content of hardwoods, which was in the range of 
15%–30% (Lourenço & Pereira, 2018; Tarasov et al., 2018) and considered to be high, 
which necessitates pre-treatment before being utilized as a substrate for biogas production.

From the initial study to investigate the ability of AA-OH pre-treatment on EFB 
delignification, chemical composition analysis, as in Table 1, has shown a significant 
positive effect. After SR pre-treatment, it was observed that reducing the particle size of EFB 
would lead to degradation of both lignin (1.1-fold decrease) and hemicellulose (1.0-fold 
decrease) content compared to Native EFB. Meanwhile, cellulose composition increased 
by 1.1-fold. The reduction of EFB’s particle size led to a decrease in its polymerization 
degree and crystalline structure of EFB (Diyanilla et al., 2020). Following that, the surface 
area of the substrate was increased (Mohammad et al., 2020), which would assist in more 
efficient enzymatic and microbial hydrolysis (Nabilah-Jansar et al., 2018). However, the 
cost of this size reduction for feedstock is quite expensive due to the notably high usage of 
energy for machinery operation, especially in large-scale utilization (Baruah et al., 2018; 
Cardona et al., 2018; Nabilah-Jansar et al., 2018). 

A higher reduction in lignin composition was observed for EFB pre-treated with AA-
OH, at a 1.2-fold reduction (19.3%), followed by SR (20.2%), compared to its original lignin 
content, which was 22.9%. In a similar situation for hemicellulose content, AA-OH reduced 
the component further than SR pre-treatment, with about a 1.1-fold reduction from 36.5% 
to 33.98% and 34.40%, respectively. At the same time, the composition of cellulose was 
increased in the pre-treated EFB for SR and AA-OH, which went up to 36.48% (1.1-fold 
increase) and 35.78%, respectively. The lignin and hemicellulose reduction and cellulose 
increment of the EFB after AA-OH pre-treatment are comparable to the SR pre-treatment. 
Even though there was no significant difference in lignin, hemicellulose, and cellulose 
content after both pre-treatments, the result still showed that even under mild conditions 
of treatment and without reducing the size of the substrate, AA-OH has good potential 

Table 1
Chemical composition of native EFB and pre-treated EFB

Components (w/w) % Native 
EFB

SR
EFB

AA-OH
EFB

Extractives 4.23 4.11 4.1
Lignin 22.85 20.22 19.30
Hemicelluloses 36.45 34.40 33.98
Cellulose 32.15 36.48 35.78
Removal (others) 4.32 4.79 6.85
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as a new pre-treatment method for EFB delignification. Hence, AA-OH parameters were 
optimized to find out the optimum condition for high delignification of EFB.

One Factor at A Time (OFAT) optimization approach was selected as the initial 
methodology for examining and validating the range of values assigned to each parameter 
under investigation in the delignification process of EFB. The parameters selection and 
value range for set parameters were referred to another delignification method, microwave-
assisted alkaline pre-treatment. Microwave-assisted alkaline delignification is a process that 
uses microwave irradiation and alkaline solutions to remove lignin from lignocellulosic 
biomass (Irmak et al., 2018). The process involves treating the EFB with an alkaline 
solution, followed by exposure to microwave radiation. The microwave radiation causes 
the alkali solution to heat up rapidly and efficiently penetrate the biomass, resulting in the 
breakdown of lignin and the release of hemicellulose and cellulose (Alexander et al., 2020). 
Nomanbhay et al. (2013) obtained 74% of lignin removal by microwave-assisted alkaline 
pre-treatment on EFB at 12 minutes of reaction time with 3% of NaOH used. Ying et al. 
(2014) required 60 minutes of reaction time using 2% NaOH solution at 120°C to achieve 
42% of lignin removal. Another study by Hamzah et al. (2020), showed an increment in 
the cellulose composition of EFB after microwave-assisted alkaline pre-treatment from 
37% to 49% of cellulose at 120°C for 1 hour reaction time, with 4% NaOH concentration. 

Hence, for this study, three factors for alkaline-assisted ohmic heating were selected: 
reaction times, F1 (5–25 mins), temperature, F2 (80–120°C), and concentration of NaOH, 
F3 (1–5 % w/v). The good ohmic heating condition depends mainly on the heat generation 
rate, system design, the electrical conductivity of the substrate used, electrical field strength, 
and treatment time (Timsit & Luttgen, 2016).  It was found that at EFB pre-treated using 
AA-OH at 300 W, 120°C for 25 minutes had the highest lignin (86.9%) and hemicellulose 
(75%) removal with the highest cellulose increment (63.2%), as represented in Figure 4. 
However, at a concentration of 3% w/v of NaOH, significant lignin and hemicellulose 
removal was already significant enough to utilize a moderate percentage of an alkaline 
reagent in EFB pre-treatment. 

This AA-OH showed better results than past studies using alkaline-assisted 
microwave heating (AA-MH). Akhtar et al. (2015) pre-soaked EFB in 8% v/v of sulphuric 
acid, H2SO4, then the slurry was autoclaved for an hour and followed with AA-MH 
using 2.5M NaOH solution, microwaved at 10000W, 110°C for 90 minutes. The method 
managed to remove only 72% of lignin content. Pre-treated EFB using AA-MH with 1% 
w/v NaOH at 550W microwave power for 12.5 minutes, successfully removing 59% of 
lignin (Fatriasari et al., 2017). The study revealed that extending the reaction time beyond 
25 minutes and increasing the temperature beyond 120°C resulted in the highest removal 
of lignin and hemicellulose and an expected increase in cellulose yield. However, to gain 
further insight into the limitations of each parameter in EFB delignification, the study 
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will be further optimized using the Response Surface Methodology (RSM) optimization 
method. This approach will enable a more comprehensive analysis of outliers within the 
designated parameter range.

Figure 4. Lignocellulosic composition of OFAT optimization for AA-OH EFB by parameters of: (a) reaction 
time; (b) temperature; and (c) concentration of NaOH
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When the alternating electric (AC) current passes through the EFB samples, it causes 
the ions in the electrolyte (NaOH) to move towards electrodes with opposite charges 
(Alkanan et al., 2021; Aurina & Sari, 2022). The ions will collide among them, causing 
them to be restricted from moving, thereby increasing kinetic energy in the system and 
generating heat instantly and volumetrically inside the lignocellulosic structure of EFB. 
The longest residence time (25 minutes) of EFB showed higher lignin reduction (26.5%) 
even at low temperatures (80 °C) and low NaOH concentration. The long contact time of 
EFB with the electric current that passes through it at constant temperature will enhance 
the rupture of lignin and hemicellulose structure, producing higher cellulose content. 
The heat generated depends on the current induced by the field’s voltage gradient and 
the substrate’s electrical conductivity (EC). Whereas EC increases with the presence 
of ionic substances (Bhagwan et al., 2019; Ozkan et al., 2019; Zhuiykov, 2018), thus 
explaining the high lignin and hemicellulose removal at high NaOH concentrations 
due to high electrical conductivity. Therefore, heat and kinetic energy generation will 
increase the system’s temperature. 

At a higher temperature (120°C), while keeping the ohmic heating power and time 
constant at 300W and 25 minutes, respectively, results obtained demonstrate better cellulose 
production (54%) and removal of lignin (42%) and hemicellulose (64%). AC power is 
utilized in the ohmic heater, so the heating occurs continuously (Aurina & Sari, 2022). OH 
involves internal mass heating, where heat is generated and transferred from the internal 
treated medium into the system, which differs from conventional heating in that heat is 
transferred from the device into the medium (Hamzah et al., 2020). Therefore, such rapid, 
intense internal heating caused the rupture of the lignocellulosic structure, which allowed 
more access for cellulose solubilization by alkaline reagent, disrupting the crystalline 
structure (Akhtar et al., 2015).

CONCLUSION

In conclusion, AA-OH pre-treatment is suitable for the delignification of EFB with 
high lignin and hemicellulose removal and high cellulose recovery. Morphological 
and lignocellulosic compositional analysis of pre-treated EFB showed positive results 
with significant lignin reduction even at low pre-treatment conditions. These method 
combinations are more economical and environmentally friendly by reason of a reduction 
in the number of operational steps. Moreover, they also demonstrated an excellent 
delignification efficiency of feedstock. This study will be further developed to optimize 
processing parameters using Response Surface Methodology (RSM), analysis for reducing 
sugar, and inhibitors for biogas production by anaerobic digestion and dark fermentation 
process.
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ABSTRACT
The most researched elastomer in recent years is polydimethylsiloxane (PDMS), which has 
several uses in various engineering industries. One of the PDMS’s key characteristics is its 
hyper-elasticity nature, which enables the production of sensors, flexible electrical circuits, 
transducers, and antennas. This study used the hyper-elastic constitutive models to predict the 
mechanical behavior of incompressible, isotropic, and hyper-elastic material PDMS under 
uniaxial tension. These models are curve-fitting tools that consist of strain energy density and 
stress functions. To pursue the analysis, a new formulation of PDMS substrate was proposed, 
and a tensile test was performed to evaluate its stress-strain behavior. The experimental data 
was implemented on various hyper-elastic models using Abaqus, like Mooney-Rivlin, Yeoh, 
Ogden, and reduced polynomial models. The goodness of fit of every model was evaluated 
by calculating R2 values. Consequently, among these models, the reduced polynomial model 
with 6 material constants possessed the highest R2 value (0.9936) and was considered the 
best-fit model among the other models. Furthermore, the material constants of this model 
were applied to the 3D dumbbell-shaped model of PDMS in Abaqus for its validation. The 
boundary conditions were applied on the model similar to the experimental setup, as 33 mm 
displacement on one end and the other was fixed with all DOF. For mesh quality and mesh 

sensitivity of the material, various mesh 
sizes with the linear formulation (C3D8RH) 
were utilized, and the best mesh size was 
selected to evaluate very close results with 
the experimental. 

Keywords: Characterization of material, FEM 
analysis, hyper-elastic material models, material 
parameters, polydimethylsiloxane 
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INTRODUCTION

Recently, the most popular building material of the siloxane family is polydimethylsiloxane 
(PDMS). Much work has been done on the applications of PDMS based on its several 
characteristics and properties like flexibility, elastomeric properties, high chemical 
resistivity, gas permeability, optical transparency (Izdihar et al., 2021; Martin & Bhushan, 
2017), corrosion resistance, bio-compatible (Hassler et al., 2011), thermally stable and 
viscoelastic nature (Roh et al., 2016). It can easily mold into any shape and is cheaper than 
other elastomers. In addition, PDMS is non-toxic, non-flammable, and inert. It has a large 
variety of applications in mechanical, electrical, electronics and biomedical fields (Jewkes et 
al., 2018) such as stretchable electronic circuits (Zulfiqar et al., 2020; Zulfiqar et al., 2021), 
mechanical & electrochemical sensors (Casanova-Moreno et al., 2017), robotics, micro-
fluid channels (Akther et al., 2020; Bashirzadeh et al., 2018) and Micro-electromechanical 
systems (MEMS)/Nano Electro-Mechanical System (NEMS) (Yu & Zhao, 2009).

PDMS, a rubber-like hyper-elastic material, is characterized by low elastic and high 
bulk modulus. The hyper-elastic materials possess large elastic strain and deformation 
under small volumetric changes. These materials are generally incompressible and do not 
obey Hooke’s law, but they retain excellent energy absorption properties. The mechanical 
behavior of hyper-elastic materials can be characterized by implementing two methods: 
experimental and numerical simulation (Aziz et al., 2020; Íñiguez-Macedo et al., 2019; 
Sugihardjo et al., 2018; S Zulfiqar et al., 2022). Hence, several tests are available for the 
mechanical characterization of PDMS, such as tensile, fatigue, and creep tests (Doan & 
Mertiny, 2020; Martins et al., 2010).

Universal Tensile Machine (UTM) is used for different tensile tests. However, for 
rubber-like materials, ASTM D412 Type C standard (ASTM D412-16, 2021) is opted to 
make samples. The dog bone-shaped sample is fixed in the two holding grips of the machine 
in which one side is fixed, and the other is movable, having incremental displacement. 
This test’s main objective is to determine a material’s elastomeric properties. From this 
approach, the more realistic results with higher accuracy are obtained. On the other hand, 
using numerical software, like Abaqus, Ansys, and SolidWorks, has become more trending 
(Ribeiro et al., 2018; Souza et al., 2020; Xue et al., 2016). Several hyper-elastic material 
models for incompressible and isotropic materials, based on the experimental stress-strain 
data (uniaxial and biaxial) have been proposed in the last 80 years (Anssari-Benam & 
Bucchi, 2021; Beda, 2007; Bien-aimé et al., 2020; López-Campos et al., 2019; Nunes, 
2011; Sattarian & Ghassemi, 2019; Tansel et al., 2020) that give better agreement with 
uniaxial tensile test data and pure shear data (Beda & Chevalier, 2003; Pucci & Saccomandi, 
2002). The popular hyper-elastic material models based on classical Gaussian law (Boyce 
& Arruda, 2000; Meissner & Matějka, 2002; Wineman, 2005) are Neo-Hookean, Mooney-
Rivlin, Yeoh, and Ogden models. The selection of these models depends on experimental 
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data and working strain range such as Neo-Hookean 30%, Mooney-Rivlin 30% compression 
& 200% tension, and Ogden up to 700% or more (Faghihi et al., 2014; Gonzalez et al., 
2008; Kim et al., 2012; Yu & Zhao, 2009).

The main objective of this study is to characterize the mechanical behavior, in terms 
of modulus of elasticity and strength, of the proposed PDMS substrate by implementing 
uniaxial tensile test data on Mooney-Rivlin, Ogden, Yeoh, and reduced polynomial models. 
The uniaxial tensile test is done to calculate the elastic modulus and tensile strength of the 
PDMS substrate. Based on stress-strain experimental results, the most suitable constitutive 
model is selected to simulate the behavior of PDMS further. Finally, FEM analysis is 
carried out in Abaqus/CAE software to validate material characterization using the material 
parameters of selected hyper-elastic models on a 3D dumbbell-shaped model under the 
same boundary conditions used in uniaxial tensile testing. The accuracy of simulated results 
will be improved by mesh sensitivity and mesh quality analysis.

HYPER-ELASTIC CONSTITUTIVE MATERIAL MODELS

The mechanical behavior of hyper-elastic materials is calculated by FEM analysis. The 
accurate constitutive material model is selected to reproduce the non-linear hyper-elastic 
behavior of a material. The hyper-elastic models are categorized into two types of models: 
micro-mechanical and macro-mechanical models. Micro-mechanical models work on the 
methodology of unit cells and manufactured by using different chemicals, while on the 
other hand, macro-mechanical models study the material’s behavior on an experimental 
data basis. The tensile test is very important for macro-mechanical models to get the 
experimental data.

Hyper-elastic material models determine the non-linear behavior of hyper-elastic 
materials like elastomers and rubbers. These models do not work under simple Hooke’s law 
and have a non-linear stress-strain relationship. The hyper-elastic materials are considered 
to be isotropic and incompressible and have the capability to come to their original shape 
after unloading, and their flexibility is independent of strain rate (Ali et al., 2010). Such 
materials also have non-linear mechanical properties under high strain rates. The theory of 
hyper-elastic materials is defined as a function of strain energy or Helmholtz free energy. 
Helmholtz free energy measures the work output in the closed thermodynamics system 
under constant volume and temperature (Wriggers, 2008). The strain energy function plays 
a very important role in developing a hyper-elastic model by assuming different shapes 
based on the type of material used. It is also known as the stored energy function obtained 
by considering thermodynamics and symmetry (Wriggers, 2008). Mathematically, for 
isotropic and incompressible materials, the strain energy (W) function depending on three 
strain invariants is W = f (l1, l2, l3). The strain invariants in terms of principal stretches (λ) 
are given as Equations 1–3:
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For incompressible materials, the strain energy function can be written in terms of 
deviatoric strain energy (Wd) and volumetric (Wv) strain energy, as given in Equation 4. 
Hence, the general strain energy (W), stress (σ), and stretch ratio (λ) equations are expressed 
in Equations 5–7.
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Where J is the Jacobean determinant, C ij and D k are material constants. In the case of 
incompressible materials, J = I 3 = detF = 1 and hydrostatic pressure (p) are negligible, so 
Equations 5 and 6 are reduced to Equations 8 and 9, respectively.
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Further, the simple stress equation for hyper-elastic deformation behavior in uniaxial, 
equi-biaxial, and pure shear extension are expressed in Equations 10-12 (Bien-aimé et al., 
2020). In case of uniaxial, 𝜆𝜆2 = 𝜆𝜆3 = 1 √𝜆𝜆⁄  .
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Mooney-Rivlin Model

Mooney-Rivlin model is a phenomenological type model that gives better convergence 
for a relatively large deformation rate than the Neo-Hookean model (Guo & Sluys, 2006). 
It is the extension of the Neo-Hookean model, which provides more accurate results. The 
Mooney-Rivlin model is limited to the uniaxial loading and does not work under biaxial 
or shear and complex loadings. This model has different forms based on the number of 
parameters, namely material constants. The selection of a number of parameters of this 
model depends on the type of stress-strain curve (Guo & Sluys, 2006). The general form 
of strain energy function (W) of the Mooney-Rivlin model is given in Equation 13, and the 
uniaxial stress (σuniax) with N number of material constants (C ij) is defined in Equation 
14 for incompressible materials.
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Ogden Model

The Ogden material model is chosen to describe the non-linear behavior of complex 
materials like polymers, rubber, and tissues. It usually works under a larger deformation 
strain rate of up to 700%. The strain energy and uniaxial stress functions are generally 
expressed by Equations 15 and 16, respectively. 
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Where W  is the strain energy density function, N  is the number of terms in series, λi  (i 
= 1,2,3) is deviatoric principal stretches, μi, and αi are temperature dependent material 
constants.

Yeoh Model

The most appropriate model used for incompressible materials is the Yeoh model because 
it only involves a third-order polynomial with I 1 dependence (first invariant deformation). 
It also produces more accurate results than the Neo-Hookean model due to its higher-order 
first invariant terms. However, it is very difficult to determine the dependence of Helmholtz 
energy on second or more invariant deformation terms. Therefore, Yeoh neglected I 2 and 
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higher-order terms. This model is also known as a reduced polynomial model (N=3), and 
for incompressible materials, the strain energy function and uniaxial stress can be expressed 
in Equations 17 and 18, respectively.
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Polynomial and Reduced Polynomial Model

A phenomenological model of rubber elasticity is the polynomial hyper-elastic material 
model. The elastic characteristics of compressible materials can also be described using 
this approach. It is also a general form of the Neo-Hookean, Mooney-Rivlin, and Yeoh 
hyper-elastic models and can be extended up to six orders. The polynomial model’s strain 
energy density function is defined in Equation 5 (Ju et al., 2014). The strain energy equation 
becomes the Mooney-Rivlin model for N – 1, and the incompressibility factor equals zero. 
However, if all the C ij parameters are equal to zero except j  ≠ 0 , then the final form of the 
polynomial hyper-elastic model is converted to a reduced polynomial hyper-elastic model. 
The strain energy equation is reduced to the general form of the Yeoh model (Equation 17). 
The respective uniaxial stress equation of this model is given in Equation 19.

σuniax = 2[C10 + 2C20 (I1 – 3) + 3C30 (I1 – 3)2 + 4C40 (I1 – 3)3 + 5C50 (I1 – 3)4 6C60 (I1 – 3)5]
          [19]

MATERIALS AND METHODS

Materials and Sample Preparation

The properties and functions of these materials are illustrated in Table 1: Poly(dimethylsiloxane) 
hydroxyl-terminated (PDMS-OH), fume silica, (3-glycidyloxypropyl) trimethoxysilane 
(ETMS), toluene, and dibutyltin dilaurate (DBDTL). 

The substrate was prepared using PDMS-OH (hydroxyl terminated) as a base polymer 
and (3-glycidyloxypropyl) trimethoxysilane (ETMS) as cross–linking agent in a ratio of 
33:1 (33 parts base polymer and 1 part cross-linking agent). The base polymer was mixed 
with a viscosity controller (fume silica) and solvent (toluene) for 30 minutes. After that, 
ETMS was added and mixed for the next 10 minutes. Finally, DBDTL catalyst was mixed 
into the solution to boost the reaction. The solution was then poured into a rectangular 
mold to get the rectangular-shaped sheet after curing for 24 hours at room temperature. 
The three samples of cured PDMS sheets were cut into dumbbell shapes of ASTM D412 
Type C standard (Figure 1).
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EXPERIMENTAL AND CURVE 
FITTING OF HYPER-ELASTIC 
MODELS

PDMS samples were subjected to uniaxial 
tensile testing under a 10 mm/min loading 
rate and 10 kN load cell at room temperature. 
The test samples were gripped at the two 
ends with 33 mm length. The modulus of 
elasticity was obtained from the stress-strain 
curve at small strain values where stress is 
directly proportional to the strain (validate 
Hooke’s law). Figure 2 shows the non-linear 
behavior of PDMS substrate in uniaxial 
tensile testing.

The engineering stress-strain data was 
introduced into Abaqus/CAE software to 
perform the FEM analysis and curve fitting 
of material (Ali et al., 2010; Subhani & 
Kumar, 2009) using different built-in hyper-
elastic models such as Mooney-Rivlin, 
Yeoh, Ogden, and reduced polynomial. The 

Table 1
Materials with their properties and functions 

Materials Function Properties
PDMS-OH Epoxy resin (binder) Mol. wt.: 110×103 g/mol

Viscosity: 50×103 cSt
Fume silica Viscosity controller Particle size: 5–50 nm

Specific gravity: 2.2–2.3 g/ml
Toluene Organic solvent Mol. wt.: 92.14 g/mol

Purity: 99%
Density: 0.867 g/ml

ETMS Cross-linking agent Mol. wt.: 236.34 g/mol
Purity: ≥ 98%
Specific gravity: 1.07 g/ml

DBDTL Catalyst Mol. wt.: 631.56 g/mol
Purity: 95%
Density: 1.066 g/ml

Figure 1. PDMS sample based on ASTM D412 type 
C standard

Figure 2. Engineering stress-strain curve of uniaxial 
tensile data of PDMS material
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curve fittings of all these models with respect to the experimental data are depicted in Figure 
3. In addition, every hyper-elastic model’s accuracy or goodness of fit was examined by 
coefficient of determination (R2 ) values. For the best fit hyper-elastic model, the value of 
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R2 must be obtained as 1 or very close to 1. However, the general formula for calculating 
R2 is given in Equation 20.

𝑅𝑅2 = 1 −
∑ �𝑌𝑌𝑖𝑖 ,𝑒𝑒𝑢𝑢𝑝𝑝 − 𝑌𝑌𝑖𝑖 ,𝑚𝑚𝑜𝑜𝑑𝑑𝑒𝑒𝑚𝑚 �

2𝑢𝑢
𝑖𝑖=1

∑ �𝑌𝑌𝑖𝑖 ,𝑒𝑒𝑢𝑢𝑝𝑝 − 𝑌𝑌𝑖𝑖,𝑒𝑒𝑢𝑢𝑝𝑝��������2𝑢𝑢
𝑖𝑖=1

       [20]

The parameters used in Equation 20 are defined as n is the total number of data points, 
I represent the integer values from 1 to n, Y exp demotes the experimental stress values 
w.r.t. the stretch ratio (λexp), Y exp  is the average value of experimental stress data, and 
Y model gives the stress values obtained by curve fitting of hyper-elastic model w.r.t. the 
stretch ratio (λmodel).

According to Figure 3, the reduced polynomial (N = 6) hyper-elastic model shows 
stability for all strain values and volumetric data, whereas the other hyper-elastic models 
are not stable under small and large deformations with the particular uniaxial tensile test 
data. Hence, the material coefficients and accuracy of respective hyper-elastic constitutive 
models obtained by curve fitting analysis are listed in Tables 2 and 3.

From Tables 2 and 3, it can be seen that the lowest coefficient of determination value 
(R2), i.e., 0.8991, was obtained by using Mooney-Rivlin (N = 2), while the highest R2 value 
using a reduced polynomial model with 6 number of material constants was calculated 
as 0.9963. This value explained the accuracy of the hyper-elastic model w.r.t. to the 
experimental test data. Thus, based on its accuracy and curve fitting graph, the reduced 
polynomial hyper-elastic model was selected as the best fit hyper-elastic model (Figure 3). 

Figure 3. Curve fitting of experimental tensile data for PDMS material using different hyper-elastic 
constitutive models
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Table 3 
Material constants and accuracy of the Ogden model 

FE Model
Material Constants

R2

μ1  (MPa) μ2 (MPa) μ3 (MPa) α1 α2 α3

Ogden (N = 3) 0.347 -0.149 -0.194 1.998 2.269 1.698 0.9814

Table 2 
Material constants and accuracy of Mooney-Rivlin, Yeoh, and Reduced Polynomial models 

FE Models
Material Constants [Cij, MPa]

R2C10 C20 C30 C40 C50 C60 C01

Mooney-
Rivlin 
(N = 1)

3.65×10-3 - - - - - -1.44×10-3 0.8991

Yeoh 
(N = 3) 2.45×10-3 1.61×10-4 -7.83×10-6 - - - - 0.9474

Reduced 
Polynomial 
(N = 6)

1.94×10-3 8.20×10-4 -1.65×10-4 1.57×10-5 -7.18×10-7 1.28×10-8 - 0.9963

NUMERICAL ANALYSIS AND VALIDATION OF BEST FIT HYPER-
ELASTIC MODEL

In this study, the numerical analysis was simulated initially by considering only the elastic 
region of the specimen. The goal of employing PDMS’ elastic characteristics in FEM 
simulation was to acquire strain values in the elastic area. A 3D dumbbell-shaped model 
based on the ASTM D412 type C standard was developed, as shown in Figure 4.

The material properties of PDMS were implemented on the above model. These properties 
include modulus of elasticity as 0.48 MPa and Poisson’s ratio as 0.499. The material constants 
of reduced polynomial (N=6), such as C10 = 0.00194, C20 = 0.00082, C30 = –0.000165, C40 = 
1.57 × 10–5, C50 = –7.18 × 10–7 and C60 = 1.28 × 10–8, were chosen based on its high accuracy 
value than the other hyper-elastic models. The element type 8-node linear brick, hybrid 
formulation, constant pressure, reduced integration, and hourglass control (C3D8RH) opted 

Figure 4. 3D model for PDMS material as per ASTM 
D412 type C standard
Note. Dimension unit in mm

for meshing. After meshing, the boundary 
conditions, as per uniaxial tensile testing, 
were set as all degree of freedom (DOF) 
was fixed at the one end of the model, which 
illustrates that all number of nodes were 
restricted to move in any direction, making 
that end equivalent to the fixed lower jaw of 
UTM. On the other hand, the displacement 
of about 33 mm was applied on the other end 
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of the model in the x-direction. There would be no displacement in the other two directions, 
i.e., the y and z directions were fixed (Uy = Uz = 0). The boundary conditions and meshing 
of the proposed parametrized FE model of PDMS material are depicted in Figure 5. 

In the C3D8RH element type, the pressure or stress is considered an independent 
interpolated solution variable connected with displacement solution via constitutive theory 
(Shahzad et al., 2015). The mesh sensitivity analysis for the uniaxial tensile test was 
investigated upon establishing the FE model. This analysis aims to determine the ideal 
element size, type, and numerical formulation to get good results with the least computational 
work. Different mesh sizes, such as from 2 mm to 0.5 mm of linear formulation, were 
utilized to evaluate the stress-strain values of the PDMS model along the x-direction. The 
simulated stress-strain values were then compared with the experimental values to validate 
the best-fit hyper-elastic model with the respective mesh size. To determine the quality 
and convergence of mesh size for the simulated results with experimental data, the mean 
absolute error (MAE) against each mesh size (Martinez et al., 2018; Gómez et al., 2017; 
Lorza et al., 2017) was calculated using Equation 21.

𝑀𝑀𝑀𝑀𝑀𝑀 =
1
𝑘𝑘
��𝑌𝑌𝑚𝑚 ,𝑒𝑒𝑢𝑢𝑝𝑝 − 𝑌𝑌𝑚𝑚 ,𝐹𝐹𝑀𝑀�
𝑘𝑘

𝑚𝑚=1

       [21]

Where k represents the total number of stress-strain data points with m = 1,2,3, ... , k 
integers. The experimental and FE stress values with m  number of points are denoted by 
Y m,exp, and Y m,FE, respectively. 

In addition, the mesh quality enhancement of different mesh sizes is a significant issue 
for various real-world problems. The results obtained after simulation can be affected by 
the analysis of the element quality of the mesh. There are variable methods used to improve 

Figure 5. 3D dumbbell-shaped model of PDMS material: (a) Meshing; and (b) boundary conditions

(a)

(b)

Fixed support
U x =U y = U z = 0
R x =R y = R z = 0

Displacement
U x = 33 mm

the quality of mesh sizes, such as aspect 
ratio (Parthasarathy & Kodiyalam, 1991), 
Jacobean ratio, and maximum/minimum 
angles (Chen et al., 2003; Dassi et al., 2016; 
Ma & Wang, 2021). This research examined 
the aspect ratios of all the mesh sizes, i.e., 
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from 2 mm to 0.5 mm, to determine the mesh quality factor. The aspect ratio is, however, 
defined as the ratio of the longest edge and the shortest normal dropped from a vertex to 
the opposite face of the element. A good quality mesh must possess an aspect ratio value of 
less than 5 for the majority of its elements, i.e., equal to or greater than 90% (SYSTEMES, 
2021). The high aspect ratios are related to the greater discrepancies of the FE modeling 
and negatively influenced the convergence of the simulation results. Maintaining the ideal 
aspect ratio value of 1 for complicated geometries is impossible. Therefore, the modest 
values of aspect ratios can be retained in the crucial regions of the domain to ensure the 
fidelity of the simulated results. To highlight the elements with an aspect ratio larger than a 
certain value, the user must set a criterion in the Verify Mesh tool of Abaqus. Nonetheless, 
the two aspect ratios greater than 10 and greater than 3 were chosen for the mesh quality 
analysis of different mesh sizes of the PDMS material. 

Besides, the simulated stress-strain values of the reduced polynomial hyper-elastic 
model were acquired in the natural logarithmic scale. The obtained stress-strain data were 
converted into engineering stress-strain using Equations 21 and 22 to compare with the 
experimental data. However, Table 4 shows the simulated engineering stress-strain values 
at different mesh sizes along with the respective number of nodes, elements, computational 
cost, aspect ratios, and MAE  error.

𝜎𝜎𝑡𝑡𝑒𝑒𝑢𝑢𝑒𝑒 = 𝜎𝜎𝑒𝑒𝑢𝑢𝑒𝑒 𝑒𝑒𝜀𝜀𝑡𝑡𝑒𝑒𝑢𝑢𝑒𝑒 = 𝜎𝜎𝑒𝑒𝑢𝑢𝑒𝑒 (1 + 𝜀𝜀𝑒𝑒𝑢𝑢𝑒𝑒 ) 

𝜀𝜀𝑡𝑡𝑒𝑒𝑢𝑢𝑒𝑒 = ln(1 + 𝜀𝜀𝑒𝑒𝑢𝑢𝑒𝑒 ) 

 

     [21]

          [22]

The parameters in Equations 21 and 22 are as follows: σtrue gives the true stress 
values, σeng represents the engineering stress, and εtrue and εeng denote the true strain and 
engineering stress values, respectively.

It is worth noticing from Table 4 that by decreasing the mesh sizes from 2 mm to 0.5 
mm, the number of nodes and elements increased, which provides the stress-strain simulated 
results very close to the experimental results. The accuracy of the results increased by 
increasing the number of nodes and elements, but the main purpose of meshing was to 
validate the stress-strain data of the best-fit hyper-elastic model with the experimental data. 
0.6 mm and 0.5 mm mesh sizes possessed the lowest MAE  of 0.049% than the other mesh 
sizes, but it is not enough to select the mesh size based on MAE  only. Therefore, other 
factors such as aspect ratio and computational cost are also very important in choosing the 
best mesh size for PDMS material. For this purpose, 0.8 mm mesh size exhibited the lowest 
aspect ratio of 1.93 with the acceptable MAE  (0.053%) and computational cost of 331 
seconds. The maximum von Mises engineering stress and strain were obtained at 0.8 mm 
as 0.009890 MPa and 0.783718, respectively. Consequently, these simulated stress-strain 
values agree with the experimental stress (0.011140 MPa) and strain (0.78450). Based on 
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these results, a 0.8 mm mesh size of C3D8RH linear formulation was opted to validate 
the best-fit hyper-elastic model, i.e., reduced polynomial (N  = 6). Thus, the contour plots 
of von Mises true stress and maximum principal true strain along x–the direction for the 
particular mesh size and element type are illustrated in Figure 6. 

According to the contour plots, the maximum variation in stress and strain occurred at 
the necking of the 3D dumbbell-shaped model of the PDMS material because the boundary 
conditions with 33 mm gauge length, were applied simultaneously at the two ends of the 
sample, i.e., 33 mm displacement along x-direction at one end and all degree of freedom 
fixed on another end. 

Table 4 
Various mesh sizes with aspect ratio and mean absolute error of PDMS 

Mesh 
Size 
(mm)

Nodes Elements Computational 
cost (sec)

Aspect 
Ratio

Max. von Mises 
engineering stress 

(MPa)

Max. principal 
engineering 

strain
MAE (%)

2.0 1026 448 27 2.23 0.009081 0.728519 0.082
1.8 1560 704 44 2.21 0.009154 0.733456 0.075
1.6 2064 935 56 2.01 0.009537 0.759615 0.063
1.4 2790 1288 71 2.15 0.009647 0.767076 0.061
1.2 3328 1545 78 2.29 0.009679 0.769281 0.060
1.0 6840 4284 215 2.18 0.009794 0.777118 0.058
0.8 10296 6510 331 1.93 0.009890 0.783718 0.053
0.7 12600 8016 419 1.99 0.009968 0.789038 0.053
0.6 24480 17661 1026 2.0 0.010043 0.794167 0.049
0.5 33740 24480 1870 1.94 0.010110 0.798581 0.049

Figure 6. Contour plots of the Reduced Polynomial (N  = 6) model: (a) Simulated true strain; and (b) 
simulated true stress

(a) (b)

0.578

0.434

0.289

0.145

0.000

0.018

0.013

0.009

0.004

0.000



3071Pertanika J. Sci. & Technol. 31 (6): 3059 - 3075 (2023)

Numerical Analysis and Validation of Polydimethylsiloxane

CONCLUSION

In this work, the mechanical behavior of PDMS was characterized through uniaxial tensile 
test and hyper-elastic material models. The uniaxial tensile test data obtained by UTM was 
imported into Abaqus, and curve fitting for different hyper-elastic material models was 
carried out. Among these hyper-elastic models, the reduced polynomial (N  = 6) model was 
the most adequate solution for fitting the maximum points of experimental data according 
to the evaluation of the coefficient of determination (R2) value of every hyper-elastic 
model. However, the reduced polynomial model exhibited the highest R2 value (0.9963) 
than others. The FE simulation was then conducted on the PDMS sample to validate the 
reduced polynomial model. For this purpose, the analysis was carried out under the same 
boundary conditions as in the experimental analysis, i.e., fixed all DOF at one end, and 33 
mm displacement was applied on the other end along the x-direction. The material constants 
of the best-fit hyper-elastic model were implemented on the 3D model. The simulation 
used different mesh sizes (2 mm to 0.5 mm) of C3D8RH linear formulation element type. 
The accuracy of the simulated results was improved by performing mesh quality analysis 
in terms of aspect ratio, and the MAE error of every mesh was also calculated. Based 
on these criteria, 0.8 mm mesh size possessed the lowest MAE error (0.053%) with 331 
seconds computational cost and the lowest aspect ratio of about 1.93 than other mesh 
sizes. Consequently, the stress-strain data of the reduced polynomial model with 6 material 
constants agreed with the experimental stress-strain data points. Thus, this model can better 
fit the test and simulated data with the same boundary conditions. The results of numerical 
simulation might be different from experimental values if the displacement and thickness 
values of the material change.
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ABSTRACT

One of the most critical steps in forming an ultrasound image is beamforming, which 
determines the nature and shape of the sound waves produced. It allows for generating 
either sound waves focused on a specific depth in the area to be explored (focused beam) 
or plane waves. The control of the piezoelectric elements forming the probe causes the 
difference between these modes. In this paper, we focus on generating the commands for 
the beamforming transmission for both focused and plane wave techniques. The produced 
signals of the command were applied to the transducers to achieve the desired sound beam. 
Eventually, we design and implement the algorithm using a low-cost AlTera DE10-lite 
development board. The results show that despite not optimizing the hardware, the board 
was able to generate the necessary signals efficiently with less than 4% as logic elements 
requirement and used memory of 0% in the most complex and demanding scenario. Given 
the speed of access they present, we replace the use of memory with registers.

Keywords: Focused beamforming, low-cost FPGA platform, plane waves, ultrasound 

INTRODUCTION

Ultrasound is one of the most used medical 
imaging modalities thanks to its multiple 
benefits, including ease of use, patient 
and doctor safety, and, most importantly, 
portability (Maeda et al., 2012). Thanks 
to its underlying technology and principal 
component, the probe -often small in size- 
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makes it easy to carry and move; ultrasound is considered one of the highly coveted tools 
in medical imaging.

Nevertheless, the major disadvantage of this medical imaging technique lies in the 
image quality compared to MRI or even X-ray. The ultrasound image suffers from artifacts 
that decrease its quality in resolution and contrast; consequently, several works have been 
done to improve the quality of the image. These works have targeted one or more specific 
parts of the ultrasound image production process.

Beamforming is among the most scrutinized areas for potential enhancements of 
ultrasound image resolution. Many works have been published in this area showing 
the beamforming impact on image quality. Demi (2018) presents a work as a guide for 
Ultrasound Beamforming where the quality of each technique is discussed. Agarwal 
et al. (2016) propose an architecture of a real-time delay calculator for digital-focused 
beamforming in an ultrasound imaging system using a curved probe. In Tanter and Fink 
(2014), the authors have presented plane waves (PW) as an ultrafast imaging technique 
that directly affects signal processing speed. Tang et al. (2021) admit the ability of PW 
to improve frame rate; they accordingly suggest a reconstruction method via attention 
mechanism and Unet-based GAN (AUGAN) to improve the resolution quality. Liebgott 
et al. (2016) have launched a challenge that presented a cornerstone for all the work that 
has followed and prompted us to develop a suitable interface command to generate PW.

FPGA provides a very appealing option that balances high flexibility, design cycle, 
affordability, and performance (Seng et al., 2021). Nowadays, (FPGA) can be realized 
in millions of logic gates thanks to the new advances in IC design technology (Babu & 
Parthasarathy, 2021). The FPGA has configurable logic blocks (CLBs) that contain flip-
flops and look-up tables (LUTs), allowing the platform to perform various logic functions. 

Several works have been carried out to optimize the implementation of different 
architectures to reduce the resources used or refine the results obtained. Assef et al. 
(2012) present a digital beamformer system transmission for generating simultaneous 
arbitrary waveforms to command just 8 channels. In this respect, we have achieved an 
implementation of 8 times more efficient and 15 times cheaper. Almekkawy et al. (2014) 
used a mid-range FPGA chip Altera Arria V FPGA to implement a full dynamic beamformer 
by using the implementation of the delay summation through a bulk (coarse) delay and 
fractional (fine) delay in the reception process.  

Agarwal et al. (2021) proposed implementing a compact architecture of the reception 
beamformer using a hardware-efficient dynamic delay calculator. They use an adaptive 
apodization system architecture based on an IEEE single-precision arithmetic and a focusing 
mechanism to produce high-quality B-mode images, and the presented architecture uses 
only 60% of the Xilinx Virtex5 XC5VLX330 FPGA hardware resources. Risser et al. (2021) 
used a very powerful device: the 1024-channel DiPhAS compared to the FPGAs mentioned 
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above regarding channel handling, with the main advantage of controlling all elements 
simultaneously without multiplexers. The DiPhAS consists of four individual 256-channel 
systems. Kidav et al. (2022) propose a hardware solution integrating the analog front‐end 
using mid-range FPGA Xilinx® Kintex‐7 to command 128 channels. Boni et al. (2018) 
present an open-source platform where all the different parts responsible for producing the 
sound waves, as well as the reception of the echoes and their treatment until the formation 
of the ultrasound image, were well described. This work deeply dissects a commercial 
ultrasound scanner that clearly shows the separation between its parts, motivating us to 
produce this paper. 

In this article, we propose the implementation of an efficient, low-cost FPGA to 
generate commands, allowing the production of two beamforming techniques, focused 
beam and plane wave (PW). The implementation is done on a low-cost FPGA DE10-lite 
Development Board. In addition, the MAX 10 FPGA on the DE10 lite board used in this 
work has hardcore memory blocks called SDRAM to address the rising demand for memory 
to execute complex mathematical operations and sequential tasks. Also, it provides a 32-
bit processor called NIOS II. 

Ultrasound Hardware

The ultrasonic medical image creation chain encompasses the probe, control system, 
transmission process, reception process, switch, and monitor, which are the essential 
components of an ultrasonic image system, as depicted in the block diagram (Figure 1). 
Transducers, piezoelectric components that emit wave sound and translate received echoes 
into a signal, make up the probe, a crucial component of an ultrasonic system; it presents 
a central part of the probe (Figure 2).

Figure 1. Block diagram of the ultrasound imaging system
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The probe consists of small adjacent 
elements called transducers, as shown in 
Figure 2 (Powles et al., 2018); the transducer 
activities will be split into two stages, the 
first of which is known as the excitation 
stage and lasts 1% of the total duration 
(Hoskins et al., 2010). During this phase, the 
transducer only creates soundwave pulses. 
The second stage is the hearing phase, when 
the transducer gets echoes; this phase is 
critical for picture quality.

The sound beam used in the ultrasound 
could be of different shapes, depending on 

Figure 2. The probe

the way the transducers are controlled. Each specific control of the transducers gives a 
sound beam of a specific shape (Figure 3), from which comes the necessity to dedicate 
this work to generating the different controls that could be applied to the probe elements. 
This mission is entrusted to an FPGA board able to control simultaneously a consequent 
number of elements.

Pulser is a driver that excites transducers and controls frequency and voltage amplitude, 
the two components of an electric pulse (Tan et al., 2020). It is a dedicated circuit to generate 
high-voltage short-time pulses needed to generate ultrasound, particularly in high-power 
and high-frequency ultrasonic waves (over a frequency of 1 MHz). Our work focused on 

Figure 3. Phased array beam focusing

N elements (Transducers)

Explored 
region
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developing a pulser command system that controls the time when the pulser triggers the 
transducer.

The reception process by Rossi and Boni (2021) represents the process of data 
acquisition from the transducers; at its input, we find in generally DAC an analog-to-digital 
converter that samples the signals of the echoes acquired by the elements of the probe, then 
it converts these samples into digital information, considering the number of transducers to 
manage simultaneously, it is consistent, the management of different DAC is relegated to 
an FPGA board often more powerful than that one used in the pulser command generation. 
As mentioned earlier, the acquired data is processed using a DSP, a processor dedicated to 
signal processing, which the FPGA also manages.

The system controller’s role is to manage the tasks between the transmission and 
reception parts, the storage of the data on memory, and the display of the ultrasound 
information in B-mode, and it prints the image if required. The System controller is 
generally a sequential processing unit, a microprocessor, or a microcontroller whose 
program is written in a memory, often of the flash type.

The Switcher module is used to multiplex the transmitter/receiver and protects the 
receiver against high voltage pulses generated by the pulser.

METHODS

Ultrasound Beams

After we have discussed the primary component that formed the ultrasound system, in this 
part, we write about the probe command method, which influences the lateral resolution. 
Thus, the lateral resolution is high when the width of the ultrasound beam is narrow 
(Dangoury et al., 2020). The shape of the ultrasound beam is crucial for detecting more 
details at all the image depths. However, unfortunately, we cannot keep control of the shape 
of the beam because it diverges rapidly after being transmitted.

There are several techniques to control the beam shape; they differ in the performance 
that each presents.

Focusing 

This method allows the probe to focus the beam on a single point at a given scan line, 
resulting in a very narrow beam with concentrated power throughout this point (Figure 
3), which is likely to increase lateral resolution significantly in the specific area but at the 
expense of frame rate due to its computational demands.

To get a focused signal at a certain point, every single pulser transmission from the 
active aperture must reach that point simultaneously, which we might accomplish by 
adjusting the excitation delay between the various elements that make up the aperture 
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Figure 4. Creating a transmission focus for a phased array: (a) focusing on a left targeted point; and (b) focusing 
on a right targeted point 

Figure 5. Array geometry for transmission of a 
focused beam
Note. N: is the number of elements of the array; k: is 
the index of the array element; d: is the pitch or center-
to-center distance between two consecutive elements 
[m]; df: is the distance to the center of the array [m]; 
dk: is the distance to the k element of the array [m]; 
xk: is the distance from the k element’s center to the 
center of the array [m].

(a) (b)

(Figure 4). The farthest elements from the 
scan line are fired first, followed by the 
center-most elements, the final element to 
fire. The delay between the applied pulses 
defines the depth of the focal point; a deeper 
focal point is achieved by closing the delay 
difference between the elements, and a 
closer focal point to the probe is reached 
by increasing the delay difference between 
elements.

The practical calculation of the 
necessary delay for each element will 
be calculated according to the procedure 
presented in Figure 5.

Assuming the speed of sound is constant 
through the explored region, to know the 
value of the applied delay for each probe’s element, we need to determine the distance 
between a specific element and the focal point (Figure 5) using Equation 1.

𝑑𝑑𝑘𝑘 = �𝑥𝑥𝑘𝑘2 + 𝑑𝑑𝑓𝑓2 + 2𝑥𝑥𝑘𝑘𝑑𝑑𝑓𝑓sin𝛼𝛼         (1)

Where xk is the distance from the center of the array to the k element concerned with 
excitation, we have Equation 2:

𝑥𝑥𝑘𝑘 = �
𝑁𝑁 − 1

2
− 𝑘𝑘�𝑑𝑑        (2)

α
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 𝑑𝑑𝑘𝑘 = �(𝑑𝑑𝑓𝑓 cos𝛼𝛼)2 + (𝑑𝑑𝑓𝑓 sin𝛼𝛼 + (𝑁𝑁−1
2
− 𝑘𝑘)𝑑𝑑)2      (3)

From all of the above, we express delay as in Equation 4:

 𝜏𝜏𝑘𝑘 = 𝑡𝑡𝑜𝑜 −
𝑑𝑑𝑘𝑘
𝑐𝑐

 (4)         (4)

where c is the sound speed, and to is the time required for a sound wave to reach the focal 
point from the first excited element.

The Plane Wave 

Plane Wave is a technique yielding ultrafast imaging; it uses one generated ultrasound 
beam through the entire medium by firing all the probe’s elements simultaneously, using 
parallel processing. 

Lack of focusing the beam on the transmission phase, the received echoes provide weak 
information about the heterogeneities of the medium, which leads to forming a b-mode 
image with low resolution. Coherent Plane-Wave Compounding (CPWC) Imaging is 
proposed at the expense of temporal resolution to enhance image quality. CPWC consists of 
coherently adding echoes from the same scatter from different angles (Rodriguez-Molares 
et al., 2015).

Coherent Plane-Wave Compounding Imaging is a multi-image approach that involves 
capturing shots of an object from several angles. The idea is to transmit ultrasound waves 
at different angles through the medium (Figure 6) and combine all collected echoes to 
generate one image with fewer speckles and better contrast (Couture et al., 2012).

By using plane waves, the received signal is altered as a result of the presence of 
several excitation angles. When the waves are perpendicular to the edge of the organ, they 

(a) (b)
Figure 6. PW imaging, all transducer elements are fired with different delays: (a) negative excitation angle; 
and (b) positive excitation angles
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become harder, and the ultrasound image 
quality changes better, resulting in good 
reflection; however, when they are parallel 
to the edge, their image becomes hazy due to 
reduced reflection. Taking multiple images 
from various angles solves the problem 
by offering a clear view of the orange 
edge, reducing the frame rate significantly 
(Montaldo et al., 2009).

In order to transmit a plane wave at an 
angle α, (Figure 7), it is necessary to diphase 
the excitation signals applied to the different 
elements, which corresponds to applying a 
delay 𝜏𝜏𝑇𝑇𝑇𝑇 =

𝑧𝑧 × cos𝛼𝛼 + 𝑥𝑥𝑘𝑘 × sin𝛼𝛼
𝑐𝑐

  that is calculated according to the 
following Equation 5: 

𝜏𝜏𝑇𝑇𝑇𝑇 =
𝑧𝑧 × cos𝛼𝛼 + 𝑥𝑥𝑘𝑘 × sin𝛼𝛼

𝑐𝑐
          (5)

Figure 7. Geometrical model for delay calculation of 
plane-wave transmission in a linear probe

The time 𝜏𝜏𝑅𝑅𝑇𝑇   required to receive reflected echoes from a point in the explored medium 
with the following coordinate (x, z) is expressed as shown in Equation 6:

              (6)

with c is the sound velocity in the explored medium, xk the k’th element’s position, as 
illustrated in Figure 7. As a result, the total time τTotal it takes a plane wave with emission 
angle α to travel through the explored medium to target with coordinates (x, z) and rebound 
to the transducer element k, as shown in Figure 7, is expressed as Equation 7:

𝜏𝜏𝑇𝑇𝑜𝑜𝑡𝑡𝑇𝑇𝑇𝑇 = 𝜏𝜏𝑇𝑇𝑇𝑇 + 𝜏𝜏𝑅𝑅𝑇𝑇                     (7)

FPGA Implementation

The command program is implemented in the platform DE10-lite Development Board 
from the Altera family (Figure 8). The platform has on MAX 10 10M50DAF484C7G 
FPGA chip with the capacity of 50K programmable logic elements (combinational logic 
functions (CLFs)) and logic registers (LRs)). The board runs at the speed of a 50 MHz 
main clock. It can be increased a few more times with the four PLLs -phase lock loop- 
embedded on the FPGA chip. The broad also includes dual ADCs; each ADC supports 
1 dedicated analog input and 8 dual function pins. The broad provides 36 GPIO and 16 
others GPIO, which are fitted for Arduino uses; if there is a need for any additional pins, 
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7), which will significantly simplify Equation 5. Thus, to transmit, in this case, the waves 
with different angles, the delay applied must be adjusted according to the following new 
Equation 8:

𝜏𝜏𝑘𝑘 = �
𝑥𝑥𝑘𝑘 sin(𝛼𝛼)/𝑐𝑐 , 𝑓𝑓𝑜𝑜𝑓𝑓 𝛼𝛼 < 0

(𝑥𝑥𝑘𝑘 − 𝑁𝑁) sin(−𝛼𝛼)/𝑐𝑐 , 𝑓𝑓𝑜𝑜𝑓𝑓 𝛼𝛼 > 0      (8)

Where: τk is the time delay for the element k; xk is the lateral coordinate of k, the element.; 
N: is the number of elements of the array; α: is the transmission angle; and c: represents 
the speed of sound.

Due to the well-known complexity of the calculation of trigonometric functions and 
the possible resources that this requires, we have opted for a look-up table that grouped 
the fraction of sine divided by the velocity, which represent a constant for the same plane 
wave throughout the all-probe’s elements, that was later used in the calculation of the 
appropriate delays. The total angle of sweep is of the order of 32º; considering the center 
of the probe as a reference, this results in two sections: the one on the left has a sweep 

Figure 8. DE10-lite development board

the ones allocated for switches, buttons, and 
LEDs could be used without any problem 
because 10M50DAF484C7G have 380 
GPIO. The algorithm is written in VHDL 
hardware description language (HDL) and 
Cpp on eclipse using Quartus Prime 16.1 
Lite Edition development platform.

This work is designed to control probes 
as The P4-2v, a 64-element phased array 
transducer from Verasonics, which can 
be used for Cardiac, Paediatrics, and 
Abdominal applications. Table 1 presents 
the probe parameters; it allows us to produce 
a scanning region from reaching 60 mm in 
depth with an aperture of 60º (αmax = ± 30º).

RESULTS AND DISCUSSION

Plan Wave Command

For the calculation of delay applied to the 
individual elements to generate a plane wave 
with the expected angle, we assume that the 
probe is located at the point z = 0 (Figure 

Table 1
The probe parameters

Parameter Value

Number of elements 64
Pitch 0.30 mm
Element width 0.27 mm
Aperture width 19.2 mm
Elevation focus 50–70 (mm)
Transmit frequency 1.0 MHz–5.2 MHz

𝜏𝜏𝑘𝑘 = �
𝑥𝑥𝑘𝑘 sin(𝛼𝛼)/𝑐𝑐 , 𝑓𝑓𝑜𝑜𝑓𝑓 𝛼𝛼 < 0

(𝑥𝑥𝑘𝑘 − 𝑁𝑁) sin(−𝛼𝛼)/𝑐𝑐 , 𝑓𝑓𝑜𝑜𝑓𝑓 𝛼𝛼 > 0 



3086 Pertanika J. Sci. & Technol. 31 (6): 3077 - 3092 (2023)

Soufiane Dangoury, Mouncef El marghichi, Mohamed Sadik and Abderrahim Fail

angle from -16º to 0, and the one on the right 0 to +16º, having chosen 75 Waves plane 
this gives a progression of 0.426º, taking into account all of these parameters we need to 
store 38 different values for α > 0, we assign them the plus sign and the opposite for alpha 
α < 0, in sum the constant part of the expression to store using Equation 9: 

sin (α)/c          (9)

After computing the appropriate delays to be applied to the different elements of the 
probe, we subsequently have to convert each delay found to a multiple of the minimum 
time unit that the clock of our board can generate, in our case, is 20 ns, the value obtained 
will represent the counting base of a 20 bit counter or a down-counter, for each new wave 
plane the counter is loaded with the appropriate value when it reaches the value the control 
pulse is triggered (Equation 10).

counter𝑘𝑘 =  delay 𝑘𝑘
20

          (10)

The counters do not start counting until they are all loaded; the same clock signal 
controls them (Figure 9). 

Figure 9. Block diagram of the hardwire implementation for plane wave command

The simulation of the command pulses 
generated by our board was performed 
under ModelSim, illustrated in Figure 10. 
Tables 2 and 3 show samples of the results 
obtained from the application of Equations 
8 to 10; the signals applied to the elements 

Table 2 
The following table shows a sample of the angles 
produced for the PW and the resulting constant

The angle α sin(α) sin(α)/c
0 0 0

0,2158 0,003766412 2,44572E-06
16 0,275637356 0,000178985
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Figure 10. Shows the first 25 elements controlled to generate a PW at 0º; all elements will fire once, and no 
delay is required

Table 3 
The following table gives the necessary delay and the 
value of the counter that allows it to have a PW of 10º

Element number τk counterk 

63 0 0
62 0,000178985 8949,2648
61 0,000357971 17898,5296
60 0,000536956 26847,7944
3 0,010739118 536955,888
2 0,010918103 545905,153
1 0,011097088 554854,418
0 0,011276074 563803,682

Figure 11. shows the first 25 elements controlled to generate a PW at -16º

are shown in Figures 10 to 12. However, 
given the inability to simultaneously display 
a single image containing all 64 controlled 
elements, we will show only samples of 
what the screenshot can show.

According to the result obtained from 
the simulation (Figures 10, 11 and 12), 
we can see that our FPGA has been able 
to create the necessary delays to generate 
the PW of the desired angle, for example, 
according to Table 3, to be able to generate 
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a PW of 16º we must apply a delay of 0,011276074 s (11276074 ns) to the third element, 
to accomplish this, the counter must be loaded with the value 26847, we will only take 
the integer part, nevertheless, the value produced by our card corresponds to 11276074 
(Figure 12) with an error of 4 ns and 2 ns error for the next elements.

Focused Command

In this second part, we are interested in the production of focused beams; this type of 
beamforming requires another command different from that used previously in the case of 
PW. In this step, we will concretize what we have already introduced; the calculation of 
different delays applied to the transducers will be carried out according to the algorithm 
[Figure 13 (b)], the result obtained will be recorded in a look-up table, after that the outputs 
will be triggered as indicated in according to the algorithm [Figure 13 (a)].

For the first implementation relating to the PW, in accordance with Table 4, filled by 
values taken from the compilation report, the consumed circuit is of the average of 4% 
max; however, at this stage, the hard is not optimized; we have not used specific IP or PLL 
for PW for example, which suggests that all the performances of the card are not or less 
exploited. Therefore, we conclude that this inexpensive card could ensure applications of 
control of probes larger than that of 64 elements proposed in this work, for example, the 
control of a linear probe that goes up to 192 elements. Our work is compared to previous 
work cited in the literature in Table 5.

CONCLUSION

The primary goal of this paper was to investigate the performance of the DE10-lite 
Development Board for controlling and commanding probe applications. Although this 

Figure 12. Shows the first 25 elements controlled to generate a PW at +16º 
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work did not fully utilize all the board’s capabilities and features, it demonstrated that 
low-cost FPGAs are adequate for controlling the excitation of transducers. The excitation 
produced by the board was consistent with the study’s analysis and adhered to all the 
instructions in the study’s theory.

The test results showed that the board could effectively produce the desired signals 
using less than 4% of the required logic components and 0% of the total memory usage 
in the most demanding scenario, the focused beam (Figure 14). The optimization of the 
algorithm’s implementation using only logical registers allowed for fast access and memory 
savings for other tasks. It suggests reserving a more powerful board solely for acquisition 
and signal processing.

Table 5 
Comparison to previous work in the literature

Our project (Assef et al., 
2012)

(Almekkawy 
et al., 2014)

(Agarwal et 
al., 2021)

(Kidav et al., 
2022)

Device
Altera 

MAX 10  
FPGA

Altera 
Cyclone III 

FPGA 

Altera 
Arria V FPGA

Xilinx Virtex 5
FPGA

Xilinx 
Kintex‐7 

FPGA
Channel 64 8 64 64 128
Logic cells 50K - 64,986 - 162,240
Frequency 50 MHz 20 MHz 12 MHz 40 MHz 65 MHz
Phase adjustment: 32º 0° ± 360 - - -
The angular 
resolution

0.426º 7.5° per step - - -

Price 82 $ 1512 $ +800 $ +109$ +450$

Figure 14. Shows the first 25 elements controlled to generate a focused beam at the point with a depth of 30 
mm and -16º
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Future work will investigate modifying the PLLs provided by the FPGA board to 
control larger probes while increasing the frequency. Overall, this work has demonstrated 
that the DE10-lite Development Board is a suitable and cost-effective option for controlling 
and commanding probe applications. The results presented in this paper provide valuable 
insights for researchers and engineers working on similar projects.
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ABSTRACT 

Damage to the bearing elements will affect the rotation of the rotor and lead to the cessation 
of motor operation. Therefore, it is imperative to monitor the condition of the bearings 
to provide information on timely maintenance actions, improve reliability, and prevent 
serious damage. One of the important keys to an effective and accurate monitoring system 
is the placement of sensors and proper signal processing. Sound signal issued by the motor 
during operation capable of describing its elements’ condition. Therefore, this study aims 
to develop a sound sensor placement strategy appropriate for monitoring the condition of 
induction motor bearing components. This study was carried out on three-phase induction 
motors’ outer-race, inner-race, and ball-bearing sections with the signal processing method 

using the spectrum analysis. Furthermore, 
the effect of sound sensor placement 
on condition monitoring accuracy was 
determined using the One-Way Analysis 
of Variance (One-Way ANOVA) approach. 
This process tests the null hypothesis and 
determines whether the average of all 
groups is the same (H0) or different (H1). 
Furthermore, Tukey’s test was applied to 
obtain effective sound sensor placement, 
with voice-based condition monitoring used 
for effective identification. The test found 
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that the accuracy of monitoring the bearing condition was 92.66% by placing the sound 
sensor at 100 cm from the motor body.

Keywords:  Bearing, condition monitoring, placement strategy, sound signal, spectrum analysis 

INTRODUCTION

An induction motor is widely used as an industrial driving machine, while 90% serve 
as prime movers compared to other engine types (Gundewar & Kane, 2021). Damage 
to its parts can occur in the stator, rotor, bearings, and other parts. Bearing is one of the 
induction motor elements that play a significant role in aiding the rotating rotor. From the 
survey carried out by Toma et al. (2020), it was discovered that over 40% of the bearing 
gets damaged. It is caused by a lack of lubrication, inappropriate lubricants, incorrect 
installation, and overload. A monitoring system is needed to avoid its negative impact on 
motor parts. Furthermore, condition monitoring is necessary for industrial sustainability 
to boost efficiency, reliability, and safety, as well as reduce maintenance costs (Lee et al., 
2021). The process was conducted by analyzing the sound generated by the motor during 
its operation. The advantage of this technique is that the microphone or sound sensor is 
relatively inexpensive, and its signal is easily captured without contact with the motor 
elements. This technique is usually recommended because it yields accurate results (Ewert 
et al., 2020). 

The studies that discuss and monitor the condition of sound-based machine elements 
have been conducted using various signal-processing methods. Meanwhile, traditional 
signal processing techniques are still being developed by other research using time and 
frequency domain analyses, as well as a combination of both procedures (Chatterjee et al., 
2020) because the adoption of Fast Fourier Transform (FFT) provides information about 
the condition of the motor elements. The signal in the time domain is transformed to the 
frequency analysis using the Fourier Series, Discrete Fourier Transform (DFT), and FFT. 
According to Nakamura et al. (2021), the advantage of frequency domain analysis is that 
it can identify signal components. Furthermore, to reduce the use of computer technology 
with high specifications, this technique is quite reliable and serves as an alternative system 
for monitoring the condition of induction motor elements (Qiao et al., 2020). 

The placement of different sensor locations results in changes in sensitivity because 
they are affected by environmental noise around the induction motor. Zhang et al. (2020) 
stated that sensor placement greatly affects the accuracy of the monitoring diagnosis results. 
Furthermore, five sensors were placed at 30 cm to obtain detailed information concerning 
the bearing condition of a single-phase induction motor (Glowacz et al., 2018). Wang 
et al. (2019) adopted an efficient sensor placement strategy, using multi-sensors with a 
Multidimensional Time-Series Analysis approach. The result showed that the higher the 
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number of sensors used, the greater the information obtained, although this requires much 
money. For this reason, it is necessary to employ an effective strategy to ensure that the 
placement of the right sensor provides accurate monitoring information concerning the 
condition of the motor elements (Goyal et al., 2019). It is in addition to the proposals of 
a sensor placement strategy with a mathematical model based on the Response Surface 
Methodology (RSM) (Bhogal et al., 2015). RSM is a statistical model used to analyze 
problems in which several independent variables positively affect the response attribute. 
It led to the developing of a mathematical relationship model between input variables and 
response parameters to determine the optimal sensor placement for monitoring gearbox 
conditions with an accuracy of 92.2% (Vanraj et al., 2017). 

Developing an efficient placement strategy is necessary to improve sensor data quality 
and monitoring accuracy. It enables the captured signal characteristics to represent the 
actual condition of the motor part. Therefore, this study discusses the strategy for placing 
sound sensors to monitor the condition of three-phase induction motor bearing elements. 
Spectrum analysis was employed in terms of executing this investigation. The independent 
variable is the microphone placement as a sound sensor subjected to six different distance 
treatments, with the mean difference evaluated using the ANOVA test. The results showed 
that environmental complexity affects the monitoring condition of the motor bearing as 
an industrial driving machine. Therefore, the sensor placement strategy is essential and 
contributes significantly to the industry.  

MATERIALS AND METHODS

Generally, machine condition monitoring consists of three steps: collecting relevant data, 
processing and analyzing data, and diagnostic and prognostic decision-making (Goyal et 
al, 2021). An approach flowchart of the bearing condition monitoring, which focuses on 
sensor placement strategies, is shown in Figure 1. It captures the sound signal from the 
motor operation, and the placement is tested based on six varying distances measured from 
the motor body. The sound signal captured by the microphone is analog. Then, this signal 
will be converted to a digital signal by the Analog to Digital Converter (ADC). The resulting 
digital signal is still in the time domain, so a feature generation process step is needed to 
obtain a signal in the frequency domain (using the FFT algorithm). The bearing condition 
can be diagnosed using spectrum analysis. Spectrum analysis is a diagnostic approach 
employed to monitor the bearing conditions due to its frequency characteristics. The sound 
signal is processed with FFT to obtain a sign in the frequency domain. Meanwhile, the 
spectrum analysis is used to determine the condition of the outer and inner races, as well 
as the ball bearing in the induction motor rotor. Figure 2 shows the experimental setup of 
the bearing elements condition and monitoring system. The induction motor tested has 
specifications of 3 phases, 380 V, 3.68 A 1.5 kW, and 4 poles. Monitoring data is captured 
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using a sound sensor (USB microphone). The test bearing specifications are 6205 2R, with a 
bore diameter of 25 mm, an outer diameter of 52 mm, and a number of balls of 9 pieces. The 

Figure 1. Flowchart of the proposed approach
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Optimal placement 
sound sensor END

H1 hypothesis 
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motor load is in the form of a mechanical 
load. Therefore, artificial damage is carried 
out to prove the monitoring accuracy by 
providing defects in the outer race bearing, 
broken ball bearing, and healthy inner race. 
The developed monitoring system should 
recognize the conditions tested, as shown 
in Figure 3.

Spectrum analysis is a diagnostic 
approach employed to monitor  the 
bearing conditions due to its frequency 
characteristics. The sound signal generated 
by a faulty motor operation conveys 
harmonic information. The flux density 
in the air gap becomes asymmetrical and 
affects the inductance, thereby increasing 
the amplitude at a certain frequency (Nirwan 
& Ramani, 2022). Meanwhile, the frequency 
of the bearing elements is determined from 
the geometry, kinematics, and rotational 
speed, where r, V, ω, N, d, Dp, and ϴ denote 
distance, linear speed, angular speed, 
number of ball bearings, diameter ball 
bearing, diameter pitch, and contact angle, 
respectively (Figure 4). 

Figure 2. Experimental setup for monitoring condition-bearing
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Sound Sensor Placement Strategy
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Figure 3. Bearing shaft rotor used for condition monitoring system test

Bearing specifications
Type: 6205 2R
Bore diameter: 25 mm
Outside diameter: 52 mm
Width: 15 mm
Number of balls: 9 pieces
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Figure 4. Bearing front view
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𝑉𝑉𝑐𝑐 = 𝑉𝑉𝑖𝑖+𝑉𝑉𝑜𝑜
2

= 𝜔𝜔𝑖𝑖𝑟𝑟𝑖𝑖+𝜔𝜔𝑜𝑜𝑟𝑟𝑜𝑜
2

         (1) 

where,   

𝑟𝑟𝑖𝑖 = 𝐷𝐷𝑝𝑝
2
− 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃

2
 and 𝑟𝑟𝑜𝑜

𝐷𝐷𝑝𝑝
2

+ 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃
2

 

𝑉𝑉𝑐𝑐 = 𝜔𝜔𝑐𝑐𝑟𝑟𝑐𝑐 = 𝜔𝜔𝑐𝑐 �
𝐷𝐷𝑝𝑝
2
� if  𝑟𝑟𝑐𝑐 = 𝐷𝐷𝑝𝑝

2
 

Therefore, the angular speed of cage bearing formulated in Equation 2: 

𝜔𝜔𝑐𝑐 = �2𝑉𝑉𝑐𝑐
𝐷𝐷𝑝𝑝
� = � 2

𝐷𝐷𝑝𝑝
� .𝑉𝑉𝑐𝑐 = � 2

𝐷𝐷𝑝𝑝
� 𝑥𝑥 �𝜔𝜔𝑖𝑖𝑟𝑟𝑖𝑖+𝜔𝜔𝑜𝑜𝑟𝑟𝑜𝑜

2
� = 𝜔𝜔𝑖𝑖𝑟𝑟𝑖𝑖+𝜔𝜔𝑜𝑜𝑟𝑟𝑜𝑜

𝐷𝐷𝑝𝑝
    (2) 

The distance between the inner and outer races is as follows: 

𝑟𝑟𝑖𝑖 = 𝐷𝐷𝑝𝑝
2
− 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃

2
  and  𝑟𝑟𝑜𝑜

𝐷𝐷𝑝𝑝
2

+ 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃
2

 

Hence, the angular speed of the cage bearing is shown in Equation 3 

𝜔𝜔𝑐𝑐 =
𝜔𝜔𝑖𝑖�

𝐷𝐷𝑝𝑝
2 −𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃2 �+𝜔𝜔𝑜𝑜�

𝐷𝐷𝑝𝑝
2 +𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃

2 �

𝐷𝐷𝑝𝑝
= 1

2
�𝜔𝜔𝑖𝑖 �1− 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃

𝐷𝐷𝑝𝑝
� + 𝜔𝜔𝑜𝑜 �1 + 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃

𝐷𝐷𝑝𝑝
��   (3) 

Because ω is 2πf then the frequency of cage baring formulated in Equation 4: 

𝑓𝑓𝑐𝑐 = 1
2
�𝑓𝑓𝑖𝑖 �1− 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃

𝐷𝐷𝑝𝑝
� + 𝑓𝑓𝑜𝑜 �1 + 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃

𝐷𝐷𝑝𝑝
��        (4) 

Additionally, a defect in the outer race causes a spike in amplitude at a certain frequency. Its bearing 

rotation frequency, namely the Ball Pass Frequency of Outer Race (BPFO), is calculated as follows:   

𝑓𝑓𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 = 𝑁𝑁(𝜔𝜔𝑐𝑐 − 𝜔𝜔𝑜𝑜) = 𝑁𝑁
2

(𝑓𝑓𝑖𝑖 − 𝑓𝑓𝑜𝑜). �1− 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃
𝐷𝐷𝑝𝑝

�   

Hence, the angular speed of the cage bearing is shown in Equation 3

𝑉𝑉𝑐𝑐 = 𝑉𝑉𝑖𝑖+𝑉𝑉𝑜𝑜
2

= 𝜔𝜔𝑖𝑖𝑟𝑟𝑖𝑖+𝜔𝜔𝑜𝑜𝑟𝑟𝑜𝑜
2

         (1) 

where,   

𝑟𝑟𝑖𝑖 = 𝐷𝐷𝑝𝑝
2
− 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃

2
 and 𝑟𝑟𝑜𝑜

𝐷𝐷𝑝𝑝
2

+ 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃
2

 

𝑉𝑉𝑐𝑐 = 𝜔𝜔𝑐𝑐𝑟𝑟𝑐𝑐 = 𝜔𝜔𝑐𝑐 �
𝐷𝐷𝑝𝑝
2
� if  𝑟𝑟𝑐𝑐 = 𝐷𝐷𝑝𝑝

2
 

Therefore, the angular speed of cage bearing formulated in Equation 2: 

𝜔𝜔𝑐𝑐 = �2𝑉𝑉𝑐𝑐
𝐷𝐷𝑝𝑝
� = � 2

𝐷𝐷𝑝𝑝
� .𝑉𝑉𝑐𝑐 = � 2

𝐷𝐷𝑝𝑝
� 𝑥𝑥 �𝜔𝜔𝑖𝑖𝑟𝑟𝑖𝑖+𝜔𝜔𝑜𝑜𝑟𝑟𝑜𝑜

2
� = 𝜔𝜔𝑖𝑖𝑟𝑟𝑖𝑖+𝜔𝜔𝑜𝑜𝑟𝑟𝑜𝑜

𝐷𝐷𝑝𝑝
    (2) 

The distance between the inner and outer races is as follows: 

𝑟𝑟𝑖𝑖 = 𝐷𝐷𝑝𝑝
2
− 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃

2
  and  𝑟𝑟𝑜𝑜

𝐷𝐷𝑝𝑝
2

+ 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃
2

 

Hence, the angular speed of the cage bearing is shown in Equation 3 

𝜔𝜔𝑐𝑐 =
𝜔𝜔𝑖𝑖�

𝐷𝐷𝑝𝑝
2 −𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃2 �+𝜔𝜔𝑜𝑜�

𝐷𝐷𝑝𝑝
2 +𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃

2 �

𝐷𝐷𝑝𝑝
= 1

2
�𝜔𝜔𝑖𝑖 �1− 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃

𝐷𝐷𝑝𝑝
� + 𝜔𝜔𝑜𝑜 �1 + 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃

𝐷𝐷𝑝𝑝
��   (3) 

Because ω is 2πf then the frequency of cage baring formulated in Equation 4: 

𝑓𝑓𝑐𝑐 = 1
2
�𝑓𝑓𝑖𝑖 �1− 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃

𝐷𝐷𝑝𝑝
� + 𝑓𝑓𝑜𝑜 �1 + 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃

𝐷𝐷𝑝𝑝
��        (4) 

Additionally, a defect in the outer race causes a spike in amplitude at a certain frequency. Its bearing 

rotation frequency, namely the Ball Pass Frequency of Outer Race (BPFO), is calculated as follows:   

𝑓𝑓𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 = 𝑁𝑁(𝜔𝜔𝑐𝑐 − 𝜔𝜔𝑜𝑜) = 𝑁𝑁
2

(𝑓𝑓𝑖𝑖 − 𝑓𝑓𝑜𝑜). �1− 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃
𝐷𝐷𝑝𝑝

�   

 (3)

Because ω is 2πf then the frequency of cage baring formulated in Equation 4:

𝑉𝑉𝑐𝑐 = 𝑉𝑉𝑖𝑖+𝑉𝑉𝑜𝑜
2

= 𝜔𝜔𝑖𝑖𝑟𝑟𝑖𝑖+𝜔𝜔𝑜𝑜𝑟𝑟𝑜𝑜
2

         (1) 

where,   

𝑟𝑟𝑖𝑖 = 𝐷𝐷𝑝𝑝
2
− 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃

2
 and 𝑟𝑟𝑜𝑜

𝐷𝐷𝑝𝑝
2

+ 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃
2

 

𝑉𝑉𝑐𝑐 = 𝜔𝜔𝑐𝑐𝑟𝑟𝑐𝑐 = 𝜔𝜔𝑐𝑐 �
𝐷𝐷𝑝𝑝
2
� if  𝑟𝑟𝑐𝑐 = 𝐷𝐷𝑝𝑝

2
 

Therefore, the angular speed of cage bearing formulated in Equation 2: 

𝜔𝜔𝑐𝑐 = �2𝑉𝑉𝑐𝑐
𝐷𝐷𝑝𝑝
� = � 2

𝐷𝐷𝑝𝑝
� .𝑉𝑉𝑐𝑐 = � 2

𝐷𝐷𝑝𝑝
� 𝑥𝑥 �𝜔𝜔𝑖𝑖𝑟𝑟𝑖𝑖+𝜔𝜔𝑜𝑜𝑟𝑟𝑜𝑜

2
� = 𝜔𝜔𝑖𝑖𝑟𝑟𝑖𝑖+𝜔𝜔𝑜𝑜𝑟𝑟𝑜𝑜

𝐷𝐷𝑝𝑝
    (2) 

The distance between the inner and outer races is as follows: 

𝑟𝑟𝑖𝑖 = 𝐷𝐷𝑝𝑝
2
− 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃

2
  and  𝑟𝑟𝑜𝑜

𝐷𝐷𝑝𝑝
2

+ 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃
2

 

Hence, the angular speed of the cage bearing is shown in Equation 3 

𝜔𝜔𝑐𝑐 =
𝜔𝜔𝑖𝑖�

𝐷𝐷𝑝𝑝
2 −𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃2 �+𝜔𝜔𝑜𝑜�

𝐷𝐷𝑝𝑝
2 +𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃

2 �

𝐷𝐷𝑝𝑝
= 1

2
�𝜔𝜔𝑖𝑖 �1− 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃

𝐷𝐷𝑝𝑝
� + 𝜔𝜔𝑜𝑜 �1 + 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃

𝐷𝐷𝑝𝑝
��   (3) 

Because ω is 2πf then the frequency of cage baring formulated in Equation 4: 

𝑓𝑓𝑐𝑐 = 1
2
�𝑓𝑓𝑖𝑖 �1− 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃

𝐷𝐷𝑝𝑝
� + 𝑓𝑓𝑜𝑜 �1 + 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃

𝐷𝐷𝑝𝑝
��        (4) 

Additionally, a defect in the outer race causes a spike in amplitude at a certain frequency. Its bearing 

rotation frequency, namely the Ball Pass Frequency of Outer Race (BPFO), is calculated as follows:   

𝑓𝑓𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 = 𝑁𝑁(𝜔𝜔𝑐𝑐 − 𝜔𝜔𝑜𝑜) = 𝑁𝑁
2

(𝑓𝑓𝑖𝑖 − 𝑓𝑓𝑜𝑜). �1− 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃
𝐷𝐷𝑝𝑝

�   

     (4)
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Additionally, a defect in the outer race causes a spike in amplitude at a certain frequency. 
Its bearing rotation frequency, namely the Ball Pass Frequency of Outer Race (BPFO), is 
calculated as follows:  

𝑉𝑉𝑐𝑐 = 𝑉𝑉𝑖𝑖+𝑉𝑉𝑜𝑜
2

= 𝜔𝜔𝑖𝑖𝑟𝑟𝑖𝑖+𝜔𝜔𝑜𝑜𝑟𝑟𝑜𝑜
2

         (1) 

where,   

𝑟𝑟𝑖𝑖 = 𝐷𝐷𝑝𝑝
2
− 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃

2
 and 𝑟𝑟𝑜𝑜

𝐷𝐷𝑝𝑝
2

+ 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃
2

 

𝑉𝑉𝑐𝑐 = 𝜔𝜔𝑐𝑐𝑟𝑟𝑐𝑐 = 𝜔𝜔𝑐𝑐 �
𝐷𝐷𝑝𝑝
2
� if  𝑟𝑟𝑐𝑐 = 𝐷𝐷𝑝𝑝

2
 

Therefore, the angular speed of cage bearing formulated in Equation 2: 

𝜔𝜔𝑐𝑐 = �2𝑉𝑉𝑐𝑐
𝐷𝐷𝑝𝑝
� = � 2

𝐷𝐷𝑝𝑝
� .𝑉𝑉𝑐𝑐 = � 2

𝐷𝐷𝑝𝑝
� 𝑥𝑥 �𝜔𝜔𝑖𝑖𝑟𝑟𝑖𝑖+𝜔𝜔𝑜𝑜𝑟𝑟𝑜𝑜

2
� = 𝜔𝜔𝑖𝑖𝑟𝑟𝑖𝑖+𝜔𝜔𝑜𝑜𝑟𝑟𝑜𝑜

𝐷𝐷𝑝𝑝
    (2) 

The distance between the inner and outer races is as follows: 

𝑟𝑟𝑖𝑖 = 𝐷𝐷𝑝𝑝
2
− 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃

2
  and  𝑟𝑟𝑜𝑜

𝐷𝐷𝑝𝑝
2

+ 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃
2

 

Hence, the angular speed of the cage bearing is shown in Equation 3 

𝜔𝜔𝑐𝑐 =
𝜔𝜔𝑖𝑖�

𝐷𝐷𝑝𝑝
2 −𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃2 �+𝜔𝜔𝑜𝑜�

𝐷𝐷𝑝𝑝
2 +𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃

2 �

𝐷𝐷𝑝𝑝
= 1

2
�𝜔𝜔𝑖𝑖 �1− 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃

𝐷𝐷𝑝𝑝
� + 𝜔𝜔𝑜𝑜 �1 + 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃

𝐷𝐷𝑝𝑝
��   (3) 

Because ω is 2πf then the frequency of cage baring formulated in Equation 4: 

𝑓𝑓𝑐𝑐 = 1
2
�𝑓𝑓𝑖𝑖 �1− 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃

𝐷𝐷𝑝𝑝
� + 𝑓𝑓𝑜𝑜 �1 + 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃

𝐷𝐷𝑝𝑝
��        (4) 

Additionally, a defect in the outer race causes a spike in amplitude at a certain frequency. Its bearing 

rotation frequency, namely the Ball Pass Frequency of Outer Race (BPFO), is calculated as follows:   

𝑓𝑓𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 = 𝑁𝑁(𝜔𝜔𝑐𝑐 − 𝜔𝜔𝑜𝑜) = 𝑁𝑁
2

(𝑓𝑓𝑖𝑖 − 𝑓𝑓𝑜𝑜). �1− 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃
𝐷𝐷𝑝𝑝

�   

The outer race bearing frequency is assumed to be 0 because it is locked with the 
external casing, where the inner race and the motor rotor shaft frequency (fi = fs) are 
the same (Barusu & Deivasigamani, 2020). Therefore, the outer race bearing frequency 
formulated in Equation 5:

𝑓𝑓𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 = 𝑁𝑁
2
𝑓𝑓𝑐𝑐 �1− 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃

𝐷𝐷𝑝𝑝
�         (5) 

Similarly, the Ball Pass Frequency of Inner Race (BPFI) is shown in Equation 6: 

𝑓𝑓𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 = 𝑁𝑁(𝜔𝜔𝑖𝑖 − 𝜔𝜔𝑐𝑐) = 𝑁𝑁
2

(𝑓𝑓𝑖𝑖 − 𝑓𝑓𝑜𝑜) �1 + 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃
𝐷𝐷𝑝𝑝

�   

𝑓𝑓𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 = 𝑁𝑁
2
𝑓𝑓𝑐𝑐 �1 + 𝑑𝑑 𝑐𝑐𝑜𝑜𝑐𝑐 𝜃𝜃

𝐷𝐷𝑝𝑝
�        (6) 
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The characteristics of the sound signal at the fBPFO, fBPFi, and fBSF frequencies indicate 
the condition of each bearing section. 

Monitoring accuracy is proven by the percentage of correctness based on the condition 
of the bearing elements tested. Interestingly, a one-way ANOVA approach was used to test 
the hypothesis. This comparative evaluation examines the difference in the mean data of two 
or more groups. The hypothesis (H1) states that the sound sensor placement significantly 
affects the accuracy of monitoring the motor bearing condition. On the other hand, the (H0) 
hypothesis states that sensor placement has an insignificant effect on monitoring accuracy. 
The one-way ANOVA hypothesis test formulation is shown in Equation 8:
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H0 : α1 = α2 = … = αk

H1 = not all group means are equal       (8)

Where αk is the average group k, and k is the total number of groups. Assuming the one-way 
ANOVA test value states that (H1) is accepted, a post hoc test is carried out to determine 
the optimal sensor placement. The approach proposed by Tukey (honestly significant 
difference) is a post hoc test that is applied if (H0) is rejected (Shabbir et al., 2020). The 
Tukey test formula is shown in Equation 9:

|𝑡𝑡| = �𝑦𝑦𝑖𝑖−𝑦𝑦𝑗𝑗 �

�𝑀𝑀𝐵𝐵𝑀𝑀� 1
𝑛𝑛𝑖𝑖
− 1
𝑛𝑛𝑗𝑗
�

> 1
√2
𝑞𝑞𝛼𝛼 ,𝑘𝑘 ,𝑁𝑁−𝑘𝑘   

      (9)

where the sample means of the group i and j are symbolized by yi and yj, MSE is a mean 
squared error, ni and nj are sample size group, qα,k,N-k is Tukey table, α is the significance 
level, N is the total number of observations, and k is the number of groups.

RESULTS AND DISCUSSION

The microphone captures a signal in the time domain as a sound sensor. Sound data is 
retrieved for 30 seconds with a sampling frequency of 44.1 kHz. The data acquired in the 
time domain is transformed into that of the frequency using the FFT algorithm. Then, 
spectrum analysis is carried out by calculating the frequency of its characteristics to 
determine the condition of the bearing elements. Referring to the specifications in Figure 
3 and the application of Equations 5, 6, and 7, the frequency of each bearing element is:

𝑓𝑓𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 = 9
2
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38.5
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2
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� = 133.50 𝐻𝐻𝐻𝐻     

𝑓𝑓𝐵𝐵𝐵𝐵𝐵𝐵 = 38.5
2𝑥𝑥7.25

24.96 �1 − �7.25 𝑐𝑐𝑜𝑜𝑐𝑐 0𝑜𝑜
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�

2
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The following 91.18 Hz, 133.50 Hz, and 43.67 Hz are the fundamental frequencies 
of the outer and inner races, as well as the ball bearing. Each frequency of the harmonic 
element bearing was further observed. A sample spectrum of 800 Hz generates 6, 8, and 
18 frequencies at fBSF, fBPFO and fBPFI. Therefore, one sample data spectrum analysis is used 
to observe the amplitude at 32 harmonic frequencies. 

Figure 5 shows spectrum analysis at the fundamental frequency, where (a) depicts 
the sound spectrum with sensor placements of 50 cm, (b) 100 cm, and (c) 150 cm. The 
blue signal is the reference sound spectrum obtained from the operational bearing under 
a healthy condition, while the red is the test spectrum. If the test amplitude exceeds the 
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reference, the element bearing is declared to be in a damaged condition. On the other 
hand, assuming the reverse was the case, the element bearing is declared fit. Based on the 
test on the sensor placement of 50 cm from the motor body, the ball bearing was detected 
under a healthy condition; likewise, the outer race, while the inner one, was damaged. The 
monitoring results are inappropriate because the bearing elements were detected under 
damage conditions. In this case, the condition monitoring system is less accurate. However, 
this is different when reviewing the spectrum analysis results with the 100 cm sensor 
placement, as shown in Figure 5(b). The frequency of all bearing elements indicates the 
actual condition monitoring where the ball bearing and outer race are detected under faulty 
conditions while the inner one is in a healthy state. Figure 5(c) shows the sound spectrum 
with 150 cm sensor placement; the results of condition monitoring are less accurate.

The condition monitoring results of the bearing elements up to the fourth harmonic 
frequency shown in Table 1 is a detailed test of the first data where accuracy is calculated 
based on the percentage truth for the condition monitoring results of all bearing elements. 
Data was retrieved on each sensor placement variation four times to get valid results. 

The accuracy of the condition monitoring for all data repetitions is shown in Table 2. 
One-way ANOVA is performed using the data in Table 2 with respect to the hypothesis 
test. The requirements are that the sample data used should be normally distributed, 
its population must have a homogeneous variance, and the samples do not need to be 
related to each other. The normality test shows that the acquired information has been 
normally distributed with a P-value greater than 0.05, relatively 0.546. Meanwhile, the 
data homogeneity test was used to obtain a value of 0.275, meaning it is homogeneous.

Table 3 is a one-way sensor placement ANOVA regarding accurately monitoring 
the bearing elements’ conditions. It shows that the P-value is less than 5%. Therefore, it 
was concluded that (H1) is accepted, indicating that the sensor placement significantly 
affects the monitoring accuracy of bearing elements. The post hoc and Tukey tests were 
conducted to detect the best placement. Figure 6 shows the Tukey test results with a 95% 
confidence level. Based on the data grouping, the 100 cm sensor placement is the best 
location for monitoring the condition of bearing elements, with an average accuracy of 
92.66%. Relatively high accuracy is achieved with the proposed approach, thereby being 
highly recommended as an alternative for monitoring the condition of an induction motor.

Similar studies are shown in Table 4 as a discourse on developing motor condition 
monitoring. It also depicts studies that discuss monitoring the condition of motor elements 
based on sound and vibration data, where both are strongly influenced by ambient noise. 
Previous analyses presented this challenge to develop a condition-monitoring system by 
examining the effect of noise on accuracy (AlShorman et al., 2021). Therefore, the present 
study examines the optimal and effective sensor placement because the sound is susceptible 
to ambient noise.
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Figure 5. Spectrum analysis on the different sensor placements: (a) 50 cm; (b) 100 cm; and (c) 150 cm  

(a)

(b)

(c)

CM ball
B: 6.85e-05 dB
R: 2.82e-05 dB
Healthy (F)

CM outer-race
B: 0.000197 dB
R: 3.308e-05 dB
Healthy (F)

CM inner race
B: 0.000129 dB
R: 0.000133 dB
Healthy (F)

Blue (B) : Reference
Red (R): Test

0.02

0.015

0.01

0.005

0

0.02

0.015

0.01

0.005

0

0.02

0.015

0.01

0.005

0

Blue (B) : Reference
Red (R): Test

Blue (B) : Reference
Red (R): Test

CM ball
B: 4.642e-06 dB
R: 0.0001373 dB
Faulthy (T)

CM outer-race
B: 3.728e-05 dB
R: 0.000205 dB
Faulthy (T)

CM outer-race
B: 2.602e05 dB
R: 1.444e-05 dB
Healthy (T)

CM ball
B: 3.741e-05 dB
R: 1.205e-05 dB
Healthy (F)

CM outer-race
B: 5.697e-05 dB
R: 2.029e-05 dB
Healthy (F)

CM inner-race
B: 3.583e-05 dB
R: 4.905e-05 dB
Faulthy (F)

Am
pl

itu
de

 (d
B)

Am
pl

itu
de

 (d
B)

Am
pl

itu
de

 (d
B)

0                                                       50                                                      100                                                     150
Frequency (Hz)

0                                                       50                                                      100                                                     150
Frequency (Hz)

0                                                       50                                                      100                                                     150
Frequency (Hz)

X: 43.66
Y: 3.741e-05

X: 91.16
Y: 5.697e-05

X: 133.5
Y: 3.583e-05

X: 133.5
Y: 2.602e-05

X: 91.18
Y: 3.728e-05

X: 43.67
Y: 4.642e-06

X: 43.68
Y: 2.828e-05

X: 91.18
Y: 3.308e-05

X: 133.5
Y: 0.0001331



3102 Pertanika J. Sci. & Technol. 31 (6): 3093 - 3106 (2023)

Iradiratu Diah Prahmana Karyatanti, Istiyo Winarno, Ardik Wijayanto, Dwisetiono, 
Nuddin Harahab, Ratno Bagus Edy Wibowo and Agus Budiarto

Table 1 
Spectrum analysis for condition monitoring and detection accuracy

Placement Bearing
Condition

Freq
(Hz)

Amplitude (dB)
Result Accuracy

(%)Ref Test
50 cm Ball bearing 

defect
f 0.000068 0.000028 False 49.07 %

f x 2 0.000121 0.000038 False
f x 3 0.000168 0.000071 False
f x 4 0.003058 0.004393 True

Outer-race 
defect

f 0.000197 0.000033 False
f x 2 0.000190 0.000218 True
f x 3 0.000174 0.000237 True
f x 4 0.000138 0.000203 True

Inner-race 
healthy

f 0.000129 0.000133 False
f x 2 0.000158 0.000227 False
f x 3 0.000387 0.000633 False
f x 4 0.000157 0.000359 False

100 cm Ball bearing 
defect

f 0.000004 0.000137 True 94.44 %
f x 2 0.000018 0.000288 True
f x 3 0.000032 0.000109 True
f x 4 0.006436 0.056430 True

Outer-race 
defect

f 0.000037 0.000205 True
f x 2 0.000138 0.000425 True
f x 3 0.000018 0.000279 True
f x 4 0.000191 0.000199 True

Inner-race 
healthy

f 0.000026 0.000014 True
f x 2 0.000138 0.000077 True
f x 3 0.000310 0.000242 True
f x 4 0.000228 0.000139 True

150 cm Ball bearing 
defect

f 0.000037 0.000012 False 60.55 %
f x 2 0.000037 0.000073 True
f x 3 0.000055 0.000067 True
f x 4 0.008330 0.035380 True

Outer-race 
defect

f 0.000056 0.000020 False
f x 2 0.000079 0.000171 True
f x 3 0.000168 0.000506 True
f x 4 0.000204 0.000216 True

Inner-race 
healthy

f 0.000035 0.000049 False
f x 2 0.000351 0.000106 True
f x 3 0.000107 0.000077 True
f x 4 0.000298 0.000620 False
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Table 2 
Detection accuracy in all test cases

Placement
(cm)

Repetition (r) Average
1 2 3 4

0 13,33 % 15,18 % 20 % 24,16 % 18,17 %
50 49,07 % 60,55 % 47,87 % 56,38 % 53,47 %
100 94,44 % 87,77 % 92,12 % 96,29 % 92,66 %
150 60,55 % 56,20 % 58,70 % 54,53 % 57,49 %
200 59,90 % 44,90 % 57,59 % 50,92 % 53,33 %
250 50,18 % 41,85 % 47,87 % 52,03 % 47,98 %

Table 3 
One-way analysis of variance placement sensor 

Source of Diversity Degrees Free Sum of squares Middle square F-Value P-Value
Treatment 5 11308.4 2261.68 92.57 0.000

Galat 18 439.8 24.43
Total 23 11748.2

Figure 6. Tukey test

Model Summary

S R-sq R-sq (adj) R-sq (pred)

4,94301 96,26% 95,22% 93,34%

Means

Placement 
sensor N Mean StDev 95% CI
0 cm 4 18,17 4,89 (12,98; 23,36)

100 cm 4 92,66 3,68 (87,46; 97,85)
150 cm 4 57,49 2,66 (52,39; 62,69)
200 cm 4 53,33 6,79 (48,14; 58,52)
250 cm 4 47,98 4,43 (42,79; 53,17)
50 cm 4 53,47 6,04 (48,28; 58,66)

Pooled StDev = 4,94301

Turkey Pairwise Comparisons

Grouping Information Using the Turkey Method and 95% Confidence

Placement 
sensor N Mean Grouping
0 cm 4 92,66 A
100 cm 4 57,49 B
150 cm 4 53,47 B
200 cm 4 53,33 B
250 cm 4 47,98 B
50 cm 4 18,17 C

Means that do not share a letter are significantly different.
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Table 4 
Comparison of similar research with proposed research

Reference Feature extraction 
method Sensor Placement 

strategy Highlight

Vanraj et al., 
2017

No discussion Microphone RSM Sensor placement strategy using 
RSM approach with 112.5 cm.

Glowacs et 
al., 2018

MSAF-20-
MULTIEXPANDED

Microphone 30 cm sensor 
placement 

The sensor placement strategy 
approach is not discussed.

Wang et al., 
2019

MultiDTSA
and ARIMA

Microphone 
and 
accelerometer

No 
discussion

Future studies are recommended to 
optimize sensor settings. 

Vamsi et al., 
2019

wavelet 
decomposition

Microphone 
and 
accelerometer

No 
discussion

The placement of the sound sensor 
is free and more accurate than that 
of the vibration.

Goyal et al., 
2019

FFT Accelerometer NC-OSP 
strategy 

RSM can be used to track the 
optimal non-contact sensor 
location.

Nirwan & 
Ramani, 
2022

FFT Microphone, 
Accelerometer

No 
discussion

The bearing monitoring results 
using sound data are better than a 
vibration.

Zhang et al., 
2020

FFT Accelerometer No 
discussion

A sound and vibration sensor 
placement strategy is needed to get 
high accuracy.

AlShorman 
et al., 2021

Review all 
technique

Microphone No 
discussion

Review, challenges, and future 
trends are discussed for developing 
the effect of noise on monitoring 
accuracy. This factor may be 
affected by providing the sensor 
placement treatment.

Proposed 
method

Spectrum analysis Microphone One way 
ANOVA

The sensor placement is the best 
strategy to get the accuracy of 
bearing elements monitoring.

CONCLUSION

The sound characteristics are used to describe the condition of the motor elements, and 
their monitoring is strongly influenced by ambient noise. The right placement of the 
sound sensor is extremely important in determining the follow-up actions for motor 
maintenance. It provides an opportunity for the noise signal to overlap with that generated 
by the operation of the motor. Furthermore, spectrum analysis is a reliable solution for 
monitoring the condition of bearing elements with an overview of its conditions strongly 
influenced by sound sensor placement. The accuracy of bearing elements monitoring 
is determined using the One-way ANOVA test. Based on the Tukey test, the placement 
of the sensor 100 cm from the motor body gives the best accuracy of all treatments, 
which is 92.66%. Future studies are expected to examine the sensor placement in more 
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detail because the treatment applied in the present study has a difference of 50 cm. This 
research contributes to the right sensor placement strategy to obtain accurate monitoring 
results. It enables the industrial community to carry out diagnostics and prognostics of 
the motor as the main driver. 
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ABSTRACT

The fault detection problem is investigated for discrete-time linear uncertain systems. 
Instead of designing a fault detection system from the viewpoint of observer design for 
robust residual generation, an adaptive threshold approach is proposed to attain robustness 
against disturbance and norm-bounded model uncertainty. The main goal of the research 
is to develop a threshold design method that could establish an appropriate trade-off 
between false alarms and missed fault detection in the presence of model uncertainty. 
For this purpose, the H∞ optimization technique is adopted in the linear matrix inequality 
framework to compute the unknown parameters of an adaptive threshold. It is shown that 
the proposed fault detection system based on an adaptive threshold depends only on the 
system parameters and the control input of the monitored system. It is independent of 
robust residual generator designs in traditional observer-based fault detection systems. The 
effectiveness of the proposed approach is verified on two well-known benchmark systems: 
a direct-current motor and three tank systems. Several types of faults are successfully 
detected in both applications.

Keywords: Adaptive threshold, fault detection, H∞ optimization, linear matrix inequality, model uncertainty 

INTRODUCTION

The reliability and safety of engineering 
systems remain the prime focus as 
technology advances. In this regard, several 
sophisticated systems have been developed 
with the aid of advanced and robust control 
theories that ensure the desired performance 
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of the system. The performance is governed by the system’s internal components and by 
the functionality of sensors and actuators (Ahmad & Mohd-Mokhtar, 2021; Rahnavard 
et al., 2019).

Faults in these critical parts significantly reduce the system’s overall performance 
and, in some cases, put the system in danger if not handled immediately. Fault detection 
(FD) plays a vital role in such situations by promptly identifying the presence of a fault 
and assisting in preventing both financial and fatal losses (Na & Ahmad, 2019; Salimi et 
al., 2019).

In the existing literature, FD techniques are typically classified as data-driven and 
model-based (Chen & Patton, 2012; Ding, 2014). The data-driven approach is adopted 
when system dynamics cannot be quantitatively modeled due to insufficient knowledge of 
the system’s internal behavior. In contrast to data-driven techniques, model-based FD is 
chosen based on knowledge of the system dynamics, and mathematical model equations 
are developed. These equations are used to reconstruct the system output and verify that the 
anticipated output is consistent with the measured output from the sensors. The output error 
is treated as a residual. It should ideally be zero if there is no fault and non-zero otherwise.

Model-based FD techniques are further categorized as parameter estimation techniques, 
observer-based techniques, and parity relation techniques. In this study, the focus is on the 
observer-based technique. This technique consists of residual generation and evaluation, 
including threshold design. The primary task of the first stage, i.e., residual generation, 
is to generate a residual that indicates the possible occurrence of the fault. In the second 
stage, the residual is evaluated using signal and system norms to distinguish the fault from 
disturbance and noise and then compared with the threshold (Ahmad & Mohd Mokhtar, 
2022; Gertler, 2017). Finally, a fault is declared upon simple decision logic, in which if 
the evaluated residual exceeds the threshold, the fault is declared and vice versa.

Most practical systems encounter unknown inputs, i.e., deterministic disturbance and/or 
random noise and model uncertainties. The unknown inputs cause deviation in the residual 
from zero in fault-free cases, which ultimately reduces the FD system performance. Thus, 
an indispensable need is to design a robust FD system where these unknown inputs are 
treated very carefully. In this context, two approaches have been used to deal with these 
unknown inputs in a model-based framework. In the first method, the residual generator 
is designed to either generate a residual completely decoupled from unknown inputs or 
use optimization approaches to make the residual robust against unknown inputs. Robust 
residual generation using optimization approaches has gained much attention, and very 
good results have been reported for linear systems subjected to unknown disturbance 
and random noise in the existing literature (Blanke et al., 2015; Gertler, 2017; Isermann, 
2006). It is worth mentioning that generated residuals satisfy the sensitivity and robustness 
criterion in terms of performance indexes such as H∞/H∞, H-/H∞, and H2/H∞. In the second 
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approach, rather than designing a robust residual generator, a robust threshold is designed 
to handle the unknown inputs in the residual evaluation stage. 

More specifically, in the former case, an observer is designed to produce an unbiased 
estimation of the system’s outputs, irrespective of the influence of model uncertainties and 
unknown disturbances that make output error zero, a desired phenomenon in FD. Robust 
residual generation is only possible when the observer design meets the robustness and 
sensitivity requirements of certain performance indexes. In the latter case, robustness 
to model uncertainties and unknown disturbances is ensured by a robust threshold in 
the residual evaluation stage rather than the residual generation stage (Amirkhani et al., 
2020; Raka & Combastel, 2013; Puig et al., 2013; Montes de Oca et al., 2012). A robust 
threshold determines the maximum tolerance limit of an unknown disturbance and model 
uncertainty of the residual in the fault-free case. This approach eliminates the need for a 
separate robust residual generator design. The separate design of robust residual generation 
refers to an independent design of an observer, which is not linked with the threshold design 
in the second stage. In this case, the observer and threshold are designed separately for 
successful FD (former case). In robust threshold design, the threshold is designed in such 
a way that it could minimize the effect of the unknown inputs. Residual generation and 
threshold design are integrated into a single stage. 

On the other side, the main challenges in the robust threshold design are false alarms 
and missed detection of the faults that must be addressed for successful FD. False alarms 
are generated due to unknown inputs, which forces the residual to cross the threshold even 
in fault-free cases. In this study, a threshold is designed for linear discrete-time systems 
subjected to norm-bounded model uncertainty and deterministic disturbances, which is 
the main contribution and becomes the paper’s objective that distinguishes it from the 
existing literature. In this paper, the residual is generated by a fault detection filter (FDF), 
and the H∞ optimization technique is used in the linear matrix inequality (LMI) framework 
to calculate the unknown parameters of the threshold. In the proposed threshold design, 
the maximum influence of unknown disturbance and model uncertainty is not considered, 
compared to the standard threshold, which reduces the missed detection of the fault because 
of the lower value of the detection threshold and increases the false alarms in the system. 
In the end, a DC motor and three-tank system illustrate the significance of the proposed 
scheme via simulations. The effectiveness of the proposed threshold in detecting the fault 
is assessed using a variety of sensor and actuator faults.

PROBLEM FORMULATION

A linear discrete-time dynamic system, driven by l2 norm bounded control input 
𝑢𝑢(𝑘𝑘) ∈ 𝑅𝑅𝑝𝑝  
𝑑𝑑(𝑘𝑘) ∈ 𝑅𝑅𝑘𝑘𝑑𝑑  
𝑓𝑓(𝑘𝑘) ∈ 𝑅𝑅𝑘𝑘𝑓𝑓  

(𝛥𝛥𝛥𝛥) 
𝑥𝑥(𝑘𝑘 + 1) = (𝐴𝐴 + 𝛥𝛥𝐴𝐴)𝑥𝑥(𝑘𝑘) + (𝐵𝐵 + 𝛥𝛥𝐵𝐵)𝑢𝑢(𝑘𝑘) + 𝐸𝐸𝑑𝑑𝑑𝑑(𝑘𝑘) + 𝐸𝐸𝑓𝑓𝑓𝑓(𝑘𝑘) 

𝑦𝑦(𝑘𝑘) = (𝐶𝐶 + 𝛥𝛥𝐶𝐶)𝑥𝑥(𝑘𝑘) + (𝐷𝐷 + 𝛥𝛥𝐷𝐷)𝑢𝑢(𝑘𝑘) + 𝐹𝐹𝑑𝑑𝑑𝑑(𝑘𝑘) + 𝐹𝐹𝑓𝑓𝑓𝑓(𝑘𝑘)         (1) 

 , unknown input 
𝑢𝑢(𝑘𝑘) ∈ 𝑅𝑅𝑝𝑝  
𝑑𝑑(𝑘𝑘) ∈ 𝑅𝑅𝑘𝑘𝑑𝑑  
𝑓𝑓(𝑘𝑘) ∈ 𝑅𝑅𝑘𝑘𝑓𝑓  

(𝛥𝛥𝛥𝛥) 
𝑥𝑥(𝑘𝑘 + 1) = (𝐴𝐴 + 𝛥𝛥𝐴𝐴)𝑥𝑥(𝑘𝑘) + (𝐵𝐵 + 𝛥𝛥𝐵𝐵)𝑢𝑢(𝑘𝑘) + 𝐸𝐸𝑑𝑑𝑑𝑑(𝑘𝑘) + 𝐸𝐸𝑓𝑓𝑓𝑓(𝑘𝑘) 

𝑦𝑦(𝑘𝑘) = (𝐶𝐶 + 𝛥𝛥𝐶𝐶)𝑥𝑥(𝑘𝑘) + (𝐷𝐷 + 𝛥𝛥𝐷𝐷)𝑢𝑢(𝑘𝑘) + 𝐹𝐹𝑑𝑑𝑑𝑑(𝑘𝑘) + 𝐹𝐹𝑓𝑓𝑓𝑓(𝑘𝑘)         (1) 

, and affected by 

𝑢𝑢(𝑘𝑘) ∈ 𝑅𝑅𝑝𝑝  
𝑑𝑑(𝑘𝑘) ∈ 𝑅𝑅𝑘𝑘𝑑𝑑  
𝑓𝑓(𝑘𝑘) ∈ 𝑅𝑅𝑘𝑘𝑓𝑓  

(𝛥𝛥𝛥𝛥) 
𝑥𝑥(𝑘𝑘 + 1) = (𝐴𝐴 + 𝛥𝛥𝐴𝐴)𝑥𝑥(𝑘𝑘) + (𝐵𝐵 + 𝛥𝛥𝐵𝐵)𝑢𝑢(𝑘𝑘) + 𝐸𝐸𝑑𝑑𝑑𝑑(𝑘𝑘) + 𝐸𝐸𝑓𝑓𝑓𝑓(𝑘𝑘) 

𝑦𝑦(𝑘𝑘) = (𝐶𝐶 + 𝛥𝛥𝐶𝐶)𝑥𝑥(𝑘𝑘) + (𝐷𝐷 + 𝛥𝛥𝐷𝐷)𝑢𝑢(𝑘𝑘) + 𝐹𝐹𝑑𝑑𝑑𝑑(𝑘𝑘) + 𝐹𝐹𝑓𝑓𝑓𝑓(𝑘𝑘)         (1) 

 and model 
uncertainties 

𝑢𝑢(𝑘𝑘) ∈ 𝑅𝑅𝑝𝑝  
𝑑𝑑(𝑘𝑘) ∈ 𝑅𝑅𝑘𝑘𝑑𝑑  
𝑓𝑓(𝑘𝑘) ∈ 𝑅𝑅𝑘𝑘𝑓𝑓  

(𝛥𝛥𝛥𝛥) 
𝑥𝑥(𝑘𝑘 + 1) = (𝐴𝐴 + 𝛥𝛥𝐴𝐴)𝑥𝑥(𝑘𝑘) + (𝐵𝐵 + 𝛥𝛥𝐵𝐵)𝑢𝑢(𝑘𝑘) + 𝐸𝐸𝑑𝑑𝑑𝑑(𝑘𝑘) + 𝐸𝐸𝑓𝑓𝑓𝑓(𝑘𝑘) 

𝑦𝑦(𝑘𝑘) = (𝐶𝐶 + 𝛥𝛥𝐶𝐶)𝑥𝑥(𝑘𝑘) + (𝐷𝐷 + 𝛥𝛥𝐷𝐷)𝑢𝑢(𝑘𝑘) + 𝐹𝐹𝑑𝑑𝑑𝑑(𝑘𝑘) + 𝐹𝐹𝑓𝑓𝑓𝑓(𝑘𝑘)         (1) 

 is represented by the following Equation 1:
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𝑢𝑢(𝑘𝑘) ∈ 𝑅𝑅𝑝𝑝  
𝑑𝑑(𝑘𝑘) ∈ 𝑅𝑅𝑘𝑘𝑑𝑑  
𝑓𝑓(𝑘𝑘) ∈ 𝑅𝑅𝑘𝑘𝑓𝑓  

(𝛥𝛥𝛥𝛥) 
𝑥𝑥(𝑘𝑘 + 1) = (𝐴𝐴 + 𝛥𝛥𝐴𝐴)𝑥𝑥(𝑘𝑘) + (𝐵𝐵 + 𝛥𝛥𝐵𝐵)𝑢𝑢(𝑘𝑘) + 𝐸𝐸𝑑𝑑𝑑𝑑(𝑘𝑘) + 𝐸𝐸𝑓𝑓𝑓𝑓(𝑘𝑘) 

𝑦𝑦(𝑘𝑘) = (𝐶𝐶 + 𝛥𝛥𝐶𝐶)𝑥𝑥(𝑘𝑘) + (𝐷𝐷 + 𝛥𝛥𝐷𝐷)𝑢𝑢(𝑘𝑘) + 𝐹𝐹𝑑𝑑𝑑𝑑(𝑘𝑘) + 𝐹𝐹𝑓𝑓𝑓𝑓(𝑘𝑘)         (1) 

𝑢𝑢(𝑘𝑘) ∈ 𝑅𝑅𝑝𝑝  
𝑑𝑑(𝑘𝑘) ∈ 𝑅𝑅𝑘𝑘𝑑𝑑  
𝑓𝑓(𝑘𝑘) ∈ 𝑅𝑅𝑘𝑘𝑓𝑓  

(𝛥𝛥𝛥𝛥) 
𝑥𝑥(𝑘𝑘 + 1) = (𝐴𝐴 + 𝛥𝛥𝐴𝐴)𝑥𝑥(𝑘𝑘) + (𝐵𝐵 + 𝛥𝛥𝐵𝐵)𝑢𝑢(𝑘𝑘) + 𝐸𝐸𝑑𝑑𝑑𝑑(𝑘𝑘) + 𝐸𝐸𝑓𝑓𝑓𝑓(𝑘𝑘) 

𝑦𝑦(𝑘𝑘) = (𝐶𝐶 + 𝛥𝛥𝐶𝐶)𝑥𝑥(𝑘𝑘) + (𝐷𝐷 + 𝛥𝛥𝐷𝐷)𝑢𝑢(𝑘𝑘) + 𝐹𝐹𝑑𝑑𝑑𝑑(𝑘𝑘) + 𝐹𝐹𝑓𝑓𝑓𝑓(𝑘𝑘)         (1)   (1)

where 

A linear discrete-time dynamic system, driven by 𝑙𝑙2 norm bounded control input 𝑢𝑢(𝑘𝑘) ∈ 𝑅𝑅𝑝𝑝 , unknown 

input 𝑑𝑑(𝑘𝑘) ∈ 𝑅𝑅𝑘𝑘𝑑𝑑 , and affected by 𝑓𝑓(𝑘𝑘) ∈ 𝑅𝑅𝑘𝑘𝑓𝑓  and model uncertainties (𝛥𝛥𝛥𝛥), is represented by the 

following Equation 1: 

𝑥𝑥(𝑘𝑘 + 1) = (𝐴𝐴 + 𝛥𝛥𝐴𝐴)𝑥𝑥(𝑘𝑘) + (𝐵𝐵 + 𝛥𝛥𝐵𝐵)𝑢𝑢(𝑘𝑘) + 𝐸𝐸𝑑𝑑𝑑𝑑(𝑘𝑘) + 𝐸𝐸𝑓𝑓𝑓𝑓(𝑘𝑘) 

𝑦𝑦(𝑘𝑘) = (𝐶𝐶 + 𝛥𝛥𝐶𝐶)𝑥𝑥(𝑘𝑘) + (𝐷𝐷 + 𝛥𝛥𝐷𝐷)𝑢𝑢(𝑘𝑘) + 𝐹𝐹𝑑𝑑𝑑𝑑(𝑘𝑘) + 𝐹𝐹𝑓𝑓𝑓𝑓(𝑘𝑘)         (1) 

where 𝑥𝑥(𝑘𝑘) ∈ 𝑅𝑅𝑛𝑛  denotes the state vector and 𝑦𝑦(𝑘𝑘) ∈ 𝑅𝑅𝑚𝑚be the measurement vector. 

𝐴𝐴,𝐵𝐵,𝐶𝐶,𝐷𝐷,𝐸𝐸𝑑𝑑 ,𝐹𝐹𝑑𝑑 ,𝐸𝐸𝑓𝑓 , and 𝐹𝐹𝑓𝑓are known matrices with appropriate dimensions. ∆𝐴𝐴,∆𝐵𝐵,∆𝐶𝐶,∆𝐷𝐷 are norm-

bounded model uncertainties, defined as Equation 2: 

�∆𝐴𝐴 ∆𝐵𝐵
∆𝐶𝐶 ∆𝐷𝐷� = �𝐻𝐻1∑𝐺𝐺1 𝐻𝐻1∑𝐺𝐺2

𝐻𝐻2∑𝐺𝐺1 𝐻𝐻2∑𝐺𝐺2
�                      (2) 

where 𝐻𝐻1,𝐻𝐻2,𝐺𝐺1and 𝐺𝐺2 are known matrices with compatible dimensions, and Σ is an unknown scalar 

constant but bounded with a condition that holds ∑𝑇𝑇∑ ≤ 𝛿𝛿 and 0 < 𝛿𝛿 ≤ 1. Furthermore, it is assumed 

that 
sup
𝑑𝑑 ≠ 0‖𝑑𝑑(𝑘𝑘)‖2 ≤ 𝛿𝛿𝑑𝑑 , where 𝛿𝛿𝑑𝑑  is the upper limit of energy of unknown disturbance. Note that 

𝛿𝛿𝑑𝑑  and 𝛿𝛿 represent the maximum possible influence of disturbance and model uncertainty on the system 

dynamics. 

 

Observer-based residual generator, so-called FDF, is described by Equation 3: 

𝑥𝑥�(𝑘𝑘 + 1) = 𝐴𝐴𝑥𝑥�(𝑘𝑘) + 𝐵𝐵𝑢𝑢(𝑘𝑘) + 𝐿𝐿�𝑦𝑦(𝑘𝑘) − 𝑦𝑦�(𝑘𝑘)� 

𝑟𝑟(𝑘𝑘) =  𝑦𝑦(𝑘𝑘) − 𝑦𝑦�(𝑘𝑘)     

       (3) 

  denotes the state vector and 

A linear discrete-time dynamic system, driven by 𝑙𝑙2 norm bounded control input 𝑢𝑢(𝑘𝑘) ∈ 𝑅𝑅𝑝𝑝 , unknown 

input 𝑑𝑑(𝑘𝑘) ∈ 𝑅𝑅𝑘𝑘𝑑𝑑 , and affected by 𝑓𝑓(𝑘𝑘) ∈ 𝑅𝑅𝑘𝑘𝑓𝑓  and model uncertainties (𝛥𝛥𝛥𝛥), is represented by the 

following Equation 1: 

𝑥𝑥(𝑘𝑘 + 1) = (𝐴𝐴 + 𝛥𝛥𝐴𝐴)𝑥𝑥(𝑘𝑘) + (𝐵𝐵 + 𝛥𝛥𝐵𝐵)𝑢𝑢(𝑘𝑘) + 𝐸𝐸𝑑𝑑𝑑𝑑(𝑘𝑘) + 𝐸𝐸𝑓𝑓𝑓𝑓(𝑘𝑘) 

𝑦𝑦(𝑘𝑘) = (𝐶𝐶 + 𝛥𝛥𝐶𝐶)𝑥𝑥(𝑘𝑘) + (𝐷𝐷 + 𝛥𝛥𝐷𝐷)𝑢𝑢(𝑘𝑘) + 𝐹𝐹𝑑𝑑𝑑𝑑(𝑘𝑘) + 𝐹𝐹𝑓𝑓𝑓𝑓(𝑘𝑘)         (1) 

where 𝑥𝑥(𝑘𝑘) ∈ 𝑅𝑅𝑛𝑛  denotes the state vector and 𝑦𝑦(𝑘𝑘) ∈ 𝑅𝑅𝑚𝑚be the measurement vector. 

𝐴𝐴,𝐵𝐵,𝐶𝐶,𝐷𝐷,𝐸𝐸𝑑𝑑 ,𝐹𝐹𝑑𝑑 ,𝐸𝐸𝑓𝑓 , and 𝐹𝐹𝑓𝑓are known matrices with appropriate dimensions. ∆𝐴𝐴,∆𝐵𝐵,∆𝐶𝐶,∆𝐷𝐷 are norm-

bounded model uncertainties, defined as Equation 2: 

�∆𝐴𝐴 ∆𝐵𝐵
∆𝐶𝐶 ∆𝐷𝐷� = �𝐻𝐻1∑𝐺𝐺1 𝐻𝐻1∑𝐺𝐺2

𝐻𝐻2∑𝐺𝐺1 𝐻𝐻2∑𝐺𝐺2
�                      (2) 

where 𝐻𝐻1,𝐻𝐻2,𝐺𝐺1and 𝐺𝐺2 are known matrices with compatible dimensions, and Σ is an unknown scalar 

constant but bounded with a condition that holds ∑𝑇𝑇∑ ≤ 𝛿𝛿 and 0 < 𝛿𝛿 ≤ 1. Furthermore, it is assumed 

that 
sup
𝑑𝑑 ≠ 0‖𝑑𝑑(𝑘𝑘)‖2 ≤ 𝛿𝛿𝑑𝑑 , where 𝛿𝛿𝑑𝑑  is the upper limit of energy of unknown disturbance. Note that 

𝛿𝛿𝑑𝑑  and 𝛿𝛿 represent the maximum possible influence of disturbance and model uncertainty on the system 

dynamics. 

 

Observer-based residual generator, so-called FDF, is described by Equation 3: 

𝑥𝑥�(𝑘𝑘 + 1) = 𝐴𝐴𝑥𝑥�(𝑘𝑘) + 𝐵𝐵𝑢𝑢(𝑘𝑘) + 𝐿𝐿�𝑦𝑦(𝑘𝑘) − 𝑦𝑦�(𝑘𝑘)� 

𝑟𝑟(𝑘𝑘) =  𝑦𝑦(𝑘𝑘) − 𝑦𝑦�(𝑘𝑘)     

       (3) 

 be the measurement 
vector. 

A linear discrete-time dynamic system, driven by 𝑙𝑙2 norm bounded control input 𝑢𝑢(𝑘𝑘) ∈ 𝑅𝑅𝑝𝑝 , unknown 

input 𝑑𝑑(𝑘𝑘) ∈ 𝑅𝑅𝑘𝑘𝑑𝑑 , and affected by 𝑓𝑓(𝑘𝑘) ∈ 𝑅𝑅𝑘𝑘𝑓𝑓  and model uncertainties (𝛥𝛥𝛥𝛥), is represented by the 

following Equation 1: 

𝑥𝑥(𝑘𝑘 + 1) = (𝐴𝐴 + 𝛥𝛥𝐴𝐴)𝑥𝑥(𝑘𝑘) + (𝐵𝐵 + 𝛥𝛥𝐵𝐵)𝑢𝑢(𝑘𝑘) + 𝐸𝐸𝑑𝑑𝑑𝑑(𝑘𝑘) + 𝐸𝐸𝑓𝑓𝑓𝑓(𝑘𝑘) 

𝑦𝑦(𝑘𝑘) = (𝐶𝐶 + 𝛥𝛥𝐶𝐶)𝑥𝑥(𝑘𝑘) + (𝐷𝐷 + 𝛥𝛥𝐷𝐷)𝑢𝑢(𝑘𝑘) + 𝐹𝐹𝑑𝑑𝑑𝑑(𝑘𝑘) + 𝐹𝐹𝑓𝑓𝑓𝑓(𝑘𝑘)         (1) 

where 𝑥𝑥(𝑘𝑘) ∈ 𝑅𝑅𝑛𝑛  denotes the state vector and 𝑦𝑦(𝑘𝑘) ∈ 𝑅𝑅𝑚𝑚be the measurement vector. 

𝐴𝐴,𝐵𝐵,𝐶𝐶,𝐷𝐷,𝐸𝐸𝑑𝑑 ,𝐹𝐹𝑑𝑑 ,𝐸𝐸𝑓𝑓 , and 𝐹𝐹𝑓𝑓are known matrices with appropriate dimensions. ∆𝐴𝐴,∆𝐵𝐵,∆𝐶𝐶,∆𝐷𝐷 are norm-

bounded model uncertainties, defined as Equation 2: 

�∆𝐴𝐴 ∆𝐵𝐵
∆𝐶𝐶 ∆𝐷𝐷� = �𝐻𝐻1∑𝐺𝐺1 𝐻𝐻1∑𝐺𝐺2

𝐻𝐻2∑𝐺𝐺1 𝐻𝐻2∑𝐺𝐺2
�                      (2) 

where 𝐻𝐻1,𝐻𝐻2,𝐺𝐺1and 𝐺𝐺2 are known matrices with compatible dimensions, and Σ is an unknown scalar 

constant but bounded with a condition that holds ∑𝑇𝑇∑ ≤ 𝛿𝛿 and 0 < 𝛿𝛿 ≤ 1. Furthermore, it is assumed 

that 
sup
𝑑𝑑 ≠ 0‖𝑑𝑑(𝑘𝑘)‖2 ≤ 𝛿𝛿𝑑𝑑 , where 𝛿𝛿𝑑𝑑  is the upper limit of energy of unknown disturbance. Note that 

𝛿𝛿𝑑𝑑  and 𝛿𝛿 represent the maximum possible influence of disturbance and model uncertainty on the system 

dynamics. 

 

Observer-based residual generator, so-called FDF, is described by Equation 3: 

𝑥𝑥�(𝑘𝑘 + 1) = 𝐴𝐴𝑥𝑥�(𝑘𝑘) + 𝐵𝐵𝑢𝑢(𝑘𝑘) + 𝐿𝐿�𝑦𝑦(𝑘𝑘) − 𝑦𝑦�(𝑘𝑘)� 

𝑟𝑟(𝑘𝑘) =  𝑦𝑦(𝑘𝑘) − 𝑦𝑦�(𝑘𝑘)     

       (3) 

 are known matrices with appropriate dimensions. 

A linear discrete-time dynamic system, driven by 𝑙𝑙2 norm bounded control input 𝑢𝑢(𝑘𝑘) ∈ 𝑅𝑅𝑝𝑝 , unknown 

input 𝑑𝑑(𝑘𝑘) ∈ 𝑅𝑅𝑘𝑘𝑑𝑑 , and affected by 𝑓𝑓(𝑘𝑘) ∈ 𝑅𝑅𝑘𝑘𝑓𝑓  and model uncertainties (𝛥𝛥𝛥𝛥), is represented by the 

following Equation 1: 

𝑥𝑥(𝑘𝑘 + 1) = (𝐴𝐴 + 𝛥𝛥𝐴𝐴)𝑥𝑥(𝑘𝑘) + (𝐵𝐵 + 𝛥𝛥𝐵𝐵)𝑢𝑢(𝑘𝑘) + 𝐸𝐸𝑑𝑑𝑑𝑑(𝑘𝑘) + 𝐸𝐸𝑓𝑓𝑓𝑓(𝑘𝑘) 

𝑦𝑦(𝑘𝑘) = (𝐶𝐶 + 𝛥𝛥𝐶𝐶)𝑥𝑥(𝑘𝑘) + (𝐷𝐷 + 𝛥𝛥𝐷𝐷)𝑢𝑢(𝑘𝑘) + 𝐹𝐹𝑑𝑑𝑑𝑑(𝑘𝑘) + 𝐹𝐹𝑓𝑓𝑓𝑓(𝑘𝑘)         (1) 

where 𝑥𝑥(𝑘𝑘) ∈ 𝑅𝑅𝑛𝑛  denotes the state vector and 𝑦𝑦(𝑘𝑘) ∈ 𝑅𝑅𝑚𝑚be the measurement vector. 

𝐴𝐴,𝐵𝐵,𝐶𝐶,𝐷𝐷,𝐸𝐸𝑑𝑑 ,𝐹𝐹𝑑𝑑 ,𝐸𝐸𝑓𝑓 , and 𝐹𝐹𝑓𝑓are known matrices with appropriate dimensions. ∆𝐴𝐴,∆𝐵𝐵,∆𝐶𝐶,∆𝐷𝐷 are norm-

bounded model uncertainties, defined as Equation 2: 

�∆𝐴𝐴 ∆𝐵𝐵
∆𝐶𝐶 ∆𝐷𝐷� = �𝐻𝐻1∑𝐺𝐺1 𝐻𝐻1∑𝐺𝐺2

𝐻𝐻2∑𝐺𝐺1 𝐻𝐻2∑𝐺𝐺2
�                      (2) 
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following Equation 1: 

𝑥𝑥(𝑘𝑘 + 1) = (𝐴𝐴 + 𝛥𝛥𝐴𝐴)𝑥𝑥(𝑘𝑘) + (𝐵𝐵 + 𝛥𝛥𝐵𝐵)𝑢𝑢(𝑘𝑘) + 𝐸𝐸𝑑𝑑𝑑𝑑(𝑘𝑘) + 𝐸𝐸𝑓𝑓𝑓𝑓(𝑘𝑘) 

𝑦𝑦(𝑘𝑘) = (𝐶𝐶 + 𝛥𝛥𝐶𝐶)𝑥𝑥(𝑘𝑘) + (𝐷𝐷 + 𝛥𝛥𝐷𝐷)𝑢𝑢(𝑘𝑘) + 𝐹𝐹𝑑𝑑𝑑𝑑(𝑘𝑘) + 𝐹𝐹𝑓𝑓𝑓𝑓(𝑘𝑘)         (1) 

where 𝑥𝑥(𝑘𝑘) ∈ 𝑅𝑅𝑛𝑛  denotes the state vector and 𝑦𝑦(𝑘𝑘) ∈ 𝑅𝑅𝑚𝑚be the measurement vector. 

𝐴𝐴,𝐵𝐵,𝐶𝐶,𝐷𝐷,𝐸𝐸𝑑𝑑 ,𝐹𝐹𝑑𝑑 ,𝐸𝐸𝑓𝑓 , and 𝐹𝐹𝑓𝑓are known matrices with appropriate dimensions. ∆𝐴𝐴,∆𝐵𝐵,∆𝐶𝐶,∆𝐷𝐷 are norm-

bounded model uncertainties, defined as Equation 2: 

�∆𝐴𝐴 ∆𝐵𝐵
∆𝐶𝐶 ∆𝐷𝐷� = �𝐻𝐻1∑𝐺𝐺1 𝐻𝐻1∑𝐺𝐺2

𝐻𝐻2∑𝐺𝐺1 𝐻𝐻2∑𝐺𝐺2
�                      (2) 

where 𝐻𝐻1,𝐻𝐻2,𝐺𝐺1and 𝐺𝐺2 are known matrices with compatible dimensions, and Σ is an unknown scalar 

constant but bounded with a condition that holds ∑𝑇𝑇∑ ≤ 𝛿𝛿 and 0 < 𝛿𝛿 ≤ 1. Furthermore, it is assumed 

that 
sup
𝑑𝑑 ≠ 0‖𝑑𝑑(𝑘𝑘)‖2 ≤ 𝛿𝛿𝑑𝑑 , where 𝛿𝛿𝑑𝑑  is the upper limit of energy of unknown disturbance. Note that 

𝛿𝛿𝑑𝑑  and 𝛿𝛿 represent the maximum possible influence of disturbance and model uncertainty on the system 

dynamics. 

 

Observer-based residual generator, so-called FDF, is described by Equation 3: 

𝑥𝑥�(𝑘𝑘 + 1) = 𝐴𝐴𝑥𝑥�(𝑘𝑘) + 𝐵𝐵𝑢𝑢(𝑘𝑘) + 𝐿𝐿�𝑦𝑦(𝑘𝑘) − 𝑦𝑦�(𝑘𝑘)� 

𝑟𝑟(𝑘𝑘) =  𝑦𝑦(𝑘𝑘) − 𝑦𝑦�(𝑘𝑘)     

       (3) 

 and 

A linear discrete-time dynamic system, driven by 𝑙𝑙2 norm bounded control input 𝑢𝑢(𝑘𝑘) ∈ 𝑅𝑅𝑝𝑝 , unknown 

input 𝑑𝑑(𝑘𝑘) ∈ 𝑅𝑅𝑘𝑘𝑑𝑑 , and affected by 𝑓𝑓(𝑘𝑘) ∈ 𝑅𝑅𝑘𝑘𝑓𝑓  and model uncertainties (𝛥𝛥𝛥𝛥), is represented by the 

following Equation 1: 

𝑥𝑥(𝑘𝑘 + 1) = (𝐴𝐴 + 𝛥𝛥𝐴𝐴)𝑥𝑥(𝑘𝑘) + (𝐵𝐵 + 𝛥𝛥𝐵𝐵)𝑢𝑢(𝑘𝑘) + 𝐸𝐸𝑑𝑑𝑑𝑑(𝑘𝑘) + 𝐸𝐸𝑓𝑓𝑓𝑓(𝑘𝑘) 

𝑦𝑦(𝑘𝑘) = (𝐶𝐶 + 𝛥𝛥𝐶𝐶)𝑥𝑥(𝑘𝑘) + (𝐷𝐷 + 𝛥𝛥𝐷𝐷)𝑢𝑢(𝑘𝑘) + 𝐹𝐹𝑑𝑑𝑑𝑑(𝑘𝑘) + 𝐹𝐹𝑓𝑓𝑓𝑓(𝑘𝑘)         (1) 

where 𝑥𝑥(𝑘𝑘) ∈ 𝑅𝑅𝑛𝑛  denotes the state vector and 𝑦𝑦(𝑘𝑘) ∈ 𝑅𝑅𝑚𝑚be the measurement vector. 

𝐴𝐴,𝐵𝐵,𝐶𝐶,𝐷𝐷,𝐸𝐸𝑑𝑑 ,𝐹𝐹𝑑𝑑 ,𝐸𝐸𝑓𝑓 , and 𝐹𝐹𝑓𝑓are known matrices with appropriate dimensions. ∆𝐴𝐴,∆𝐵𝐵,∆𝐶𝐶,∆𝐷𝐷 are norm-

bounded model uncertainties, defined as Equation 2: 

�∆𝐴𝐴 ∆𝐵𝐵
∆𝐶𝐶 ∆𝐷𝐷� = �𝐻𝐻1∑𝐺𝐺1 𝐻𝐻1∑𝐺𝐺2

𝐻𝐻2∑𝐺𝐺1 𝐻𝐻2∑𝐺𝐺2
�                      (2) 

where 𝐻𝐻1,𝐻𝐻2,𝐺𝐺1and 𝐺𝐺2 are known matrices with compatible dimensions, and Σ is an unknown scalar 

constant but bounded with a condition that holds ∑𝑇𝑇∑ ≤ 𝛿𝛿 and 0 < 𝛿𝛿 ≤ 1. Furthermore, it is assumed 

that 
sup
𝑑𝑑 ≠ 0‖𝑑𝑑(𝑘𝑘)‖2 ≤ 𝛿𝛿𝑑𝑑 , where 𝛿𝛿𝑑𝑑  is the upper limit of energy of unknown disturbance. Note that 

𝛿𝛿𝑑𝑑  and 𝛿𝛿 represent the maximum possible influence of disturbance and model uncertainty on the system 

dynamics. 

 

Observer-based residual generator, so-called FDF, is described by Equation 3: 

𝑥𝑥�(𝑘𝑘 + 1) = 𝐴𝐴𝑥𝑥�(𝑘𝑘) + 𝐵𝐵𝑢𝑢(𝑘𝑘) + 𝐿𝐿�𝑦𝑦(𝑘𝑘) − 𝑦𝑦�(𝑘𝑘)� 

𝑟𝑟(𝑘𝑘) =  𝑦𝑦(𝑘𝑘) − 𝑦𝑦�(𝑘𝑘)     

       (3) 

 represent the maximum possible influence of 
disturbance and model uncertainty on the system dynamics.

Observer-based residual generator, so-called FDF, is described by Equation 3:

𝑥𝑥�(𝑘𝑘 + 1) = 𝐴𝐴𝑥𝑥�(𝑘𝑘) + 𝐵𝐵𝑢𝑢(𝑘𝑘) + 𝐿𝐿�𝑦𝑦(𝑘𝑘)− 𝑦𝑦�(𝑘𝑘)� 

𝑟𝑟(𝑘𝑘) =  𝑦𝑦(𝑘𝑘) − 𝑦𝑦�(𝑘𝑘)     (3) 

where 𝑦𝑦�(𝑘𝑘) = 𝐶𝐶𝑥𝑥�(𝑘𝑘) + 𝐷𝐷𝑢𝑢(𝑘𝑘) 

      (3)

(4)

(5)

 is a state estimation vector, 

(4)

(5)

 is the estimated output vector, and 

(4)

(5)

 
is the residual signal. The new vector, i.e., state estimation error vector, 𝑒𝑒(𝑘𝑘) = 𝑥𝑥(𝑘𝑘) − 𝑥𝑥�(𝑘𝑘) , 
illustrates the dynamics of FDF (Equation 3) and is described by Equations 4 and 5:

     (4)

𝑟𝑟(𝑘𝑘) = 𝐶𝐶𝑒𝑒(𝑘𝑘) + 𝛥𝛥𝐶𝐶𝑥𝑥(𝑘𝑘) + 𝛥𝛥𝐷𝐷𝑢𝑢(𝑘𝑘) + 𝐹𝐹𝑑𝑑𝑑𝑑(𝑘𝑘) + 𝐹𝐹𝑓𝑓𝑓𝑓(𝑘𝑘)  

𝐽𝐽(𝑘𝑘) = ‖𝑟𝑟(𝑘𝑘)‖2,[𝑘𝑘 ,𝑘𝑘+𝑁𝑁]
2 = �𝑟𝑟𝑇𝑇(𝑘𝑘 + 𝑗𝑗)𝑟𝑟(𝑘𝑘 + 𝑗𝑗)

𝑁𝑁

𝑗𝑗=0
 

    (5)

It is evident from Equation 5 that residual is sensitive to fault as well as unknown 
input, control input, and system’s state. For residual evaluation purposes, the l2 norm of 
the residual Equation 5 is used and can be expressed as Equation 6:𝑟𝑟(𝑘𝑘) = 𝐶𝐶𝑒𝑒(𝑘𝑘) + 𝛥𝛥𝐶𝐶𝑥𝑥(𝑘𝑘) + 𝛥𝛥𝐷𝐷𝑢𝑢(𝑘𝑘) + 𝐹𝐹𝑑𝑑𝑑𝑑(𝑘𝑘) + 𝐹𝐹𝑓𝑓𝑓𝑓(𝑘𝑘)  

𝐽𝐽(𝑘𝑘) = ‖𝑟𝑟(𝑘𝑘)‖2,[𝑘𝑘 ,𝑘𝑘+𝑁𝑁]
2 = �𝑟𝑟𝑇𝑇(𝑘𝑘 + 𝑗𝑗)𝑟𝑟(𝑘𝑘 + 𝑗𝑗)

𝑁𝑁

𝑗𝑗=0
     (6)

Recall that the l2 norm of a signal evaluates the change in energy of a signal in a certain 
evaluation window (k,k+N). For FD purposes, it is desired to use the energy of the residual 
signal as an evaluation function rather than the residual’s maximum/minimum peak value. 
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Furthermore, the standard threshold for FD is defined as Equation 7:

𝐽𝐽𝑡𝑡ℎ =
sup

∑𝑇𝑇∑ ≤ 𝛿𝛿𝛿𝛿, ‖𝑑𝑑(𝑘𝑘)‖2 ≤ 𝛿𝛿𝑑𝑑 ,𝑓𝑓 = 0 ‖𝑟𝑟(𝑘𝑘)‖2
2

     (7)

It is evident from Equation 7 that the threshold represents the maximum value of the 
residual energy under the maximum possible influence of disturbance and model uncertainty 
in fault-free cases, leading the false alarms to zero. On the other hand, residual signals with 
small faults cannot cross the threshold because the fault signal disappears in the residual, 
ultimately increasing the missed detection of the faults.

New variables are defined below for designing a proposed threshold. 

𝛿𝛿𝑑𝑑𝑑𝑑 ≤ 𝛿𝛿𝑑𝑑  and 𝛿𝛿∆𝛥𝛥 ≤ 𝛿𝛿 

where 𝛿𝛿𝑑𝑑𝑑𝑑  and 𝛿𝛿∆𝛥𝛥   represent the influence of certain energy levels of disturbance and model 
uncertainty on the system, respectively. The following threshold is proposed (Equation 8) 
to decrease the missed detection of the faults:

𝐽𝐽𝑡𝑡ℎ =
sup

∑𝑇𝑇∑ ≤ 𝛿𝛿∆𝛥𝛥𝛿𝛿, ‖𝑑𝑑(𝑘𝑘)‖2 ≤ 𝛿𝛿𝑑𝑑𝑑𝑑 ,𝑓𝑓 = 0 ‖𝑟𝑟(𝑘𝑘)‖2
2
     (8)

The threshold in Equation 8 determines the maximum change in energy of the 𝑟𝑟(𝑘𝑘)    
when 𝑟𝑟(𝑘𝑘)   is influenced by disturbance and model uncertainty of a certain energy level, 
i.e.,𝛿𝛿𝑑𝑑𝑑𝑑  and 𝛿𝛿∆𝛥𝛥  , rather than the maximum possible influence, i.e., 𝛿𝛿𝑑𝑑  and 𝛿𝛿 ‖𝑑𝑑(𝑘𝑘)‖2 > 𝛿𝛿𝑑𝑑𝑑𝑑  

∆𝐴𝐴,∆𝐵𝐵,∆𝐶𝐶,∆𝐷𝐷 
∑𝑇𝑇∑ > 𝛿𝛿∆𝛥𝛥𝛿𝛿 

. Setting the 
threshold according to Equation 8 decreases the missed detection of the faults. On the 
other hand, disturbance 

𝛿𝛿𝑑𝑑  and 𝛿𝛿 ‖𝑑𝑑(𝑘𝑘)‖2 > 𝛿𝛿𝑑𝑑𝑑𝑑  
∆𝐴𝐴,∆𝐵𝐵,∆𝐶𝐶,∆𝐷𝐷 
∑𝑇𝑇∑ > 𝛿𝛿∆𝛥𝛥𝛿𝛿 

 and model uncertainty 

𝛿𝛿𝑑𝑑  and 𝛿𝛿 ‖𝑑𝑑(𝑘𝑘)‖2 > 𝛿𝛿𝑑𝑑𝑑𝑑  
∆𝐴𝐴,∆𝐵𝐵,∆𝐶𝐶,∆𝐷𝐷 
∑𝑇𝑇∑ > 𝛿𝛿∆𝛥𝛥𝛿𝛿 

 in which 

𝛿𝛿𝑑𝑑  and 𝛿𝛿 ‖𝑑𝑑(𝑘𝑘)‖2 > 𝛿𝛿𝑑𝑑𝑑𝑑  
∆𝐴𝐴,∆𝐵𝐵,∆𝐶𝐶,∆𝐷𝐷 
∑𝑇𝑇∑ > 𝛿𝛿∆𝛥𝛥𝛿𝛿  force the residual 𝑟𝑟(𝑘𝑘)   to cross the Jth in Equation 8 in fault-free cases lead to 
an increase in false alarms. Thus, there is a need to develop a method of threshold design 
for FD in the uncertain system in Equation 1 that can establish a suitable trade-off between 
missed detection of faults and false alarms. Following Equation 8, the proposed threshold 
in a fault-free case can be written as Equations 9 and 10:

𝐽𝐽𝑡𝑡ℎ =
sup

∑𝑇𝑇∑ ≤ 𝛿𝛿∆𝛥𝛥𝛿𝛿, ‖𝑑𝑑(𝑘𝑘)‖2 ≤ 𝛿𝛿𝑑𝑑𝑑𝑑 ,𝑓𝑓 = 0‖𝐺𝐺𝑟𝑟𝑢𝑢 (𝑧𝑧)𝑢𝑢(𝑧𝑧) + 𝐺𝐺𝑟𝑟𝑑𝑑 (𝑧𝑧)𝑑𝑑(𝑧𝑧)‖2   (9) 

𝐽𝐽𝑡𝑡ℎ =
sup

∑𝑇𝑇∑ ≤ 𝛿𝛿∆𝛥𝛥𝛿𝛿, ‖𝑑𝑑(𝑘𝑘)‖2 ≤ 𝛿𝛿𝑑𝑑𝑑𝑑 ,𝑓𝑓 = 0(‖𝐺𝐺𝑟𝑟𝑢𝑢 (𝑧𝑧)𝑢𝑢(𝑧𝑧)‖2 + ‖𝐺𝐺𝑟𝑟𝑑𝑑 (𝑧𝑧)𝑑𝑑(𝑧𝑧)‖2) 

 (9)𝐽𝐽𝑡𝑡ℎ =
sup

∑𝑇𝑇∑ ≤ 𝛿𝛿∆𝛥𝛥𝛿𝛿, ‖𝑑𝑑(𝑘𝑘)‖2 ≤ 𝛿𝛿𝑑𝑑𝑑𝑑 ,𝑓𝑓 = 0‖𝐺𝐺𝑟𝑟𝑢𝑢 (𝑧𝑧)𝑢𝑢(𝑧𝑧) + 𝐺𝐺𝑟𝑟𝑑𝑑 (𝑧𝑧)𝑑𝑑(𝑧𝑧)‖2   (9) 

𝐽𝐽𝑡𝑡ℎ =
sup

∑𝑇𝑇∑ ≤ 𝛿𝛿∆𝛥𝛥𝛿𝛿, ‖𝑑𝑑(𝑘𝑘)‖2 ≤ 𝛿𝛿𝑑𝑑𝑑𝑑 ,𝑓𝑓 = 0(‖𝐺𝐺𝑟𝑟𝑢𝑢 (𝑧𝑧)𝑢𝑢(𝑧𝑧)‖2 + ‖𝐺𝐺𝑟𝑟𝑑𝑑 (𝑧𝑧)𝑑𝑑(𝑧𝑧)‖2)  (10)

where 𝐺𝐺𝑟𝑟𝑢𝑢  and 𝐺𝐺𝑟𝑟𝑑𝑑  represent the transfer function matrices from 𝑢𝑢 and 𝑑𝑑 to 𝑟𝑟 

𝐺𝐺𝑟𝑟𝑢𝑢 = 𝐶𝐶(𝑧𝑧𝛿𝛿 − 𝐴𝐴 + 𝐿𝐿𝐶𝐶)−1(𝛥𝛥𝐵𝐵 − 𝐿𝐿𝛥𝛥𝐷𝐷) + 𝛥𝛥𝐷𝐷 

𝐺𝐺𝑟𝑟𝑑𝑑 = 𝐶𝐶(𝑧𝑧𝛿𝛿 − 𝐴𝐴 + 𝐿𝐿𝐶𝐶)−1(𝐸𝐸𝑑𝑑 − 𝐿𝐿𝐹𝐹𝑑𝑑) + 𝐹𝐹𝑑𝑑  



3112 Pertanika J. Sci. & Technol. 31 (6): 3107 - 3124 (2023)

Masood Ahmad and Rosmiwati Mohd-Mokhtar

Lemma 1: Let ,𝐵𝐵: S1 → S2 
S1, S2 ∈ (0,∞] 

‖𝐴𝐴𝐵𝐵‖2 ≤ ‖𝐴𝐴‖∞‖𝐵𝐵‖2 
𝐽𝐽𝑡𝑡ℎ =

sup
∑𝑇𝑇∑ ≤ 𝛿𝛿∆𝛥𝛥𝛿𝛿, ‖𝑑𝑑(𝑘𝑘)‖2 ≤ 𝛿𝛿𝑑𝑑𝑑𝑑 ,𝑓𝑓 = 0(‖𝐺𝐺𝑟𝑟𝑢𝑢 (𝑧𝑧)‖∞‖𝑢𝑢(𝑧𝑧)‖2 + ‖𝐺𝐺𝑟𝑟𝑑𝑑 (𝑧𝑧)‖∞‖𝑑𝑑(𝑧𝑧)‖2) (11) 

𝐽𝐽𝑡𝑡ℎ =
sup

∑𝑇𝑇∑ ≤ 𝛿𝛿∆𝛥𝛥𝛿𝛿, ‖𝑑𝑑(𝑘𝑘)‖2 ≤ 𝛿𝛿𝑑𝑑𝑑𝑑 ,𝑓𝑓 = 0 (𝛾𝛾𝑢𝑢‖𝑢𝑢(𝑧𝑧)‖2 + 𝛾𝛾𝑑𝑑‖𝑑𝑑(𝑧𝑧)‖2)               (12) 

𝐽𝐽𝑡𝑡ℎ =
sup

∑𝑇𝑇∑ ≤ 𝛿𝛿∆𝛥𝛥𝛿𝛿, ‖𝑑𝑑(𝑘𝑘)‖2 ≤ 𝛿𝛿𝑑𝑑𝑑𝑑 ,𝑓𝑓 = 0(𝛾𝛾𝑢𝑢‖𝑢𝑢(𝑧𝑧)‖2 + 𝛾𝛾𝑑𝑑𝛿𝛿𝑑𝑑𝑑𝑑 )     

     (13) 

 are two systems with appropriate dimensions and 
,𝐵𝐵: S1 → S2 

S1, S2 ∈ (0,∞] 
‖𝐴𝐴𝐵𝐵‖2 ≤ ‖𝐴𝐴‖∞‖𝐵𝐵‖2 

𝐽𝐽𝑡𝑡ℎ =
sup

∑𝑇𝑇∑ ≤ 𝛿𝛿∆𝛥𝛥𝛿𝛿, ‖𝑑𝑑(𝑘𝑘)‖2 ≤ 𝛿𝛿𝑑𝑑𝑑𝑑 ,𝑓𝑓 = 0(‖𝐺𝐺𝑟𝑟𝑢𝑢 (𝑧𝑧)‖∞‖𝑢𝑢(𝑧𝑧)‖2 + ‖𝐺𝐺𝑟𝑟𝑑𝑑 (𝑧𝑧)‖∞‖𝑑𝑑(𝑧𝑧)‖2) (11) 

𝐽𝐽𝑡𝑡ℎ =
sup

∑𝑇𝑇∑ ≤ 𝛿𝛿∆𝛥𝛥𝛿𝛿, ‖𝑑𝑑(𝑘𝑘)‖2 ≤ 𝛿𝛿𝑑𝑑𝑑𝑑 ,𝑓𝑓 = 0 (𝛾𝛾𝑢𝑢‖𝑢𝑢(𝑧𝑧)‖2 + 𝛾𝛾𝑑𝑑‖𝑑𝑑(𝑧𝑧)‖2)               (12) 

𝐽𝐽𝑡𝑡ℎ =
sup

∑𝑇𝑇∑ ≤ 𝛿𝛿∆𝛥𝛥𝛿𝛿, ‖𝑑𝑑(𝑘𝑘)‖2 ≤ 𝛿𝛿𝑑𝑑𝑑𝑑 ,𝑓𝑓 = 0(𝛾𝛾𝑢𝑢‖𝑢𝑢(𝑧𝑧)‖2 + 𝛾𝛾𝑑𝑑𝛿𝛿𝑑𝑑𝑑𝑑 )     

     (13) 

 
then 

,𝐵𝐵: S1 → S2 
S1, S2 ∈ (0,∞] 

‖𝐴𝐴𝐵𝐵‖2 ≤ ‖𝐴𝐴‖∞‖𝐵𝐵‖2 
𝐽𝐽𝑡𝑡ℎ =

sup
∑𝑇𝑇∑ ≤ 𝛿𝛿∆𝛥𝛥𝛿𝛿, ‖𝑑𝑑(𝑘𝑘)‖2 ≤ 𝛿𝛿𝑑𝑑𝑑𝑑 ,𝑓𝑓 = 0(‖𝐺𝐺𝑟𝑟𝑢𝑢 (𝑧𝑧)‖∞‖𝑢𝑢(𝑧𝑧)‖2 + ‖𝐺𝐺𝑟𝑟𝑑𝑑 (𝑧𝑧)‖∞‖𝑑𝑑(𝑧𝑧)‖2) (11) 

𝐽𝐽𝑡𝑡ℎ =
sup

∑𝑇𝑇∑ ≤ 𝛿𝛿∆𝛥𝛥𝛿𝛿, ‖𝑑𝑑(𝑘𝑘)‖2 ≤ 𝛿𝛿𝑑𝑑𝑑𝑑 ,𝑓𝑓 = 0 (𝛾𝛾𝑢𝑢‖𝑢𝑢(𝑧𝑧)‖2 + 𝛾𝛾𝑑𝑑‖𝑑𝑑(𝑧𝑧)‖2)               (12) 

𝐽𝐽𝑡𝑡ℎ =
sup

∑𝑇𝑇∑ ≤ 𝛿𝛿∆𝛥𝛥𝛿𝛿, ‖𝑑𝑑(𝑘𝑘)‖2 ≤ 𝛿𝛿𝑑𝑑𝑑𝑑 ,𝑓𝑓 = 0(𝛾𝛾𝑢𝑢‖𝑢𝑢(𝑧𝑧)‖2 + 𝛾𝛾𝑑𝑑𝛿𝛿𝑑𝑑𝑑𝑑 )     

     (13) 

Applying Lemma 1 on Equation 10 leads to Equations 11, 12, and 13:
,𝐵𝐵: S1 → S2 

S1, S2 ∈ (0,∞] 
‖𝐴𝐴𝐵𝐵‖2 ≤ ‖𝐴𝐴‖∞‖𝐵𝐵‖2 

𝐽𝐽𝑡𝑡ℎ =
sup

∑𝑇𝑇∑ ≤ 𝛿𝛿∆𝛥𝛥𝛿𝛿, ‖𝑑𝑑(𝑘𝑘)‖2 ≤ 𝛿𝛿𝑑𝑑𝑑𝑑 ,𝑓𝑓 = 0(‖𝐺𝐺𝑟𝑟𝑢𝑢 (𝑧𝑧)‖∞‖𝑢𝑢(𝑧𝑧)‖2 + ‖𝐺𝐺𝑟𝑟𝑑𝑑 (𝑧𝑧)‖∞‖𝑑𝑑(𝑧𝑧)‖2) (11) 

𝐽𝐽𝑡𝑡ℎ =
sup

∑𝑇𝑇∑ ≤ 𝛿𝛿∆𝛥𝛥𝛿𝛿, ‖𝑑𝑑(𝑘𝑘)‖2 ≤ 𝛿𝛿𝑑𝑑𝑑𝑑 ,𝑓𝑓 = 0 (𝛾𝛾𝑢𝑢‖𝑢𝑢(𝑧𝑧)‖2 + 𝛾𝛾𝑑𝑑‖𝑑𝑑(𝑧𝑧)‖2)               (12) 

𝐽𝐽𝑡𝑡ℎ =
sup

∑𝑇𝑇∑ ≤ 𝛿𝛿∆𝛥𝛥𝛿𝛿, ‖𝑑𝑑(𝑘𝑘)‖2 ≤ 𝛿𝛿𝑑𝑑𝑑𝑑 ,𝑓𝑓 = 0(𝛾𝛾𝑢𝑢‖𝑢𝑢(𝑧𝑧)‖2 + 𝛾𝛾𝑑𝑑𝛿𝛿𝑑𝑑𝑑𝑑 )     

     (13) 

 (11)

𝐽𝐽𝑡𝑡ℎ =
sup

∑𝑇𝑇∑ ≤ 𝛿𝛿∆𝛥𝛥𝛿𝛿, ‖𝑑𝑑(𝑘𝑘)‖2 ≤ 𝛿𝛿𝑑𝑑𝑑𝑑 ,𝑓𝑓 = 0 (𝛾𝛾𝑢𝑢‖𝑢𝑢(𝑧𝑧)‖2 + 𝛾𝛾𝑑𝑑‖𝑑𝑑(𝑧𝑧)‖2)  (12)

𝐽𝐽𝑡𝑡ℎ =
sup

∑𝑇𝑇∑ ≤ 𝛿𝛿∆𝛥𝛥𝛿𝛿, ‖𝑑𝑑(𝑘𝑘)‖2 ≤ 𝛿𝛿𝑑𝑑𝑑𝑑 ,𝑓𝑓 = 0(𝛾𝛾𝑢𝑢‖𝑢𝑢(𝑧𝑧)‖2 + 𝛾𝛾𝑑𝑑𝛿𝛿𝑑𝑑𝑑𝑑 )   (13)

𝛿𝛿𝑑𝑑𝑑𝑑  and 𝛿𝛿∆𝛥𝛥   is the certain energy level of unknown disturbance, which is assumed to be known.  
‖𝑢𝑢‖2 

𝛾𝛾𝑢𝑢  and 𝛾𝛾𝑑𝑑  

 is the l2 norm of the control input, generally known in practical systems. The control 
input varies during the system operation, eventually changing the FD threshold. Such 
a threshold is an adaptive threshold, which depends on the real values of system input. 
Thus, the aim here is to find the unknown parameters of the threshold in Equation 8, i.e., ‖𝑢𝑢‖2 
𝛾𝛾𝑢𝑢  and 𝛾𝛾𝑑𝑑  .

METHOD TO FIND THE UNKNOWN PARAMETERS

A frequency domain representation of the residual in Equation 5 is written as Equation 14:
A frequency domain representation of the residual in Equation 5 is written as Equation 14: 

𝑟𝑟(𝑧𝑧) = 𝐺𝐺𝑟𝑟𝑑𝑑 (𝑧𝑧)𝑑𝑑(𝑧𝑧) + 𝐺𝐺𝑟𝑟𝑓𝑓 (𝑧𝑧)𝑓𝑓(𝑧𝑧) + 𝐺𝐺𝑟𝑟𝑢𝑢�(𝑧𝑧)𝑢𝑢�(𝑧𝑧)      

  (14) 

where 𝐺𝐺𝑟𝑟𝑢𝑢� ,𝐺𝐺𝑟𝑟𝑑𝑑 , and 𝐺𝐺𝑟𝑟𝑓𝑓  represent the transfer function matrices from 𝑢𝑢� ,𝑑𝑑, and 𝑓𝑓 to 𝑟𝑟 

𝐺𝐺𝑟𝑟𝑢𝑢� = �𝐶𝐶(𝑧𝑧𝛿𝛿 − 𝐴𝐴 + 𝐿𝐿𝐶𝐶)−1[(𝛥𝛥𝐴𝐴 − 𝐿𝐿𝛥𝛥𝐶𝐶) (𝛥𝛥𝐵𝐵 − 𝐿𝐿𝛥𝛥𝐷𝐷)] + [𝛥𝛥𝐶𝐶 𝛥𝛥𝐷𝐷]� 

𝐺𝐺𝑟𝑟𝑑𝑑 = 𝐶𝐶(𝑧𝑧𝛿𝛿 − 𝐴𝐴 + 𝐿𝐿𝐶𝐶)−1(𝐸𝐸𝑑𝑑 − 𝐿𝐿𝐹𝐹𝑑𝑑) + 𝐹𝐹𝑑𝑑  

𝐺𝐺𝑟𝑟𝑓𝑓 = 𝐶𝐶(𝑧𝑧𝛿𝛿 − 𝐴𝐴 + 𝐿𝐿𝐶𝐶)−1�𝐸𝐸𝑓𝑓 − 𝐿𝐿𝐹𝐹𝑓𝑓� + 𝐹𝐹𝑓𝑓  

and 𝑢𝑢�(𝑧𝑧) = �𝑥𝑥(𝑧𝑧)
𝑢𝑢(𝑧𝑧)� 

    (14)

where 

A frequency domain representation of the residual in Equation 5 is written as Equation 14: 

𝑟𝑟(𝑧𝑧) = 𝐺𝐺𝑟𝑟𝑑𝑑 (𝑧𝑧)𝑑𝑑(𝑧𝑧) + 𝐺𝐺𝑟𝑟𝑓𝑓 (𝑧𝑧)𝑓𝑓(𝑧𝑧) + 𝐺𝐺𝑟𝑟𝑢𝑢�(𝑧𝑧)𝑢𝑢�(𝑧𝑧)      

  (14) 

where 𝐺𝐺𝑟𝑟𝑢𝑢� ,𝐺𝐺𝑟𝑟𝑑𝑑 , and 𝐺𝐺𝑟𝑟𝑓𝑓  represent the transfer function matrices from 𝑢𝑢� ,𝑑𝑑, and 𝑓𝑓 to 𝑟𝑟 

𝐺𝐺𝑟𝑟𝑢𝑢� = �𝐶𝐶(𝑧𝑧𝛿𝛿 − 𝐴𝐴 + 𝐿𝐿𝐶𝐶)−1[(𝛥𝛥𝐴𝐴 − 𝐿𝐿𝛥𝛥𝐶𝐶) (𝛥𝛥𝐵𝐵 − 𝐿𝐿𝛥𝛥𝐷𝐷)] + [𝛥𝛥𝐶𝐶 𝛥𝛥𝐷𝐷]� 

𝐺𝐺𝑟𝑟𝑑𝑑 = 𝐶𝐶(𝑧𝑧𝛿𝛿 − 𝐴𝐴 + 𝐿𝐿𝐶𝐶)−1(𝐸𝐸𝑑𝑑 − 𝐿𝐿𝐹𝐹𝑑𝑑) + 𝐹𝐹𝑑𝑑  

𝐺𝐺𝑟𝑟𝑓𝑓 = 𝐶𝐶(𝑧𝑧𝛿𝛿 − 𝐴𝐴 + 𝐿𝐿𝐶𝐶)−1�𝐸𝐸𝑓𝑓 − 𝐿𝐿𝐹𝐹𝑓𝑓� + 𝐹𝐹𝑓𝑓  

and 𝑢𝑢�(𝑧𝑧) = �𝑥𝑥(𝑧𝑧)
𝑢𝑢(𝑧𝑧)� 

 represent the transfer function matrices from 

A frequency domain representation of the residual in Equation 5 is written as Equation 14: 

𝑟𝑟(𝑧𝑧) = 𝐺𝐺𝑟𝑟𝑑𝑑 (𝑧𝑧)𝑑𝑑(𝑧𝑧) + 𝐺𝐺𝑟𝑟𝑓𝑓 (𝑧𝑧)𝑓𝑓(𝑧𝑧) + 𝐺𝐺𝑟𝑟𝑢𝑢�(𝑧𝑧)𝑢𝑢�(𝑧𝑧)      

  (14) 

where 𝐺𝐺𝑟𝑟𝑢𝑢� ,𝐺𝐺𝑟𝑟𝑑𝑑 , and 𝐺𝐺𝑟𝑟𝑓𝑓  represent the transfer function matrices from 𝑢𝑢� ,𝑑𝑑, and 𝑓𝑓 to 𝑟𝑟 

𝐺𝐺𝑟𝑟𝑢𝑢� = �𝐶𝐶(𝑧𝑧𝛿𝛿 − 𝐴𝐴 + 𝐿𝐿𝐶𝐶)−1[(𝛥𝛥𝐴𝐴 − 𝐿𝐿𝛥𝛥𝐶𝐶) (𝛥𝛥𝐵𝐵 − 𝐿𝐿𝛥𝛥𝐷𝐷)] + [𝛥𝛥𝐶𝐶 𝛥𝛥𝐷𝐷]� 

𝐺𝐺𝑟𝑟𝑑𝑑 = 𝐶𝐶(𝑧𝑧𝛿𝛿 − 𝐴𝐴 + 𝐿𝐿𝐶𝐶)−1(𝐸𝐸𝑑𝑑 − 𝐿𝐿𝐹𝐹𝑑𝑑) + 𝐹𝐹𝑑𝑑  

𝐺𝐺𝑟𝑟𝑓𝑓 = 𝐶𝐶(𝑧𝑧𝛿𝛿 − 𝐴𝐴 + 𝐿𝐿𝐶𝐶)−1�𝐸𝐸𝑓𝑓 − 𝐿𝐿𝐹𝐹𝑓𝑓� + 𝐹𝐹𝑓𝑓  

and 𝑢𝑢�(𝑧𝑧) = �𝑥𝑥(𝑧𝑧)
𝑢𝑢(𝑧𝑧)� 

A frequency domain representation of the residual in Equation 5 is written as Equation 14: 

𝑟𝑟(𝑧𝑧) = 𝐺𝐺𝑟𝑟𝑑𝑑 (𝑧𝑧)𝑑𝑑(𝑧𝑧) + 𝐺𝐺𝑟𝑟𝑓𝑓 (𝑧𝑧)𝑓𝑓(𝑧𝑧) + 𝐺𝐺𝑟𝑟𝑢𝑢�(𝑧𝑧)𝑢𝑢�(𝑧𝑧)      

  (14) 

where 𝐺𝐺𝑟𝑟𝑢𝑢� ,𝐺𝐺𝑟𝑟𝑑𝑑 , and 𝐺𝐺𝑟𝑟𝑓𝑓  represent the transfer function matrices from 𝑢𝑢� ,𝑑𝑑, and 𝑓𝑓 to 𝑟𝑟 

𝐺𝐺𝑟𝑟𝑢𝑢� = �𝐶𝐶(𝑧𝑧𝛿𝛿 − 𝐴𝐴 + 𝐿𝐿𝐶𝐶)−1[(𝛥𝛥𝐴𝐴 − 𝐿𝐿𝛥𝛥𝐶𝐶) (𝛥𝛥𝐵𝐵 − 𝐿𝐿𝛥𝛥𝐷𝐷)] + [𝛥𝛥𝐶𝐶 𝛥𝛥𝐷𝐷]� 

𝐺𝐺𝑟𝑟𝑑𝑑 = 𝐶𝐶(𝑧𝑧𝛿𝛿 − 𝐴𝐴 + 𝐿𝐿𝐶𝐶)−1(𝐸𝐸𝑑𝑑 − 𝐿𝐿𝐹𝐹𝑑𝑑) + 𝐹𝐹𝑑𝑑  

𝐺𝐺𝑟𝑟𝑓𝑓 = 𝐶𝐶(𝑧𝑧𝛿𝛿 − 𝐴𝐴 + 𝐿𝐿𝐶𝐶)−1�𝐸𝐸𝑓𝑓 − 𝐿𝐿𝐹𝐹𝑓𝑓� + 𝐹𝐹𝑓𝑓  

and 𝑢𝑢�(𝑧𝑧) = �𝑥𝑥(𝑧𝑧)
𝑢𝑢(𝑧𝑧)� 

and 

A frequency domain representation of the residual in Equation 5 is written as Equation 14: 

𝑟𝑟(𝑧𝑧) = 𝐺𝐺𝑟𝑟𝑑𝑑 (𝑧𝑧)𝑑𝑑(𝑧𝑧) + 𝐺𝐺𝑟𝑟𝑓𝑓 (𝑧𝑧)𝑓𝑓(𝑧𝑧) + 𝐺𝐺𝑟𝑟𝑢𝑢�(𝑧𝑧)𝑢𝑢�(𝑧𝑧)      

  (14) 

where 𝐺𝐺𝑟𝑟𝑢𝑢� ,𝐺𝐺𝑟𝑟𝑑𝑑 , and 𝐺𝐺𝑟𝑟𝑓𝑓  represent the transfer function matrices from 𝑢𝑢� ,𝑑𝑑, and 𝑓𝑓 to 𝑟𝑟 

𝐺𝐺𝑟𝑟𝑢𝑢� = �𝐶𝐶(𝑧𝑧𝛿𝛿 − 𝐴𝐴 + 𝐿𝐿𝐶𝐶)−1[(𝛥𝛥𝐴𝐴 − 𝐿𝐿𝛥𝛥𝐶𝐶) (𝛥𝛥𝐵𝐵 − 𝐿𝐿𝛥𝛥𝐷𝐷)] + [𝛥𝛥𝐶𝐶 𝛥𝛥𝐷𝐷]� 

𝐺𝐺𝑟𝑟𝑑𝑑 = 𝐶𝐶(𝑧𝑧𝛿𝛿 − 𝐴𝐴 + 𝐿𝐿𝐶𝐶)−1(𝐸𝐸𝑑𝑑 − 𝐿𝐿𝐹𝐹𝑑𝑑) + 𝐹𝐹𝑑𝑑  

𝐺𝐺𝑟𝑟𝑓𝑓 = 𝐶𝐶(𝑧𝑧𝛿𝛿 − 𝐴𝐴 + 𝐿𝐿𝐶𝐶)−1�𝐸𝐸𝑓𝑓 − 𝐿𝐿𝐹𝐹𝑓𝑓� + 𝐹𝐹𝑓𝑓  

and 𝑢𝑢�(𝑧𝑧) = �𝑥𝑥(𝑧𝑧)
𝑢𝑢(𝑧𝑧)� 

In Equation 14, 𝐺𝐺𝑟𝑟𝑢𝑢�(𝑧𝑧)𝑢𝑢�(𝑧𝑧) 
[𝛥𝛥𝐴𝐴 − 𝐿𝐿𝛥𝛥𝐶𝐶 𝛥𝛥𝐵𝐵 − 𝐿𝐿𝛥𝛥𝐷𝐷] �𝑥𝑥(𝑧𝑧)

𝑢𝑢(𝑧𝑧)� + [𝛥𝛥𝐶𝐶 𝛥𝛥𝐷𝐷] �𝑥𝑥(𝑧𝑧)
𝑢𝑢(𝑧𝑧)� 

(𝐻𝐻1 − 𝐿𝐿𝐻𝐻2)∑[𝐺𝐺1 𝐺𝐺2] �𝑥𝑥(𝑧𝑧)
𝑢𝑢(𝑧𝑧)� + 𝐻𝐻2∑[𝐺𝐺1 𝐺𝐺2] �𝑥𝑥(𝑧𝑧)

𝑢𝑢(𝑧𝑧)�    

     (16) 

 contains uncertain system matrices. Therefore, it is 
separately treated as written in Equations 15 and 16: 

𝐺𝐺𝑟𝑟𝑢𝑢�(𝑧𝑧)𝑢𝑢�(𝑧𝑧) 
[𝛥𝛥𝐴𝐴 − 𝐿𝐿𝛥𝛥𝐶𝐶 𝛥𝛥𝐵𝐵 − 𝐿𝐿𝛥𝛥𝐷𝐷] �𝑥𝑥(𝑧𝑧)

𝑢𝑢(𝑧𝑧)� + [𝛥𝛥𝐶𝐶 𝛥𝛥𝐷𝐷] �𝑥𝑥(𝑧𝑧)
𝑢𝑢(𝑧𝑧)� 

(𝐻𝐻1 − 𝐿𝐿𝐻𝐻2)∑[𝐺𝐺1 𝐺𝐺2] �𝑥𝑥(𝑧𝑧)
𝑢𝑢(𝑧𝑧)� + 𝐻𝐻2∑[𝐺𝐺1 𝐺𝐺2] �𝑥𝑥(𝑧𝑧)

𝑢𝑢(𝑧𝑧)�    

     (16) 

   (15)
𝐺𝐺𝑟𝑟𝑢𝑢�(𝑧𝑧)𝑢𝑢�(𝑧𝑧) 

[𝛥𝛥𝐴𝐴 − 𝐿𝐿𝛥𝛥𝐶𝐶 𝛥𝛥𝐵𝐵 − 𝐿𝐿𝛥𝛥𝐷𝐷] �𝑥𝑥(𝑧𝑧)
𝑢𝑢(𝑧𝑧)� + [𝛥𝛥𝐶𝐶 𝛥𝛥𝐷𝐷] �𝑥𝑥(𝑧𝑧)

𝑢𝑢(𝑧𝑧)� 

(𝐻𝐻1 − 𝐿𝐿𝐻𝐻2)∑[𝐺𝐺1 𝐺𝐺2] �𝑥𝑥(𝑧𝑧)
𝑢𝑢(𝑧𝑧)� + 𝐻𝐻2∑[𝐺𝐺1 𝐺𝐺2] �𝑥𝑥(𝑧𝑧)

𝑢𝑢(𝑧𝑧)�    

     (16) 

   (16)

From Equation 16, defining a new variable as in Equation 17:   
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𝐵𝐵𝑎𝑎 = [𝐺𝐺1 𝐺𝐺2] �𝑥𝑥(𝑧𝑧)
𝑢𝑢(𝑧𝑧)� = 𝐺𝐺1𝑥𝑥(𝑧𝑧) + 𝐺𝐺2𝑢𝑢(𝑧𝑧)      (17)

where 𝑥𝑥(𝑧𝑧) = (𝑧𝑧𝛿𝛿 − 𝐴𝐴 − 𝛥𝛥𝐴𝐴)−1[𝐵𝐵 + 𝛥𝛥𝐵𝐵 𝐸𝐸𝑑𝑑 ] �𝑢𝑢(𝑧𝑧)
𝑑𝑑(𝑧𝑧)�. 𝑥𝑥(𝑧𝑧)  is the dynamic response of 

𝐵𝐵𝑎𝑎 = [𝐺𝐺1 𝐺𝐺2] �𝑥𝑥(𝑧𝑧)
𝑢𝑢(𝑧𝑧)� = 𝐺𝐺1𝑥𝑥(𝑧𝑧) + 𝐺𝐺2𝑢𝑢(𝑧𝑧)  subject to unknown disturbance d and known control input u. Hence, Equation 17 

becomes Equation 18:

𝐵𝐵𝑎𝑎 = 𝐺𝐺1(𝑧𝑧𝛿𝛿 − 𝐴𝐴 − 𝛥𝛥𝐴𝐴)−1(𝐵𝐵 + 𝛥𝛥𝐵𝐵 𝐸𝐸𝑑𝑑) + (𝐺𝐺2 0) �𝑢𝑢(𝑧𝑧)
𝑑𝑑(𝑧𝑧)�          (18)    (18)

By using Equation 18, Equation 16 can be written as Equation 19:

(𝐻𝐻1 − 𝐿𝐿𝐻𝐻2)∑𝐵𝐵𝑎𝑎 + 𝐻𝐻2∑𝐵𝐵𝑎𝑎       

        (19) 

       (19)

By incorporating Equation 19 into Equation 14, it can be expanded to Equations 20, 21, 
22, and 23:

(20)

(21)

(22)

(20)

(21)

(22)

   (20) (20)

(21)

(22)

(20)

(21)

(22)

     (21)

(20)

(21)

(22)

(20)

(21)

(22)

    (22)

(20)

(21)

(22)

(20)

(21)

(22)
         (23)

where

𝑢𝑢�(𝑧𝑧) = �
∑𝐵𝐵𝑎𝑎
𝑑𝑑(𝑧𝑧)�, 𝐸𝐸

�𝑢𝑢� = (𝐻𝐻1 𝐸𝐸𝑑𝑑) and 𝐹𝐹�𝑢𝑢� = (𝐻𝐻2 𝐹𝐹𝑑𝑑) 

Finally, the expression for the residual signal is written as Equation 24:

𝑟𝑟(𝑧𝑧) = 𝐺𝐺𝑟𝑟𝑢𝑢𝑑𝑑����(𝑧𝑧)𝑢𝑢�(𝑧𝑧) + 𝐺𝐺𝑟𝑟𝑓𝑓 (𝑧𝑧)𝑓𝑓(𝑧𝑧)        (24)

By using the residual signal in Equation 24, the proposed threshold in Equation 8 in a 
fault-free case can be expressed as Equation 25:

𝐽𝐽𝑡𝑡ℎ =
sup

∑𝑇𝑇∑ ≤ 𝛿𝛿∆𝛥𝛥𝛿𝛿, ‖𝑑𝑑(𝑘𝑘)‖2 ≤ 𝛿𝛿𝑑𝑑𝑑𝑑 ,𝑓𝑓 = 0 ‖𝐺𝐺𝑟𝑟𝑢𝑢𝑑𝑑����(𝑧𝑧)𝑢𝑢�(𝑧𝑧)‖2    (25)
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Applying Lemma 1, Equation 25 turns to Equations 26, 27 and 28:

𝐽𝐽𝑡𝑡ℎ = ‖𝐺𝐺𝑟𝑟𝑢𝑢𝑑𝑑����(𝑧𝑧)‖∞
sup

∑𝑇𝑇∑ ≤ 𝛿𝛿∆𝛥𝛥𝛿𝛿, ‖𝑑𝑑(𝑘𝑘)‖2 ≤ 𝛿𝛿𝑑𝑑𝑑𝑑 ,𝑓𝑓 = 0‖𝑢𝑢�(𝑧𝑧)‖2      (26) 

𝐽𝐽𝑡𝑡ℎ = ‖𝐺𝐺𝑟𝑟𝑢𝑢𝑑𝑑����‖∞
sup

∑𝑇𝑇∑ ≤ 𝛿𝛿∆𝛥𝛥𝛿𝛿, ‖𝑑𝑑(𝑘𝑘)‖2 ≤ 𝛿𝛿𝑑𝑑𝑑𝑑 ,𝑓𝑓 = 0 �
∑𝐵𝐵𝑎𝑎
𝑑𝑑(𝑧𝑧)�2

   (27)

𝐽𝐽𝑡𝑡ℎ = ‖𝐺𝐺𝑟𝑟𝑢𝑢𝑑𝑑����‖∞
sup

∑𝑇𝑇∑ ≤ 𝛿𝛿∆𝛥𝛥𝛿𝛿, ‖𝑑𝑑(𝑘𝑘)‖2 ≤ 𝛿𝛿𝑑𝑑𝑑𝑑 ,𝑓𝑓 = 0‖∑‖2.‖𝐵𝐵𝑎𝑎‖2 + +‖𝑑𝑑(𝑧𝑧)‖2  (28)

Assuming the bounds on 𝑑𝑑, ∑, i.e.,‖𝑑𝑑‖2 ≤ 𝛿𝛿𝑑𝑑𝑑𝑑 ,∑𝑇𝑇∑ ≤ 𝛿𝛿∆𝛥𝛥𝛿𝛿,  the threshold turns to 
Equation 29:

𝐽𝐽𝑡𝑡ℎ = ‖𝐺𝐺𝑟𝑟𝑢𝑢𝑑𝑑����‖∞(𝛿𝛿∆𝛥𝛥)‖𝐵𝐵𝑎𝑎‖2 +  𝛿𝛿𝑑𝑑𝑑𝑑        (29)

By carefully observing Equation 18, it is clear that Ba is the output of the system driven 
by the inputs u and d, and it can be described as Equation 30:  

𝐺𝐺𝐵𝐵𝑎𝑎 = 𝐺𝐺1(𝑧𝑧𝛿𝛿 − 𝐴𝐴 − 𝛥𝛥𝐴𝐴)−1(𝐵𝐵 + 𝛥𝛥𝐵𝐵 𝐸𝐸𝑑𝑑) + (𝐺𝐺2 0)     (30)

Using Lemma 1, it is reasonable to write Equation 31:

‖𝐵𝐵𝑎𝑎‖2 ≤ �𝐺𝐺𝐵𝐵𝑎𝑎�∞ . (𝛿𝛿𝑑𝑑𝑑𝑑 + ‖𝑢𝑢‖2)       (31)

Hence, Equation 29 turns to Equation 32:

𝐽𝐽𝑡𝑡ℎ = ‖𝐺𝐺𝑟𝑟𝑢𝑢𝑑𝑑����‖∞(𝛿𝛿∆𝛥𝛥)[�𝐺𝐺𝐵𝐵𝑎𝑎�∞(𝛿𝛿𝑑𝑑𝑑𝑑 + ‖𝑢𝑢‖2)] + 𝛿𝛿𝑑𝑑𝑑𝑑      (32)

In Equation 32, all the parameters of the proposed threshold are known except the 
H-infinity norm of 𝐺𝐺𝐵𝐵𝑎𝑎 and 𝐺𝐺𝑟𝑟𝑢𝑢𝑑𝑑���� . Theorem 1 presents a method to determine the H-infinity 
norm of 𝐺𝐺𝐵𝐵𝑎𝑎  . Due to space constraints, the proof is omitted here but can be obtained by 
solving a bounded real lemma (Boyd et al., 1994).

Theorem 1: For discrete-time linear uncertain system (Equation 33):

𝑥𝑥(𝑘𝑘 + 1) = �̿�𝐴𝑥𝑥(𝑘𝑘) + 𝐵𝐵�𝑢𝑢𝑑𝑑(𝑘𝑘) 

𝑦𝑦(𝑘𝑘) = 𝐶𝐶̿ 𝑥𝑥(𝑘𝑘) +  𝐷𝐷� 𝑢𝑢𝑑𝑑(𝑘𝑘)       (33)

where �̿�𝐴 = (𝐴𝐴 + 𝛥𝛥𝐴𝐴), 𝐵𝐵� = [𝐵𝐵 + 𝛥𝛥𝐵𝐵 𝐸𝐸𝑑𝑑 ],  𝐶𝐶̿ = 𝐺𝐺1 

𝐷𝐷� = [𝐺𝐺2 0], ∆𝐴𝐴 = 𝐻𝐻1∑𝐺𝐺1, ∆𝐵𝐵 = 𝐻𝐻1∑𝐺𝐺2 

𝐵𝐵� = [𝐵𝐵 𝐸𝐸𝑑𝑑 ], and ∑𝑇𝑇∑ ≤ 𝛿𝛿𝛿𝛿  
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Given 𝛾𝛾 >  0 , if there exists a scalar 𝜀𝜀 > 0 
𝑃𝑃 > 0 

 and positive definite matrix 
𝜀𝜀 > 0 
𝑃𝑃 > 0  such that 

the following LMI in Equation 34 holds, then the system in Equation 33 is asymptotically 
stable, and the 𝐻𝐻∞  norm of transfer function 𝐺𝐺𝑦𝑦𝑢𝑢𝑑𝑑  satisfies �𝐺𝐺𝑦𝑦𝑢𝑢𝑑𝑑 �∞ < 𝛾𝛾 .

⎣
⎢
⎢
⎢
⎢
⎢
⎡−𝜀𝜀𝛿𝛿 0 0 𝐻𝐻1

𝑇𝑇 0 0
∗ −𝑃𝑃 0 𝐴𝐴𝑇𝑇𝑃𝑃 𝐶𝐶̿𝑇𝑇 𝐺𝐺1

𝑇𝑇𝜀𝜀
∗ ∗ −𝛾𝛾2𝛿𝛿 𝐵𝐵�𝑇𝑇𝑃𝑃 𝐷𝐷�𝑇𝑇 𝐺𝐺2

𝑇𝑇𝜀𝜀
∗ ∗ ∗ −𝑃𝑃 0 0
∗ ∗ ∗ ∗ −𝛿𝛿 ∗
∗ ∗ ∗ ∗ ∗ −𝜀𝜀𝛿𝛿 ⎦

⎥
⎥
⎥
⎥
⎥
⎤

< 0       (34)

Using Theorem 1, seeking a minimum value of γ satisfies the following Equation 35 

�𝐺𝐺𝐵𝐵𝑎𝑎�∞ < 𝛾𝛾 ⟺ ‖𝐺𝐺1(𝑧𝑧𝛿𝛿 − 𝐴𝐴 − 𝛥𝛥𝐴𝐴)−1(𝐵𝐵 + 𝛥𝛥𝐵𝐵 𝐸𝐸𝑑𝑑) + (𝐺𝐺2 0)‖∞ < 𝛾𝛾   (35)

Hence, Equation 32 becomes Equation 36:  

𝐽𝐽𝑡𝑡ℎ = ‖𝐺𝐺𝑟𝑟𝑢𝑢𝑑𝑑����‖∞(𝛿𝛿∆𝛥𝛥) [ 𝛾𝛾. (𝛿𝛿𝑑𝑑𝑑𝑑 + ‖𝑢𝑢(𝑧𝑧)‖2)] + 𝛿𝛿𝑑𝑑𝑑𝑑       (36)

To this end, the only unknown is ‖𝐺𝐺𝑟𝑟𝑢𝑢𝑑𝑑����‖∞   to compute the proposed threshold. The 
following lemma provides the solution of‖𝐺𝐺𝑟𝑟𝑢𝑢𝑑𝑑����‖∞  .

Lemma 2 (Ding, 2013): Given an LTI system, 𝐺𝐺𝑟𝑟𝑢𝑢𝑑𝑑����(𝑧𝑧) = 𝐶𝐶(𝑧𝑧𝛿𝛿 − 𝐴𝐴 + 𝐿𝐿𝐶𝐶)−1𝐸𝐸�𝑢𝑢� + 𝐹𝐹�𝑢𝑢� , 
and for given �̅�𝛾𝑑𝑑 > 0  if there exists a symmetric matrix P such that the following LMI 
Equation 37 holds then ‖𝐺𝐺𝑟𝑟𝑢𝑢𝑑𝑑����(𝑧𝑧)‖∞ < �̅�𝛾𝑑𝑑   

⎣
⎢
⎢
⎡−𝑃𝑃 𝑃𝑃(𝐴𝐴 − 𝐿𝐿𝐶𝐶) 𝑃𝑃𝐸𝐸�𝑢𝑢� 0
∗ −𝑃𝑃 0 𝐶𝐶𝑇𝑇

∗ ∗ −�̅�𝛾𝑑𝑑𝛿𝛿 𝐹𝐹�𝑢𝑢�
𝑇𝑇

∗ ∗ ∗ −�̅�𝛾𝑑𝑑𝛿𝛿⎦
⎥
⎥
⎤

< 0,   𝑃𝑃 > 0     (37)

Solving LMI Equation 37 in MATLAB and minimum �̅�𝛾𝑑𝑑   can be found at which a 
feasible solution of LMI Equation 37 is obtained. Finally, we are able to write the final 
expression of the adaptive threshold in Equation 36 as Equation 38:

 𝐽𝐽𝑡𝑡ℎ = �̅�𝛾𝑑𝑑 . (𝛿𝛿∆𝛥𝛥 𝛾𝛾 (𝛿𝛿𝑑𝑑𝑑𝑑 + ‖𝑢𝑢(𝑧𝑧)‖2) + 𝛿𝛿𝑑𝑑𝑑𝑑 )       (38)

Rearranging Equation 37 gives Equation 39:

𝐽𝐽𝑡𝑡ℎ = �̅�𝛾𝑑𝑑𝛿𝛿∆𝛥𝛥 𝛾𝛾 𝛿𝛿𝑑𝑑𝑑𝑑 + �̅�𝛾𝑑𝑑𝛿𝛿∆𝛥𝛥 𝛾𝛾 ‖𝑢𝑢(𝑧𝑧)‖2 + �̅�𝛾𝑑𝑑𝛿𝛿𝑑𝑑𝑑𝑑           (39)

Denoting,  𝛾𝛾𝑢𝑢 = �̅�𝛾𝑑𝑑𝛿𝛿∆𝛥𝛥𝛾𝛾 and 𝛾𝛾𝑑𝑑 =  �̅�𝛾𝑑𝑑(1 + 𝛿𝛿∆𝛥𝛥𝛾𝛾) 

By correlating Equations 13 and 39, unknown adaptive threshold parameters can be 
obtained. It is worth remembering that robust threshold design Equation 39 depends on 
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the system parameters and control input. Furthermore, FD is independent of the residual 
generator design. A fault can be successfully detected when an evaluated residual using 
Equation 6 crosses the threshold of Equation 39.

Algorithm for Computation of Adaptive Threshold
Step 1: Define the matrices according to Equations 16 and 24 
Step 2: Find the minimum value of 𝛾𝛾 

𝛿𝛿𝑑𝑑𝑑𝑑  
𝛿𝛿∆𝛥𝛥  
�̅�𝛾𝑑𝑑  

‖𝑢𝑢(𝑘𝑘)‖2 

 using Theorem 1 for the given value of 
𝛾𝛾 
𝛿𝛿𝑑𝑑𝑑𝑑  
𝛿𝛿∆𝛥𝛥  
�̅�𝛾𝑑𝑑  

‖𝑢𝑢(𝑘𝑘)‖2 

 and 

𝛾𝛾 
𝛿𝛿𝑑𝑑𝑑𝑑  
𝛿𝛿∆𝛥𝛥  
�̅�𝛾𝑑𝑑  

‖𝑢𝑢(𝑘𝑘)‖2 
Step 3: Find the minimum value of 

𝛾𝛾 
𝛿𝛿𝑑𝑑𝑑𝑑  
𝛿𝛿∆𝛥𝛥  
�̅�𝛾𝑑𝑑  

‖𝑢𝑢(𝑘𝑘)‖2 

 using Lemma 2
Step 4: Compute the residual evaluation function using Equation 6
Step 5: Calculate the online value of 

𝛾𝛾 
𝛿𝛿𝑑𝑑𝑑𝑑  
𝛿𝛿∆𝛥𝛥  
�̅�𝛾𝑑𝑑  

‖𝑢𝑢(𝑘𝑘)‖2 
Step 6: Set Jth according to Equation 38
Step 7: Compare the evaluated residual, J(k), in Equation 6 with the threshold, Jth, in 
Equation 38 such that J(k) ≤ Jth is fault-free and vice versa.

SIMULATION RESULTS

The performance of the FD system based on the proposed threshold is examined through 
simulations. Two system models are tested: (1) A DC motor system and (2) A three-tank 
benchmark system. For simulation purposes, two types of faults are considered: (1) Abrupt 
fault and (2) Intermittent fault. Since the system’s behavior changes dramatically and 
could potentially harm its stability, abrupt faults seem severe for the system. The sensors 
and actuators of the system also frequently experience intermittent faults that degrade the 
system’s performance. These faults are introduced to show how well the proposed method 
can identify critical faults.

Application to a DC Motor System

A linear discrete-time model of a DC motor with nominal system matrices is shown below:

𝐴𝐴 = � 0.2592 0.0017
−0.0033 0.0025�,  𝐸𝐸𝑓𝑓 = 𝐵𝐵 = �0.0148

0.9974� 

𝐸𝐸𝑑𝑑 = �−1.6460
0.0148 �,  𝐶𝐶 = [1 0],  𝐹𝐹𝑑𝑑 = 𝐹𝐹𝑓𝑓 = 1 

𝜔𝜔𝑚𝑚  and 𝑖𝑖𝑎𝑎   are the state variables, defined as angular velocity and armature current of the 
DC motor, respectively. Model uncertainty is represented as:

𝐻𝐻1 =diag[0.1 0.1], 𝐻𝐻2 = [0.1 0] 

𝐺𝐺1 =diag[0.1 0.1], 𝐺𝐺2 = [0 0.1]𝑇𝑇 

For simulations, the unknown parameter (Σ =  diag[0.9597,0.9597])  of the 
norm-bounded model, uncertainty, is chosen randomly. Load torque variation is treated 
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as an unknown input to the DC motor 
that holds the bounded condition, i.e., 
𝑑𝑑(𝑘𝑘) ∈ [−0.01,0.01] 

𝐴𝐴 + ∆𝐴𝐴 
∆𝐴𝐴 

. Furthermore, matrix 𝑑𝑑(𝑘𝑘) ∈ [−0.01,0.01] 
𝐴𝐴 + ∆𝐴𝐴 
∆𝐴𝐴 

 is stable if 

𝑑𝑑(𝑘𝑘) ∈ [−0.01,0.01] 
𝐴𝐴 + ∆𝐴𝐴 
∆𝐴𝐴  holds the condition 

in Equation 2. Sensor fault is considered 
in this simulation that occurs in the speed 
sensor of the DC motor. 

Control input u(k) (Figure 1) is 
applied to the DC motor for simulation. 
As stated previously, the algorithm to find 
the unknown parameters of the adaptive 
threshold is implemented in MATLAB. 

B y  r e f e r r i n g  t o  E q u a t i o n  3 8 , 
i . e . ,  𝐽𝐽𝑡𝑡ℎ = 𝛾𝛾𝑢𝑢‖𝑢𝑢(𝑘𝑘)‖2 + 𝛾𝛾𝑑𝑑𝛿𝛿𝑑𝑑𝑑𝑑   w h e r e 
𝛾𝛾𝑢𝑢 = �̅�𝛾𝑑𝑑𝛿𝛿∆𝛥𝛥𝛾𝛾   a n d  𝛾𝛾𝑑𝑑 = �̅�𝛾𝑑𝑑(1 + 𝛿𝛿∆𝛥𝛥𝛾𝛾) ,  

Figure 1. Control input to DC motor

𝛿𝛿𝑑𝑑𝑑𝑑 = 0.005  and 𝛿𝛿∆𝛥𝛥 =  0.5155  is taken for threshold computation. ‖𝑢𝑢(𝑘𝑘)‖2  is the  
l2 norm of the control input, known during the system’s operation. The only unknown 
parameters in 𝐽𝐽𝑡𝑡ℎ  are 𝛾𝛾 and �̅�𝛾𝑑𝑑  , which can be determined easily by solving Equations 34 
and 36 using the MATLAB LMI toolbox. After several iterations, 𝐽𝐽𝑡𝑡ℎ  are 𝛾𝛾 and �̅�𝛾𝑑𝑑   are reduced to 
0.4029 and 1.9135, respectively. For a residual generation, observer structure Equation 3 
is used, and filter gain L, using Lemma 2, is calculated as:

𝐿𝐿 = �−0.2592
0.0016 � 

Figure 2 represents the abrupt speed sensor fault detection using the proposed and 
standard thresholds. At t = 2 seconds, the speed sensor experiences an abrupt fault. An 
abrupt fault of extremely small magnitude is simulated as a step function of 0.1 amplitude. 
It can be observed that the evaluation function is below the detection threshold in the case 
of a fault-free sensor with a certain amount of false alarms, but the residual evaluation 
function crosses the adaptive threshold at the time of fault occurrence, which shows the 
explicit demonstration of the FD in the sensor. The evaluated residual is also compared 
with the state-of-the-art threshold Equation 7, stated in the literature for the same type 
of speed sensor fault. It is evident from Figure 2 that if a threshold using Equation 7 is 
selected, there are missed detections of the faults. Missed detection of the faults causes the 
FD system’s performance to decrease, ultimately leading to monitored system failure. The 
effectiveness of the proposed threshold can be observed in Figure 2. It becomes obvious 
that the effect of a fault is considerably increased using the proposed threshold Equation 
38 with negligible false alarms, which delivers fast detection of the fault. Faults cannot be 
detected accurately using a standard threshold, irrespective of zero false alarms.
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Figure 2. Abrupt sensor FD: proposed threshold (top), standard threshold (bottom)

Figure 3. Simulated intermittent sensor fault (top) and fault detection (bottom)
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In Figure 3, an intermittent sensor fault, which shows the improper functioning of the 
sensor, is simulated for FD. Figure 3 demonstrates that the evaluated residual is above 
the threshold for the time of fault occurrence. Both types of sensor faults are successfully 
detected using the adaptive threshold technique. Thus, these findings support the efficacy 
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of the proposed approach by accurately and quickly identifying the sensor fault in the DC 
motor regardless of unknown disturbances and model uncertainty in the system state matrix 
as well as in the input and measurement matrices.

Application to a Three-tank System 

As seen in Figure 4, the three-tank system 
is a benchmark system that has been 
extensively studied in chemical engineering. 
It is employed in real-time software and 
practical applications to implement various 
control and FD techniques. The three-
tank system’s dynamics are nonlinear. 
Linearizing the nonlinear model introduces 
modeling errors that are considered norm-

Figure 4. Three-tank system (Ding, 2013)

bound model uncertainty. It makes it a useful benchmark for FD algorithm testing.
The following equations express the nonlinear dynamics of the three-tank system and 

are represented in Equation 40: 

𝐴𝐴ℎ̇1 = 𝑄𝑄1 − 𝑄𝑄13 

𝐴𝐴ℎ̇2 = 𝑄𝑄2 + 𝑄𝑄32 − 𝑄𝑄20                  (40) 

𝐴𝐴ℎ̇3 = 𝑄𝑄13 − 𝑄𝑄32 

        (40)

with

𝑄𝑄13 = 𝑎𝑎1𝛥𝛥13𝛥𝛥𝑠𝑠𝑛𝑛(ℎ1 − ℎ3)�2𝑠𝑠|ℎ1 − ℎ3| 

𝑄𝑄32 = 𝑎𝑎3𝛥𝛥23𝛥𝛥𝑠𝑠𝑛𝑛(ℎ3 − ℎ2)�2𝑠𝑠|ℎ3 − ℎ2| 

𝑄𝑄20 = 𝑎𝑎2𝛥𝛥0�2𝑠𝑠ℎ2  

Water levels h1, h2 and h3 in respective tanks are the process outputs y(k), while mass 
flows Q1, Q2 are taken as the process inputs u1(k), u2(k). The mass flow from the ith tank to 
the jth tank is represented by Qij. The cross-sectional areas of the pipe linking tank 1-tank 
3 and tank 2-tank 3 are represented by S13 and S23, respectively. S0 is the cross-sectional 
area of the tank 2 outlet pipe. The signum function, abbreviated as sgn, is described as:

sgn(𝑥𝑥) = �
−1
0
1

𝑖𝑖𝑓𝑓𝑥𝑥 < 0
𝑖𝑖𝑓𝑓𝑥𝑥 = 0
𝑖𝑖𝑓𝑓𝑥𝑥 > 0

 

𝛥𝛥13 = 𝛥𝛥23 = 𝛥𝛥0 =  𝛥𝛥𝑛𝑛  
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Table 1 lists the system’s coefficients and relevant parameters. The disturbance in the 
three-tank system is caused by the water bubbles produced as a result of the pumps’ water 
released into the tanks. There is also measurement noise in the sensors that determines the 
water levels. The system’s linear model is developed for FD by expanding Taylor’s series 
around the equilibrium or operating point using the linearization approach. A discrete-
time linear model, expressed in the state-space form (1), is obtained by performing the 
linearization at the operating points h1 = 45 cm, h2 = 15 cm h3 and = 30 cm, and discretizing 
the linearized model at a sampling time of 1 second. Nominal matrices are defined as:

𝐴𝐴 = �
0.9915 0 0.0084

0 0.9807 0.0082
0.0084 0.0082 0.9833

�, 𝐶𝐶 = diag[1,1,1] 

𝐵𝐵 = �
0.0065 0.0008
0.0008 0.0065

0 0
�, 𝐸𝐸𝑑𝑑 = �

0.25 0 0
0 0.25 0
0 0 0.25

� 

𝐷𝐷 = 0, 𝐸𝐸𝑓𝑓 = 𝐵𝐵, 𝐹𝐹𝑑𝑑 = 𝐹𝐹𝑓𝑓 = 𝐶𝐶 

The modeling errors brought in by the linearization process, defined below, represent 
the model uncertainty in the system matrices.

𝐻𝐻1 = 𝐻𝐻2 = �
−0.01 0 0

0 −0.01 0
0 0 −0.01

� 

𝐺𝐺1 =  �
0.01 0 0.015

0 0.01 0.015
0.01 0.01 0.05

� 

The same procedure simulates the model, with a constant inflow of pumps Q1 = 100 
cm3/sec, Q2 = 100 cm3/sec, uniform disturbance, 𝑑𝑑(𝑘𝑘) ∈ [−0.01,0.01]. 𝑙𝑙2 

𝛿𝛿𝑑𝑑𝑑𝑑 = 0.005 and 𝛿𝛿∆𝛥𝛥 =  0.5155 

 norm of the 

Table 1
Parameters of the three-tank system

Parameters Symbol Value Unit
Cross-section area of the tank A 154 cm2

Cross-section area of the pipe Sn 0.5 cm2 

Maximum height of the tank Hmax 62 cm
Maximum flow rate of pump 1 Q1max 100 cm3/sec
Maximum flow rate of pump 2 Q2max 100 cm3/sec 
Coefficient of flow for pipe 1 a2 0.46
Coefficient of flow of pipe 2 a2 0.60
Coefficient of flow for pipe 3 a3 0.45
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control input is determined online. 
𝑑𝑑(𝑘𝑘) ∈ [−0.01,0.01]. 𝑙𝑙2 

𝛿𝛿𝑑𝑑𝑑𝑑 = 0.005 and 𝛿𝛿∆𝛥𝛥 =  0.5155  are the energy levels of 
disturbance and model uncertainty, respectively. MATLAB LMI toolbox is used to compute 
the unknown parameters, γ and �̅�𝛾𝑑𝑑   , in Jth by solving Equations 34 and 36, respectively. 
After several iterations, γ and �̅�𝛾𝑑𝑑   are reduced to 0.023 and 1.006, respectively.

For a residual generation, observer gain L is calculated using Lemma 2 as:

𝐿𝐿 = �
0.2461 0 0
∗ 0.2461 0
∗ ∗ 0.2461

� 

One of the three sensors’ offset faults is taken into account during the simulation. The 
offset value ranges from 0 to Hmax . In this regard, at t = 80 seconds, a 2 cm offset sensor 
fault is introduced into the sensor of tank 3.

It can be shown from Figure 5 that fault detectability using the proposed threshold 
is significantly improved as compared to a standard threshold. However, there are false 
alarms in the system that are in an acceptable range and do not affect the FD system’s 
performance. Similar results are obtained for the sensor intermittent fault in tank 1 and 
abrupt actuator fault in pump 1 in Figures 6 and 7, respectively. It can be noticed from 
the simulation results of both benchmark systems that fault detection is quite easier using 
the proposed threshold. The reason is the improved fault detectability of the proposed 
threshold.
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Figure 5. Abrupt sensor FD in tank 3: proposed threshold (top), standard threshold (bottom)
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CONCLUSION

An adaptive threshold-based fault detection system has been designed for linear systems 
subjected to norm-bounded model uncertainty and a deterministic disturbance signal. The 
computation of unknown threshold parameters is formulated as an 𝐻𝐻∞   optimization. The 
main contribution of this paper is the design of an adaptive threshold and its integration 
into a fault detection system, such that fault detectability is improved. Due to the integrated 

Figure 7. Abrupt actuator FD in pump 1: proposed threshold (top), standard threshold (bottom)
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Figure 6. Intermittent sensor FD in tank 1: proposed threshold (top), standard threshold (bottom)
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design, a separate design for the robust residual generator is not required. It is shown that 
the proposed threshold is a linear function of unknown disturbances and known control 
inputs that are available for online computation. The performance of the proposed approach 
is verified by simulations of two well-known applications for different kinds of faults. 
Results show that all faults were successfully detected.
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ABSTRACT
The contamination of the environment has been a global issue, and bioremediation is 
proposed as an option to clean up the contamination sites with the promising utilization 
of bacterial community capabilities. The indigenous bacterial community in the landfill 
leachate is recognized to carry enzymes for the degradation of contaminants such as dioxin 
congeners, the dibenzofuran. Environmental factors have been known to influence the 
process to achieve successful biodegradation, and the optimized conditions may speed 
up the biodegradation process. Thus, this study was conducted to optimize the substrate 
availability, temperature, and pH factor for the degradation of dibenzofuran from landfill 
leachate by the native bacterial community in landfill leachate. This study uses the one-
factor at-time (OFAT) approach to measure dibenzofuran degradation. The landfill leachate 
with enrichment of dibenzofuran (15 to 45 mg L-1) was incubated at temperatures (30°C 
to 42°C) and pH (5 to 9) for 24 hours before being extracted and analyzed. From the first 
part of the study, 15 mg L-1 of dibenzofuran, 30°C temperature, and pH 7 have shown 

the highest dibenzofuran degradation. Later, 
the optimum condition of dibenzofuran 
removal (74.40%) was achieved when 
the landfill leachate was spiked with 15 
ppm dibenzofuran at 30°C and pH 7 for 
24 hours. This study proposes optimized 
conditions that give a better result for 
dibenzofuran degradation, which may 
enhance bioremediation.

Keywords: Bacterial community, biodegradation, 

dibenzofuran, landfill leachate, One-Factor-at-a-Time 

(OFAT)
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INTRODUCTION

The aquatic ecosystem pollution from many anthropogenic activities is becoming a global 
concern. One of the biggest concerns is the occurrence of organic contaminants that are 
found to be highly persistent in the environment and have destructive biological effects 
on humans and animals (Baran et al., 2020; Baran et al., 2021; Eskenazi et al., 2018). 
Amongst the harmful organic contaminants are Chlorinated Hydrocarbons (CHs) found 
in the atmosphere and hydrosphere recently (Haedrich et al., 2020; Zhao et al., 2022). 

The landfill site is one of the sources of organic contaminants released into the 
environment (Njoku et al., 2019). More than half of the related products containing CHs 
were estimated to enter the landfill site, which mixed with other materials to form landfill 
leachate. Compounds containing CHs, such as dioxin congeners, are among the hazardous 
pollutants in landfill leachate (Salam & Nilza, 2021). Leachate formed from chemical 
reactions in a landfill was one of the major potential contributors of dioxins released 
to the environment, especially into soil and water bodies (Ferronato & Toretta, 2019). 
According to Szajner et al. (2021), the adverse effects of dioxins on the health of humans 
and animals were found devastating and irreversible. Dibenzofuran, one of the harmless 
dioxin congeners, has been chosen as the model in this study.

Several conventional physical and chemical techniques are available for dioxin removal 
and clean-up, but most of the techniques fail to destroy the compounds completely, and 
often, the techniques lead to other types of situations (Earnden et al., 2022; Rashwan 
et al., 2022). There are photocatalytic degradation (Gaur et al., 2022) and chemical 
oxidation process (Eldos et al., 2022). An effective method to destroy the contaminants is 
an urgent concern to date. One of the techniques available to treat organic contaminants is 
bioremediation, a low-cost and eco-friendly method (Tarekegn et al., 2020). This technique 
converts harmful contaminants into less toxic ones using microorganisms such as bacteria 
(Ambust et al., 2021; Morris et al., 2018; Soare et al., 2019).

It was reported that indigenous microbial communities inhabiting the contaminated 
sites could potentially biodegrade these xenobiotic compounds (Tas et al., 2018). Studies 
on a microcosm of microorganisms and their ability have shown some hope for dioxins 
bioremediation (Terzaghi et al., 2020). These strategies were carried out by harnessing the 
ability of microorganisms, mainly bacteria, to utilize chlorinated hydrocarbons by breaking 
down the compounds using specific enzymes, including biphenyl dioxygenase and dioxin 
dioxygenase. Previously, no data was available about the native bacterial community of 
landfill leachate that degrades organic contaminants, specifically dibenzofuran. The study 
was intended to determine the optimal condition for dibenzofuran degradation by the native 
bacterial community in the landfill leachate.
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MATERIALS AND METHODS

Sampling − Selangor, Malaysia

The leachate sample was collected from Jeram Sanitary Landfill, Selangor, at coordinates 
of 3°11'27.3"N 101°22'02.1"E. The landfill has the capacity of receiving 2500 tons of waste 
per day. A hydro lab quanta multi-probe meter is used as the sampling device to collect 
five liters of the landfill leachate sample. The physicochemical properties of the leachate, 
pH, total dissolved solids (TDS), turbidity, temperature, and dissolved oxygen (DO) were 
recorded. The sample was kept in a polyethylene tube and stored for further analysis.

Biodegradation Studies

Optimization of Dibenzofurans Biodegradation Parameters. The study was based 
on a one-factor-at-a-time (OFAT) design. The parameters chosen to be optimized were 
dibenzofuran concentration, pH, and temperature. The parameters studied were the most 
crucial environmental components for bacterial growth: pH, temperature, and substrate 
availability. The levels of parameters were selected to represent different growth conditions 
for the bacteria community. The study was conducted in a 250 ml Erlenmeyer flask and 
carried out in triplicate. The culture was incubated at a 200-rpm shaking rate for 24 hours. 
Twenty-four hours is chosen as it is the most optimum time for bacterial degradation 
of dibenzofuran (Tajudin, 2017; Sanusi, 2017). The degradation of dibenzofuran is 
decreasing, and the bacteria undergo the death phase after 24 hours of incubation time. A 
flask containing similar content/ ingredients without bacterial inoculation was prepared 
as a control to determine abiotic degradation. The response determined was the amount of 
dibenzofuran removal at the end of the study. The biodegradation efficiency of dibenzofuran 
(%) is calculated through the following Equation 1: 

Biodegradation efficiency (%) = × 100     (1)

Where Ci and Cf are the initial and final concentrations of dibenzofuran (ppm) in the 
experiment solution.

Effect of Dibenzofuran Concentration on Dibenzofuran Degradation. Different substrate 
concentrations were set to discover the best level of dibenzofuran for maximum degradation. 
Three different dibenzofuran concentrations (15 ppm, 30 ppm, and 45 ppm) were examined 
to find the dibenzofuran utilization by the bacterial community in the landfill leachate. The 
growth medium was incubated at 37°C, with a pH of 7. 

Effect of Temperature on Dibenzofuran Degradation. For the temperature study, different 
temperatures representing different conditions for bacterial growth were chosen and set for 
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bacterial incubation. The different temperatures are 30°C, 37°C, and 42°C sets (Sanusi, 
2017). The media will be enriched with 30 ppm dibenzofuran concentration at pH 7.

Effect of pH on Dibenzofuran Degradation. pH levels of 5, 7, and 9 were used to study 
the effect of pH on the degradation of dibenzofuran by the bacterial community in landfill 
leachate. The pH chosen and set represented different pH conditions for bacterial growth. 
The media will be enriched with 30 ppm incubated at 37°C. The pH will be adjusted by 
using HCL or NaOH solution. 

Liquid-Liquid Extraction of Dibenzofuran from Landfill Leachate. Based on the 
previous study, LLE has been widely used to extract organic pollutants in water (Razali 
et al., 2018). Hence, LLE was chosen to extract dibenzofuran from the landfill leachate. 
Hexane was chosen as the solvent in this study as it had shown the highest percentage of 
recovery of dibenzofuran from landfill leachate after the extraction process (Tajudin, 2017). 
Another recent study supports it by using hexane as the solvent to elute Polychlorinated 
Dibenzofurans (PCDFs) from an environmental sample (Baran et al., 2020).

For sample preparation, a 1000 ml sample of landfill leachate was homogenized using 
500 ml of hexane. The mixture was left in a separatory funnel for separations. Leachate 
was discarded after 6 hours. The separated hexane was kept for further analysis. A rotary 
evaporator was run to remove solvents from the extracted sample gently. The sample was 
eluted by Nitrogen gas blow. Before performing the degradations studies, extraction of 
dibenzofuran from the landfill leachate was conducted to identify the initial amount of 
dibenzofuran in the landfill leachate sample collected.

Qualitative and Quantification of Dibenzofuran by Gas Chromatography-Mass 
Spectrophotometry (GC-MS)

The standard curve was formed using a series of dibenzofuran concentrations ranging from 
1 ppm to 120 ppm with hexane as solvents in a 1 ml volumetric flask and injected into Gas 
Chromatography-Mass Spectrophotometry (GC-MS). Analysis was performed to get R2 
from the generated linear graph of the external standards.

Separation and quantification of dibenzofuran were conducted by an Agilent 
Technologies 7890 gas chromatography (GC) system equipped with an Agilent 
Technologies 5975 mass spectrometer (MS) system (Agilent Technologies, USA). The 
working standards and top hexane layer of the landfill leachate extracts were injected into 
an injector temperature maintained at 300°C. The compounds were separated by an HP-
5MS column with an oven temperature for the column set (1) 70°C for 2 minutes and (2) 
300°C and held for 15 minutes at the flow rate of 20°C/min. The dibenzofuran detection 
and quantification were determined in scan and selected ion monitoring (SIM) modes. 
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The dibenzofuran was identified by the retention time, comparison of their mass 
fragmentation patterns with standards from the National Institute of Standard (NIST) 
Mass Spectral 11 library, and confirmation with the working standards. The span of the 
calibration curve was established and assessed, with the correlation coefficient R2 > 0.98 
showing an acceptable identification (Sani et al., 2022).

Statistical Analysis 

The data were expressed as mean and standard deviation of the triplicate of dibenzofuran 
degraded. One-way analysis of variance (ANOVA) was performed through XLSTAT-Pro 
(2019) statistical software (Addinsoft, Paris, France) to identify the significant difference 
between the means at a 95% confidence level (p < 0.05) with Tukey’s Test.

Bacterial Community Identification

The bacterial community identification has been performed. The isolation of the bacterial 
community was performed prior to DNA extraction. Later, the Polymerase Chain Reaction 
was conducted using a 27F and 1492R universal primer set with an annealing temperature 
set at 56°C. The Polymerase Chain Reaction products were sent to the sequencing service 
provider. The Nucleotide Basic Local Alignment Search Tool (BLAST) was run to identify 
the species.

RESULTS AND DISCUSSION

Landfill Leachate Characteristics

Landfill leachate collected from Jeram Landfill recorded the physicochemical parameters 
as shown in Table 1. The parameters observed were pH, total dissolved solids, turbidity, 
temperature, and dissolved oxygen. pH, as one of the significant parameters representing the 
landfill condition, was shown at pH 8.38, which could indicate the landfill's operations age 
and the landfill leachate's stabilization phase (Arliyani et al., 2021). A previous study stated 
that when the landfill operated for more than 10 years, the pH of the leachate should be more 
than 7.5 as the leachate is in stabilized condition (Wdowczyk & Szymańska-Pulikowska, 
2021). This finding agrees that Jeram landfill has been operated for more than 10 years, 
since 1 January 2007. The recorded pH characterizes the Jeram landfill as being in the 
methanogenic phase, where the volatile fatty acid in leachate declined, thus leading to an 
inclining of the pH values. For temperature, it was recorded at 32.84°C during the sample 
collection. The temperature of the landfill leachate is highly influenced by the weather at 
the landfill site, and it is known that the common daily temperature in Peninsular Malaysia 
is between 30°C and 40°C (Zakaria & Aziz, 2018).
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Dissolved Oxygen (DO) is an important 
parameter in determining water pollution. 
The DO recorded was 8.29 mg/L, slightly 
higher than the WHO range of healthy 
water (6.0 to 8.0 mg/L) (Dávalos-Peña 
et al., 2021). The composition of DO is 
normally low due to a microbial community 
employing dissolved oxygen for the waste 
aerobic decomposition. It probably indicates 
the presence of an anaerobic microbial 
community. The Total Dissolved Solid 
(TDS) was recorded as 2.03 x 104 mg/L, 
which is also considered high compared to 
the previous study (Zakaria & Aziz, 2018). 

Table 1
Physicochemical parameter of leachate from Jeram 
sanitary landfill

Parameters Value
pH 8.38 ± 0.20

Temperature (°C) 32.84 ± 0.20
Dissolved Oxygen 

(mg/L)
8.29 ± 0.43

Total Dissolved 
Solid (mg/L)

2.03 x 104 ± 8.00

Turbidity (NTU) 222 ± 6.50
Note. ± represents the standard error of the mean 
value

This parameter characterizes the organic components of leachate and the total ions in the 
aqueous solution. High TDS in leachate may represent the whole number of pollutants as it 
reflects the degradation process of organic matter and the mineral salt in the waste (Kumari 
et al., 2018). The turbidity recorded for the landfill leachate was 222 NTU. It is considered a 
moderate level for landfill leachate (Aziz et al., 2018). Even though turbidity is not a direct 
indicator of the contaminated condition, high turbidity could influence leachate leakage 
through minimized movements of the compounds. The physicochemical parameters of the 
landfill leachate observed and recorded might be attributed to numerous factors, including 
the type of waste dumped onto the landfill (Salam & Nilza, 2021). Further observation 
of the landfill leachate parameters needs to be conducted to prevent leachate leakage that 
could cause environmental pollution.

Optimization of Dibenzofurans Biodegradation

For the dibenzofuran concentration effect on the dibenzofuran degradation by the bacterial 
community, landfill leachate that has been spiked with 15 ppm dibenzofuran has shown 
the most degraded dibenzofuran, which is 63.35% (Figure 1). In 30 ppm and 45 ppm 
dibenzofuran concentrations, the bacterial community showed degradation at 39.60% 
and 26.04%, respectively. It has been shown in this study that the lowest dibenzofuran 
concentration (15 ppm) had shown the best concentration for maximum bacterial 
degradation of dibenzofuran in landfill leachate. Substrate availability represents the carbon 
sources the bacterial community uses to proliferate (Xiang et al., 2020). Lower substrate 
concentration might cause disability of the bacteria to proliferate, while in higher substrate 
concentration, accumulation of the by-products might inhibit bacterial growth to the extent 
that it is toxic to the bacteria cells (Maier & Pepper, 2015). 
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Figure 2 shows that the best temperature for the bacterial community to degrade 
dibenzofuran (68.33%) is 30°C. At 37°C and 42°C environmental conditions, the 
degradation of dibenzofuran was recorded at 39.60% and 54.97%. These findings are 
supported by other studies that demonstrate the best temperature for dibenzofuran 
degradation by the bacteria is 30°C (Tajudin, 2017; Sanusi, 2017). Bacterial metabolism 
is influenced by environmental temperature since an enzyme is a protein-made substance. 
According to Imron et al. (2020), a lower temperature might disrupt bacterial metabolism, 
while a higher temperature might speed up bacterial metabolism to a certain extent. Above 
that extent, higher temperatures will cause the enzyme to degrade and lower the bacterial 
metabolism (Vidonish et al., 2016). 

pH study discovered that the best pH for dibenzofuran degradation by the native 
bacterial community in landfill leachate is 7 (39.60%) (Figure 3). While for pH 5 and pH 
9, the study found that 2.12% and 0.59% dibenzofuran degradation had happened. Most 
enzymes in the bacterial community can only perform and function at a certain pH value, 
thus making pH value one of the most crucial factors influencing compound degradation 
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Figure 1. Percentage of dibenzofuran (DBF) degradation with different concentrations of DBF within 24 hours 
of incubation. Each experimental sample was performed in triplicates. Error bars represent the standard error 
of the mean. *Means with the same letter are not significantly different. 

Note. Enriched: Percentage of dibenzofuran degraded in landfill leachate by native bacterial community enriched 
with 15 ppm, 30 ppm, and 45 ppm dibenzofuran, respectively, incubated at 37°C and pH 7. Control: Percentage 
of dibenzofuran degraded in landfill leachate enriched with 15 ppm, 30 ppm, and 45 ppm dibenzofuran without 
any inoculum of bacteria.
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Figure 2. Percentage of dibenzofuran (DBF) degradation with different incubation temperatures within 24 
hours of incubation. Each experimental sample was performed in triplicates. Error bars represent the standard 
error of the mean. *Means with the same letter are not significantly different.

Note. Enriched: Percentage of dibenzofuran degraded in landfill leachate by native bacterial community enriched 
with 30 ppm dibenzofuran, pH 7 and incubated in 30°C, 37°C and 42°C respectively. Control: Percentage of 
dibenzofuran degraded in landfill leachate enriched with 30 ppm, without any inoculum of bacteria.
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Figure 3. Percentage of dibenzofuran (DBF) degradation with different pH incubation within 24 hours of 
incubation. Each experimental sample was performed in triplicates. Error bars represent the standard error of 
the mean. *Means with the same letter are not significantly different.

Note. Enriched: Percentage of dibenzofuran degraded in landfill leachate by native bacterial community enriched 
with 30 ppm dibenzofuran, incubated at 37°C with pH 5, pH 7, and pH 9, respectively. Control: Percentage of 
dibenzofuran degraded in landfill leachate enriched with 30 ppm, without any inoculum of bacteria.
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(Imron et al., 2020). Large numbers of heterotrophic bacteria are chosen to proliferate better 
in a neutral to alkaline pH value (Al-Hawash et al., 2018). The previous study also recorded 
similar findings, in which the neutral condition is the best for dibenzofuran degradation 
compared to acidic and basic conditions (Tajudin, 2017; Sanusi, 2017).

The best parameters (15 ppm, 30°C, and pH 7) were executed to the bacterial 
community in the landfill leachate to observe the optimum degradation of dibenzofuran. It 
is recorded that 74.40% of dibenzofuran had been degraded within 24 hours of incubation, 
which is the best degradation rate recorded throughout the study (Figure 4). The optimum 
degradation condition is significant in bioremediation; thus, the pollutant compounds will be 
degraded effectively through the metabolism of the bacterial community (Zhao et al., 2021). 
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Figure 4. Percentage of dibenzofuran (DBF) 
degradation supplemented with 15 ppm DBF 
and incubated at 30°C at pH 7 within 24 hours of 
incubation. Each experimental sample was performed 
in triplicates. Error bars represent the standard error 
of the mean. 

Note . Enriched: Percentage of dibenzofuran 
degraded in landfill leachate by native bacterial 
community enriched with 15 ppm dibenzofuran, 
pH 7 and incubated at 30°C. Control: Percentage of 
dibenzofuran degraded in landfill leachate enriched 
with 15 ppm, without any inoculum of bacteria.

Bacterial Community and Pathway of 
Dibenzofuran Degradation

In this study, the bacterial community 
found is from Phylum Pseudomonadata. 
Six Pseudomonas species were identified as 
involved in the dibenzofuran degradation that 
is Pseudomonas sp., Pseudomonas putida, 
Pseudomonas japonica, Pseudomonas 
qingdaonensis, Pseudomonas brassicae 
and Pseudomonas cichorii. The role of 
Pseudomonas sp. in the bioremediation 
of Chlorinated Hydrocarbons is also 
emphasized in other studies (Ambust et 
al., 2021; Mahjoubi et al., 2021; Soare et 
al., 2019).

The main metabolic pathway of 
the bacterial community in degrading 
dibenzofuran is the biphenyl dioxygenase 
pathway through the presence of the biphenyl 
dioxygenase enzyme. According to Nhung 
et al. (2022), 2,3-dioxygenase could destroy 
the stable benzene rings in the dibenzofuran 
compounds through molecular oxygen 
catechol. Some mono and dioxygenase 
enzymes were also required to place oxygen 
in the benzene ring to make the compounds 
more vulnerable to degradation (Saibu et 
al., 2020). The large subunit of terminal 
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dioxygenase is included for the substrate specificity of the biphenyl dioxygenase. Hence, 
huge subunit genes need to be involved in the development of molecular engineering.

CONCLUSION
Based on the result collected, it could be seen that the optimum condition for the bacterial 
community in landfill leachate to degrade dibenzofuran is spiked with 15 ppm dibenzofuran 
and environmental condition set at 30°C and pH 7. 74.40% dibenzofuran degradation 
has been recorded future research shall exploit larger volume of landfill leachate sample 
to discover more about the native bacterial community. To conclude, the degradation of 
dibenzofuran enriched to the landfill leachate by the native bacterial communities was 
assisted by the environmental conditions, including temperature and pH, proposing that 
a bio-stimulation technique could be applied for in-situ bioremediation for the possible 
dioxin-contaminated site. 
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ABSTRACT 

The construction of tall buildings in urban areas has grown in number in recent years. 
However, architects and engineers face a variety of design challenges due to the variety 
of heights and shapes of new building designs. This study evaluates the impact of shape 
mitigation on tall buildings by applying corner modifications, such as chamfered, corner cut, 
plan changes with height, tapered, and setback, and combining a single modification model. 
The numerical simulations were carried out using Computational Fluid Dynamic (CFD) 
simulation with the RNG k-ε type of turbulence model. All single modifications reduced 
the maximum +Cp and -Cp better than the basic model. The corner-cut model was the 
most effective method for reducing the suction effect. Combining the setback, chamfering 
the corner, and twisting the building model at 45° modification was the most effective 
approach to reduce the maximum +Cp in the 25–42.10% range in Face 1. Modifying a 
square model with the combination of setback, chamfer, and 45° rotation reduced the 

maximum -Cp, ranging from 36.9–50%. The 
composite 1 model and composite 2 model 
reduced the suction effect in the range of 
15.38–33.33% in Face 3. The adoption of 
composite modification was insignificant in 
reducing the suction effect on the sidewall, 
where the maximum -Cp was recorded to be 
between 3.62–5.43%.

Keywords: Aerodynamic modification, CFD, tall 

building, wind pressure coefficient 
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INTRODUCTION
Tall buildings are very common in urban areas all over the world. It is very important to 
study peak suctions on roofs and walls because it causes frequent damage by the peak 
suctions under strong wind conditions. Wind suctions at the extensions of exterior walls 
on corners of walls can be reduced by aerodynamic mitigation (Bitsuamlak et al., 2013). 
Modifying the shape of tall buildings has been proven to significantly affect crosswind loads 
and wind-induced responses (Irwin, 2008; Holmes, 2001; Elshaer et al., 2014; Elshaear et 
al., 2016). Research has been conducted to reduce excitations and improve the performance 
of tall buildings against wind loads. Sharma et al. (2017) studied the effect of setbacks 
on reducing the wind-induced response of tall buildings by three types of buildings with 
different setbacks and square shapes. The authors concluded that changing the cross section 
along the elevation through the setback could reduce the mean overturning moments along 
and crosswind directions. The effects and value of aerodynamic modifications, such as 
chamfered and recessed corners, on tall building responses were investigated by Tse et al. 
(2012) while maintaining the total usable floor area of the modified building form. 

The study found recessed corners more effective than chamfered corners in reducing 
both along-wind and crosswind moments caused by buffeting and vortex-shedding 
excitations. Hansora et al. (2015) investigated the effect of height to width ratio of tapered-
shaped tall buildings on the distribution of wind pressure coefficient around different 
surfaces of building models. The smallest and largest negative mean pressure coefficient 
on the leeward face of the building increases with increasing height/breadth (H/B) ratio. 
Sanyal and Dalui (2020) studied the comparison of aerodynamic coefficients of various 
types of Y-plans-shaped tall buildings with different types of helical, tapered, setback, and 
corner-modified models. Results showed that a setback building model with a rounded 
corner shape proved to be the most efficient among the studied models in terms of reducing 
wind load. In a wind tunnel test, Bandi et al. (2013) investigated aerodynamic modifications 
with corner cuts and helical shapes and discovered that helical buildings significantly 
influenced aerodynamic characteristics. 

Meanwhile, Gu and Quan (2004) investigated 15 typical high-rise buildings with 
varying cross-sections and discovered that corner chamfers can reduce the peak value across 
wind base moment spectra. The review of previous work showed that most studies only 
focused on a single modification and effect on different types of basic models. As such, 
this study aims to determine the pressure distribution around various building surfaces 
based on single modification and changes for adopting a composite modification by using 
Computational Fluid Dynamics (CFD) analysis.

METHODOLOGY
This discussion explains the numerical procedures applied for the numerical simulation 
on tall building surfaces using ANSYS Fluent 18.0.
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Shape Configuration

A total of eight building models were considered in this study. The building model was 
set with a height of 63 m, a base layout of 30 m x 30 m, and generated using a 1:10 scale 
ratio. The square model in this study is classified as a basic model with an aspect ratio 
H/B of 2.1 (Figure 1).

6300 mm

3000

30
00

Figure 1. Basic model

The models were divided into two 
configurations: single modification 
representing a model with changes in plan 
area along the building height and corner 
modification incorporating chamfer and 
corner cut along four corners of the building. 
The chamfer and corner cut dimensions were 
set to be 500 mm. The detailed configuration 
of single modifications is shown in Figure 2.

The second type of modification 
includes tapering the base dimension with 
respect to building height, where the upper 
floor was reduced to 1400 mm × 1400 
mm. The model with setback configuration 
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2000500 500
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Figure 2. Single modification models (corner modification): (a) chamfered model (mm) and (b) corner cut 
model (mm)
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was generated by reducing the plan area at every 2100 mm height. In this case, the plan 
dimension at 2100 mm and 4200 mm was set to be 2000 mm × 2000 mm and 1400 mm 
× 1400 mm (Figure 3).

6300 mm

3000

800 1400 800

30
00

14
00 6300 mm

3000

500 2000 500

30
0

14
00

30
0

(a) (b)
Figure 3. Single modification models (change of plan area with height): (a) tapered model (mm) and (b) corner 
cut model (mm)

The composite modification consists of three models with a combination of three single 
modifications. Figure 4 shows the details of all models under composite modification. 
Details of the composite models are as follows:

• Composite 1: Corner modification, setback, and rotation of 45°
• Composite 2: Corner modification, setback, and twisting of 45°
• Composite 3: Corner modification, tapered, and twisting of 45°

6300 mm

2100 mm

2100 mm

2100 mm

6300 mm
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Domain

The computational was developed based on 
the recommendations proposed by Franke 
et al. (2004). The distances were 5H from 
the building model to the top and the sides 
of the domain and 15H for the downstream 
length, where H was the height of the 
tallest building in this study. A large space 
was required behind the model to allow for 
the formation of vortices on the leeward 
side and to prevent wind backflow (Hajra 
& Dalui, 2016). The blockage ratio in the 
present study is in the range of 0.38%, 
as Tominaga et al. (2008) recommended. 
Figures 5 and 6 show the plan view and 
side view of the computational domain, 
respectively.

Numerical Simulation

There are several boundary conditions 
considered to complete this numerical 
modeling and simulation. The inlet boundary 
is specified as a velocity inlet condition. This 
condition specifies the velocity of flow 
entering the domain. The velocity inlet 
condition was applied using user-defined 
functions (UDF) developed by Deraman et 
al. (2018) and modified to suit the building 
height to define the wind profile at the inlet 
boundary. A pressure outlet condition is 
assigned at the outlet boundary with zero 
pressure. The sides and top boundaries of the 
domain are typically assigned as symmetry 
conditions. Meanwhile, the ground of the 
domain is specified as the ground where 
a no-slip wall condition is assigned. This 
condition specifies zero velocity at the wall 
and allows shear stresses to develop. A wall 

6300 mm

(c)
Figure 4. Composite Models (a) Composite 1 Model 
(mm) (b) Composite 2 Model (mm) and (c) Composite 
3 Model (mm)
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Figure 5. Plan view of the building unit in the 
computational domain
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Figure 6. Side view of the building unit in the 
computational domain
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function is assigned at these boundaries. The wind vertical profile was generated using 
the power law equation. The k-ε model was used for modeling the airflow viscosity in this 
study. The successful use of the k-ε model for analyzing the tall building model can be 
found in Dagnew et al. (2009), Irtaza et al. (2021), and Mou et al. (2017). Table 1 shows 
the overall boundary conditions used for this study.

Location Boundary Condition
Inlet Fully developed 

ABL inlet profile
Outlet Pressure outlet

Top and 
side faces

Symmetry

Ground Wall function

Table 1
Boundary condition of the computational domain

This study used the Renormalization 
Group (RNG) k-ɛ model, a Reynolds 
Averaged Navier Stokes (RANS) based 
two equations turbulence model. The 
inlet velocity of flow was set to be 15 m/s 
based on a standard tall building model 
tested at two research institutions, namely 
City University of London and National 
Aeronautical Establishment, to ensure that 
the flow over a surface will be turbulent if 
Reynold’s Number is more than 105 (Khan 
& Roy, 2017). The power-law profile 
was scaled to 1/7 to represent flat terrain. 
Since scaled-down models were used, the 
roughness length was also scaled down to 
Z0 = 0.035/10, as Khan and Roy (2017) 
recommended. Table 2 shows the input 
parameter used for this study.

Mesh Arrangement

Mesh quality is a very important criterion 
for the correctness of simulation results. 
Structured (hexahedral) and unstructured 
(tetrahedrons and prisms) are two kinds 
of mesh that have been widely accepted 
in CFD simulation (Irtaza et al., 2021). 
Because the geometry in this study is 

Parameters Inputs
Equation Steady-RANS

Turbulence Model RNG k-ε
Roughness height, ks 0.001 sm

Roughness constant, Cs 1.0
Power law exponent 0.0035
Mean wind speed, v 15 m/s

Pressure velocity 
coupling

SIMPLE 
algorithm

Spatial discretization for 
pressure and momentum

Second-order

Table 2
Overall input parameters for CFD simulation in 
ANSYS FLUENT 18.0

complex, it was impossible to have structured mesh throughout the domain. Therefore, to 
solve this problem, the building is placed in a rectangular prism. An unstructured mesh is 
generated for zones in the nesting rectangular prism, while for the zones around the nesting 
prism, the structured mesh is applied. Figures 7 to 9 show the mesh arrangement for the 
building model in this study.
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VALIDATION AND ANALYSIS

Since numerical results are affected by a range of factors, it is essential to validate the 
correctness of the numerical model and the precision of numerical results.

Grid Convergence Study

In a CFD analysis, the grid convergence study plays an important role in identifying 
the correct mesh pattern to significantly diminish the computational time and error 
(Bhattacharjee et al., 2021). Franke et al. (2004) recommend that at least three systematically 
refined grids be conducted to quantify the influence of the grid resolution for the solution. 
In this exercise, five different grid sizes, namely mesh 1 (Very Course), mesh 2 (Course), 

Figure 7. Isometric view showing the overall 
computational domain

Figure 8. Zoom in, showing the model inside the 
domain

Figure 9. Cut section view

Unstructured 
Coarse mesh

Structured 
Coarse mesh

Unstructured 
fine mesh
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mesh 3 (Medium), mesh 4 (Fine) and mesh 5 (Very Fine) were generated. The number of 
elements for these four grids is 239056, 402067, 567592, 727997, and 895985. In order to 
produce a constant increase in the number of elements, the difference in terms of number of 
elements between successive mesh regimes was set at 160,000. The difference between the 
very coarse and very fine grid schemes was calculated to be more than 3.2, as Franke et al. 
(2004) recommended. Figure 10 shows the result of the comparison of Cp profiles for grid 
sensitivity analysis. From the results, all models showed similar distribution, particularly 
true at the building's Face 1 and Face 3. In Face 1, the model with a fine grid scheme (mesh 
5) showed the highest Cp (0.757), followed by mesh 4 (0.755), mesh 3 (0.751), mesh 2 
(0.744), and mesh 1 (0.73). Tominaga et al. (2015) stated that the maximum +Cp on the wall 
should be close to 1 due to the formation of a stagnation point. As such, mesh 5 showed 
the most accurate results compared to other models.

Distribution of Pressure Coefficient
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Figure 10. Comparison of Cp profiles for grid sensitivity analysis

The comparison of the overall computational time taken for every mesh model is shown 
in Figure 11. The results showed that Mesh 5 took approximately 10 hours to converge at 
5000 iterations, followed by Mesh 4 (8 hours), Mesh 3 (6 hours), Mesh 2 (4 hours) and 
Mesh 1 (2 hours). Although Mesh 4 and Mesh showed relatively small differences in Face 
2, the difference in terms of the computational time was calculated to be 2 hours. This 
difference is still manageable. By considering the importance of obtaining reliable results, 
model Mesh 5 was selected. 
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Validation Model

The validation exercise was performed to 
ensure the reliability of the input parameters 
in ANSYS. In this case, the Commonwealth 
Advisory Aeronautical Council (CAARC) 
standard tall building model results tested 
by Dagnew et al. (2009) using wind tunnel 
test (WTT) and CFD was used (Figure 12). 
The validation model's Reynolds number 
at 3.8 x 105 was based on building height 
H and the inflow velocity UH at z = H, as 
stated by Dagnew et al. (2009). Other input 
parameters were generated using data from 

Computational Time of Grid Scheme
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Figure 11. Comparison of time taken for every 
model to converge

other literature (Huang et al., 2009; Meng et al., 2017; Ahsan, 2014; Liu & Niu, 2016). 
Parameters such as air density and solid material type were assumed to suit the condition. 
The density of air is affected by temperature, pressure, and dew point. This study took air 
density and dynamic viscosity as 1.225 kg/m3 and 1.79 x 10-5, respectively. This study 
used the Renormalization Group (RNG) k-ɛ Model, the Reynolds Averaged Navier Stokes 
(RANS) based on two equations turbulence model. The inlet velocity of flow was set to 
be 12.7 m/s, followed by Dagnew et al. (2009).

Figure 12. Isolated standard tall building

182.88 m

30.48 m
45.72 m Dy Dx

H

Validation Results

Figure 13 shows the overall results from 
WTT and CFD by Dagnew et al. (2009) 
and the validation model (CFD Validation) 
generated using ANSYS. The wind pressure 
coefficient in this study was measured at 
2/3 of the building height. It is pointed out 
that wind pressure coefficients at 2H/3 of 
the standard model are sufficient for model 
calibration (Montazeri & Blocken, 2013; 
Huang et al., 2009). The CFD Validation 
agrees with CFD Dagnew and is particularly 
true at Surface 1. Although both CFD results 
cannot capture the maximum +Cp in Surface 
1, theoretically, the maximum +Cp must be 
1.0 or close to 1.0 to define the location of 



Pertanika J. Sci. & Technol. 31 (6): 3139 - 3155 (2023)3148

Siti Rohani Mohd Isdris, Shaharudin Shah Zaini, Mohammad Hafifi Hafiz Ishaik,
Mohammad Sharizal Abdul Aziz and Noorhazlinda Abd Rahman

the stagnation point. In addition, the validation model follows the Cp distribution pattern 
relatively closely compared to CFD Dagnew in Surface 2, 3, and 4. In order to verify the 
similarity of the Cp distribution between the CFD Validation and the results from Dagnew 
et al. (2009), the error measures analysis was conducted, and the summary is shown in 
Table 3. In this case, the error measures exercise comprises Mean Absolute Error (MAE), 
Normalized Absolute Error, and Root Mean Square Error (RMSE). It is worth mentioning 
that when the similarity is high, then the discrepancy of the overall results is low (Table 3). 
The CFD Validation model provides the smallest error for all the error measure analyses 
and possesses high similarity to the WTT test and CFD work by Dagnew et al. (2009). As 
such, the input parameters in the CFD analysis of the validation work are reliable. 
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Figure 13. Cp profile between validation model, CFD Dagnew, and WTT Dagnew

Table 3
Summary of error measures

Error 
Measure

WTT Dagnew
CFD

Dagnew
CFD

Validation
MAE 0.158 0.124
NAE 0.306 0.245

RMSE 0.184 0.183

RESULTS AND DISCUSSION

The Cp profile for the basic model with 
overall single-corner modification is shown 
in Figure 14. For the basic model, the 
maximum +Cp is located at approximately 
two-thirds of the building height for the 
basic model with a value of +0.76. A similar 
pattern was also observed in the work of 
Tominaga et al. (2008) and Richard et al. 

(2007). Meanwhile, the distribution pattern of the pressure coefficient for the Chamfered 
and Corner cut models is similar to the basic model. In this case, the maximum +Cp and 
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-Cp were recorded to be +0.56 and -0.51 for chamfered and +0.6 and -0.46 for the corner 
cut model. By introducing chamfered corner, the reduction in terms of the overall Cp for 
Face 1 (windward), Face 2 (roof), and Face 3 (leeward) was calculated to be approximately 
5.43% to 44.56% and 18.5% to 50.0%, respectively. The model with the chamfered corner 
exhibits the lowest +Cp across Face 1, and the corner-cut model generates the lowest suction 
along most of the surface of the roof.
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Figure 14. Cp profile for overall single modification (corner modification)

Figure 15 shows the overall comparison distribution in terms of pressure coefficient for 
the basic, setback, and tapered models. The pattern of the Cp distribution shows a similar 
trend to the basic models. However, for the setback model, a slight drop in the Cp values 
occurs at every setback location (refer to the red circles). The maximum +Cp was formed 
in Face 1, and the value was recorded to be +0.65 and +0.75 for the tapered and setback 
models, respectively. Moreover, the maximum -Cp for the tapered and setback models was 
found to be -0.49 and -0.72, respectively. The -Cp values in Face 3 are almost constant with 
no noticeable fluctuation for the tapered model, whereas a slight fluctuation in the pattern 
along Face 3 is shown for the setback model at the boundary between setbacks. As such, 
the modification made to the models by changing the plan area with height resulted in an 
efficient reduction of suction for both models.

Figure 16 shows the pressure contour on the overall surfaces of the building models. All 
models develop -Cp at the side wall. The reduction of -Cp at the side walls of single corner 
modification can be associated with sharp corners on the basic model. Sharp corners can 
produce stronger vortices than the models with modified corners (Holmes, 2015). In terms 
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of suction, the introduction of corner cuts is more efficient than chamfering the corner. 
It is due to buildings with sharp corners induced strong vortices or vortex shedding. As 
such, to break up the vortices and lose their coherence, softening to the sharp edges must 
be made by introducing corner cut or chamfer, as Irwin (2008) reported. In addition, the 
modification of the plan area with respect to height was found to reduce the suction effect. 
The maximum suction for the basic model (-0.92) is reduced to -0.79 and -0.65, as shown 
by the tapered and setback models. Moreover, the setback model performs better than the 
tapered model in reducing the suction at the side wall due to the reduction of the kinetic 
energy in Face 1 that was prolonged to the side walls and weakened the wake region.

Figure 15. Cp profile for overall single modification (changes in plan area with respect to building height)
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Figure 16. Pressure contour on the overall surfaces of the building models (a) Basic, (b) Corner Cut, (c) 
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Figure 17 shows the overall Cp profile for composite models and basic models. The 
maximum +Cp recorded in Face 1 for the composite 1 model is +0.57. On the other hand, in 
Face 2, the maximum -Cp was found to be -0.46. The Cp distribution shows slight fluctuation 
in Face 3; the highest -Cp was recorded to be approximately -0.25. The distribution pattern 
for the composite 1 model is similar to the setback model. It is particularly true because 
both models show +Cp reduction at the setback locations. Meanwhile, the trend for the 
composite 2 model is similar to the setback model and the composite 1 model due to the 
relatively dominant effect of the setback feature. The maximum +Cp was recorded to be 
+0.44. The magnitude of the pressure drop at the upper part of the setback location is 
larger than the lower part of the setback. On the other hand, Face 2 develops the highest 
-Cp, which is recorded to be -0.58. The -Cp fluctuates and stabilizes at approximately 
-0.2 in Face 3. Meanwhile, unlike the composite 1 model and composite 2 model, the 
distribution pattern for the composite 3 model is relatively smooth without any significant 
drops in Face 1 and Face 3. The maximum +Cp for windward Face 1 was recorded to be 
+0.54, and the maximum -Cp for windward Face 2 was recorded to be -1.08. The -Cp is 
significantly reduced as it approaches the rear part of the roof and slightly fluctuates in 
Face 3. The suction effect was weakened at the lower part of Face 3, and the -Cp stabilized 
at approximately -0.1.

From the graph shown, it clearly can be seen that, in the case of Face 1, the results 
showed that all composite models showed a significant reduction in the +Cp. The composite 
model 1 and composite model 3 showed almost similar magnitude in terms of +Cp 
throughout Face 1. On the other hand, the composite model 2 was shown to produce the 
lowest +Cp along Face 1. This phenomenon can be associated with the effectiveness of 
combining chamfered, setback, and twisting to the basic model. On the other contrary, In 
Face 2, the composite 1 model showed the lowest -Cp (thus the suction effect) compared 
to other models. By studying the formation of the composite 1 model and comparing these 
features with the composite 2 model and composite 3 model, rotating the model at 45° and 
introducing setbacks were shown to be effective in reducing the -Cp. The kinetic energy of 
the airflow for the composite 2 model was reduced due to the presence of a setback where 
the kinetic energy was further reduced with the wind reduction drag due to the presence 
of twisted surfaces.

Despite significantly reducing kinetic energy (low +Cp), the condition was not 
prolonged in Face 2. This phenomenon is because the separation and reattachment of 
airflow did not interfere with the reverse flow direction generated by the vortex in Face 3. 
It is evident that in the composite 1 model, although having higher kinetic energy (high 
+Cp), the condition was significantly reduced when the separated flow encountered the 
reverse flow from the generated vortex at the upper level. Interestingly, the composite 
3 model exhibited the highest -Cp in Face 2, and the value exceeded the basic model. 
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Although the kinetic energy in the composite 3 model was shown to be relatively similar 
to the composite 1 model, the suction effect in Face 2 was more dominant due to the fact 
that the axis of the vortex at the upper level was found to be relatively far from the suction 
region in Face 2. Generally, throughout Face 3, the composite models showed lower -Cp 
values compared to the basic model.
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Figure 17. Cp profile for basic and overall composite modification

The pressure contour on the side of the building models is shown in Figure 18 for the 
composite 1 model, composite 2 model, and composite 3 model. The side surface for all 
models generates both +Cp and -Cp. The maximum suction exhibited from the side of the 
building model is shown in the composite 3 model (-1.08), followed by composite 2 model 
(-0.89) and composite 1 model (-0.9). In this case, only the composite 3 model exceeded the 
maximum suction of the basic model (-0.92). The difference was calculated to be 17.39%. 
In addition, the combination of setback, chamfer, and 45° rotation in composite model 1 
can reduce the maximum -Cp approximately half of the value exhibited by the basic model. 
For composite modifications, the formation of the highest suction only occupies a relatively 
small area on the surface and close to the edge of the corner surface. Especially for the 
composite 2 model and composite 3 model, the area exhibiting a high suction effect was 
concentrated at the upper level of the building.

Model
Basic
Composite 1
Composite 2
Composite 3
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Figure 18. Pressure contour on the overall surfaces of the building models (a) composite 1, (b) composite 2, 
(c) composite 3

(a)           (b)               (c) 

CONCLUSION

All models subjected to single modification performed better than the basic model in 
reducing the maximum +Cp and -Cp. In terms of suction, a corner cut was shown to be 
more efficient than a chamfer. The setback model is more effective in reducing suction than 
the basic and tapered model. When comparing the composite 1 model with the composite 
2 model in Face 1, twisting was more efficient in reducing the +Cp than rotation. For the 
composite 2 and the composite 3 models, a tapered configuration was more efficient than 
setting the building with setbacks. Meanwhile, when comparing the composite 1 model 
to the composite 2 model and the composite 3 model, it was discovered that rotating the 
model at 45° and introducing setbacks effectively lowered the -Cp. Choosing an efficient 
geometry modification for high-rise structures can help mitigate aerodynamic concerns, 
particularly in pressure distribution on the building surfaces. This study only focuses on 
the use of RNG k-ε. Other turbulence models, such as Large Eddy Simulation (LES) and 
Detached Eddy Simulation, can be explored with wind tunnel tests on other complex 
building shapes.  
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ABSTRACT 

It is vital to assess workplace pushing and pulling (PP) activities to manage musculoskeletal 
injuries among employees. However, there is still no clearly-suited risk assessment method. 
This systematic review aims to provide an overview of risk assessment methods for PP 
activities at the workplace. Thus, the review employed the Preferred Reporting Items 
for Systematic Reviews and Meta-Analyses (PRISMA). Two primary journal databases 
were searched, namely Scopus and Science Direct. Furthermore, to ensure the robustness 
of the study, the searches were expended via handpicking, snowball identification, and 
consultation with ergonomics experts. Atlas.ti version 8 software was used to analyse the 
identified articles thematically. The search resulted in nine articles eligible for the systematic 
analysis. From the articles, six assessment methods used force measurement as the main 
indicators, while three assessment methods used the weight of the load as measurement 
indicators. The assessment tools did not cover all the risk factors for PP activities. Besides, 
there was a lack of evidence showing the assessment tools or methods' reliability, validity, 
and usability. This systematic review highlighted the advantages and limitations of existing 
assessment methods, and no one method fits all. The findings showed that the assessment 

methods for PP activities still needed a 
force measurement and did not cover all 
the significant risk factors associated with 
PP. In addition, no clarifications were 
presented regarding the assessment methods’ 
reliability, validity, and applicability. 

Keywords: Ergonomics tools, manual handling, 

pushing and pulling, risk assessment method 
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INTRODUCTION 

Lifting, lowering and carrying have been major manual handling activities (Todd, 2012), 
which resulted in ergonomics risk (Bennet et al., 2011). Thus, pushing and pulling (PP) 
has been introduced to mitigate the risk of other manual handling activities (Bennet et al., 
2011). The PP can be explained as a horizontally applied force. The force is led afar from 
the body via pushing but towards the body via pulling (Hoozemans et al., 1998; Baril-
Gingras & Lortie, 1995). Furthermore, pulling requires greater force (Castro et al., 2012) 
and maximal voluntary grip force (Chen et al., 2015) than pushing. 

While lifting creates large compression forces on the spinal disc and other spinal 
structures, the act of PP usually creates shear forces (Waters et al., 2011) and back muscle 
loading (Chen et al., 2015; Kuijer et al., 2007; Frost et al., 2015; Hoozemans et al., 2002) 
reported that PP increase the risks of a shoulder injury but not necessarily lower back pain, 
and it is major cause for musculoskeletal injuries at the workplace (Lee, 2018). 

One of the key elements for managing musculoskeletal disorders (MSDs) at the 
workplace is ergonomics management, which can be accessed via ergonomics risk 
assessment (Cohen et al., 1997; Rahman & Mohammad, 2017; Monaco et al., 2019; Gyemi 
et al., 2016). According to David (2005), three classes of ergonomics risk assessment 
include self-reporting, observation methods (basic and advanced techniques), and direct 
measurement. 

Another important criterion of an assessment tool is the psychometric properties such 
as reliability, validity and usability (Jahrami et al., 2019). First, a reliable tool ensures 
consistent results are obtained from repeated assessments, which is necessary to identify 
ergonomic risk factors changes over time (Bannigan & Watson, 2009). Second, a valid 
tool provides accurate information about the ergonomic risk factors in a given work 
environment, which is necessary to develop effective interventions to reduce ergonomic 
risks (Cook & Beckman, 2006). Finally, a usable tool ensures that the assessment process 
is efficient and effective, which can increase the likelihood of the tool being adopted and 
used in the workplace (Occhipinti & Colombini, 2015). 

Although there are many assessment tools for PP activities, such as KIM-PP (Steinberg, 
2012),  RAPP (Health and Safety Laboratory, 2013), PPAC (Ferreira et al., 2007) and et 
cetera, it is still unclear as to what is the best assessment method for PP at an industry 
level. Despite the different views surrounding PP assessment tools, there has been less 
published review in this area. Therefore, the present study addresses this research gap by 
reviewing the existing assessment tools for PP activities and highlights the directions for 
future research. 



Pertanika J. Sci. & Technol. 31 (6): 3157 - 3178 (2023) 3159

Pushing and Pulling Ergonomics Risk Assessment Methods

The research questions guiding this systematic review are:

(1) What risk factors are evaluated by the PP assessment tool? 
(2) What is the assessment tool's reliability, validity and usability? 

This article highlights a review of ergonomics risk assessment tools in relation to 
workplace PP.  

MATERIAL AND METHODS
Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) 

The review process employed the PRISMA (Moher et al., 2009). PRISMA is a published 
standard for performing the systematic literature review. PRIMA has been reported to 
guide authors to systematically evaluate and examine the quality of reviewed papers and 
be used for other types of research besides randomised trials (Moher et al., 2009). This 
methodology involves four stages, i.e., identification, screening, eligibility, and inclusion. 

Resources

Xiao and Watson (2019) suggested that no one database is complete, thus suggesting more 
than one database for the search process, and Younger (2010) mentioned that when using 
more than one database, it will cover each other's weaknesses. Thus, two databases have 
been employed for search purposes: the Scopus and Science Direct databases. One of 
the biggest databases of peer-reviewed literature abstracts and citations is Scopus, which 
has over 25,200 titles from 7000 publishers worldwide. Several academic disciplines are 
included in Scopus, including engineering, medicine, and health sciences. Science Direct 
is the second database used in the review. It has over 2,650 peer-reviewed journals with 
over 19 million articles and chapters. 

The Systematic Review Process for Article Selection 

Identification. At the first stage of identification, relevant keywords were determined. 
Then, a search was done to identify similar and related keywords based on a thesaurus, a 
dictionary, and previous research (Table 1). The search was done on the Scopus and Science 
Direct databases. This search yielded insufficient material, as few journal articles included 
studies on ergonomics assessment tools for PP activities. As stated by Younger (2010), the 
researcher should perform the search process in more databases to obtain more articles 
related to the topic; thus, the search was expanded via handpicking, snowball identification, 
and consultation with ergonomics experts. This step led to identifying publications in the 
form of government research papers, ISO standards, and book chapters. In the end, 41 
publications related to the current topic were identified. 
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Table 1 
Search strings

Database Keyword used
Scopus (TITLE-ABS-KEY ("manual handling")  AND  TITLE-ABS-KEY ("risk 

assessment") AND TITLE-ABS-KEY (pushing OR pulling) 
Science Direct  Title, abstract, keywords: "manual handling" AND "risk assessment"

Screening. In this step, duplicate publications were first removed. As a result, three articles 
were excluded. Next, adhering to the inclusion and exclusion criteria presented in Table 2, 
37 publications were filtered. Due to the limitations of the current topic under review, the 
accepted literature type was widened to cover research articles, government publications, 
and conference proceedings. Therefore, journal publications and meta-analyses were 
excluded. Moreover, it should be noted that this review only covered publications in the 
English language. Additionally, the timeline was expanded from 1970 to 2019 to increase 
the possibility of retrieving related publications. Thirty-four publications were finalised 
for the next stage of the review. 

Table 2
Inclusion and exclusion criteria

Criterion Inclusion Exclusion
Literature

type  
Research articles; Government 

publications; Conference proceedings 
Systematic literature review 

journals, Meta-analysis 
Language English Non-English 
Timeline Between 1970-2019 <1970

Manual handling 
Type

Pushing and Pulling Lifting, carrying, lowering

Assessment 
method

Self-report, observation methods 
(advanced and straightforward 

technique) and direct measurement

Biomechanical model 

Eligibility. Thirty-four (34) publications were prepared at this stage. The publications' titles, 
abstracts, and content were screened thoroughly to ensure that the publications fulfilled 
the inclusion criteria for the current research. This step yielded 9 eligible publications. The 
remaining 25 publications did not match the inclusion criteria. Biomechanical models were 
excluded from the review due to the complexity of such assessments. Figure 1 illustrates 
the flow diagram for the review process. 
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Data Extraction and Analysis

Using Atlas.ti 8 software, a thematic analysis was carried out to develop appropriate themes 
and subthemes according to the data compilation. Then, the authors categorised the overall 
themes into two: (1) the variables measured by each tool and (2) the reliability, validity, 
and usability of the tool. 

Jung et al. (2005) pushing and pulling framework was improved by adding variables 
like hand grips (Ayoub & Dempsey, 1999), task duration (Rohani et al., 2018), and 
temperature (Snook & Ciriello, 1974). These variables were added to create variable and 
sub-variable categories corresponding to theme number 1 (Figure 2). 

Theme number 2 was derived based on the past literature, which suggested that 
ergonomics risk assessment tool should be:

• Reliable when used in practical and research settings (Rohani et al., 2018; 
Zetterberg et al., 2019);

• Provides valid ergonomics measurement. The development stage should be 
emphasised (Sukadarin et al., 2015), and

• Ease of use (usability) is an important criterion that determines application among 
practitioners (Eliasson, 2017). 

Records identified 
through Scopus searching 

( = 10)

Records identified 
through Science Direct 

searching ( = 10)

Additional records 
identified through other 

sources and methods 
(hand picking, snowball, 

expert’s consultation)
( =7)

Records after duplicates removed
(n = ∑ - 3)

Records screened
(n = 34)

Full-text articles assessed 
for eligibility 

(n = 34)

Studies included in 
qualitative synthesis 

(n = 9)

Records excluded (n = 3) 
{excluded due to review articles 

[1] and Non-English [2]}

Full-text articles excluded, with 
reasons (n = 34-25)

(excluded because did not focus 
on pushing and pulling; use 

biomechanical model)
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Figure 1. Flow diagram of the study (adapted from Moher et al., 2009)
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RESULTS
General Study Findings and Background 

The analysis identified nine risk assessment tools or methods for PP activities: four from 
journal articles (Snook, 1978; Snook & Ciriello, 1991; Steinberg, 2012; Lind, 2018), one 
from a book (Mital et al., 1997), one from ISO standards (International Organization 
for Standardization, 2007), two from government research reports (Ferreira et al., 2007; 
Health and Safety Laboratory, 2013), and one from a conference proceeding (International 
Organization for Standardization, 2007). Table 3 shows the included publications and the 
type of publication. 

Table 3 
Publication related to assessment tools for pushing and pulling activities

Design factors
• Superstructure
• Wheels
• Handles (height)
• Hand Grips

Task factors
• Loads
• Direction of

motion
• Motion phases

(initial and 
sustained)

• Frequency
• Distance
• Speed
• Coworkers
• Posture
• Task durations

Environmental factors
• Floors
• Obstacles
• Slope, Stairs, Curbs
• Congestion
• Maintenance
• Ambient 

temperature

Operator factors
• Age
• Gender
• Anthropometry
• Strength

Pushing 
and Pulling

Figure 2. Factors determining pushing and pulling activities (Snook & Ciriello, 1974; Ayoub & Dempsey, 
1999; Jung et al., 2005; Rohani et al., 2018)

No Title Publication Type Source
1 The design of Manual Handling Table Journal Article 

(Ergonomics)
Snook
(1978)

2 The Design of Manual Handling Tasks: 
Revised Tables of Maximum Acceptable 

Weights and Forces 

Journal Article 
(Ergonomics)

Snook and 
Ciriello (1991)

3 A Guide to Manual Material Handling Book Mital et al. (1997)
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Main Findings 

The description of each method and the output type/rating score are described in Table 
4. Basically, the output/rating score of the assessment methods can be divided into three 
types: recommendation force limit (Snook, 1978; Snook & Ciriello, 1991; Mital et al., 
1997; International Organization for Standardization, 2007), risk range category (Steinberg, 
2012), and traffic light grading system (Lind, 2018; Ferreira et al., 2007; Health and 
Safety Laboratory, 2013; Douwes et al., 2019). It is important to note that the risk range 
category and traffic light grading system are similar in that both illustrate low to high-
risk levels. Table 5 displays the variables evaluated using all the assessment methods, 
while Table 6 summarises the methods' reliability, validity, and usability. Six assessment 
methods used force measurement as one of the risk assessment components (Snook, 1978; 
Snook & Ciriello, 1991; Lind, 2018; Mital et al., 1997; International Organization for 
Standardization, 2007; Ferreira et al., 2007), which contradict the recommendations of 
Steinberg (2012), the Health and Safety Laboratory (2013), and Douwes et al. (2019), all 
of which used the weight of the load as measurement indicators. 

Table 3 (Continue)

No Title Publication Type Source
4 Key Indicator Method

(Pushing and Pulling) KIM-PP 
Journal Article (Work) Steinberg (2012)

5 Pushing and Pulling Operations 
Assessment Charts Tool (PPAC) 

Government Research 
Report

Ferreira et al. 
(2007)

6 ISO 11318-2: 2907 Ergonomics–Manual 
handling–Part 2: Pushing and Pulling 

ISO Standard International 
Organization for 
Standardization 

(2007)
7 Risk assessment of pushing and pulling 

(RAPP) tool 
Government Research 

Report
Health and Safety 
Laboratory (2013)

8 Pushing and pulling: An assessment tool 
for OHS practitioners 

Journal Article 
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Table 5
Publications and the assessed variables

Variable Category and Variable 
Publication

1 2 3 4 5 6 7 8 9

Design Factors
Superstructure  

Wheels 

Handles height       

Handgrip  

Task Factors 
Loads   

Direction of motion    

Motion Phases (initial and 
sustained) 

Frequency         

Distance       

Speed 

Co-workers
Posture    

Task Duration  

Environment Factors
Floors    

Obstacles   

Slope, stairs, and curbs 

Congestion 

Maintenance   

Ambient temperature   

Operator Factors
Age
Gender     

Anthropometry
Strength

Others a a a b a a c a,d  
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Note (Table 5):
 aforce
bpositioning accuracy 
cunstable load; the load is large and obstructs view; the load is sharp and hot and could damage touch; 
poor lighting conditions; strong air movements; personal protective equipment obstructs the work. 
done hand pushing/pulling; pushing/pulling in a lateral direction; team pushing 

Publications:

1. The design of Manual Handling Table (Snook, 1978)

2. The Design of Manual Handling Tasks: Revised Tables of Maximum Acceptable Weights and Forces 

(Snook & Ciriello, 1991) 

3. A Guide to Manual Material Handling (Mital et al., 1997)

4. Key Indicator Method (Pushing and Pulling) KIM-PP (Steinberg, 2012)

5. Pushing and Pulling Operations Assessment Charts Tool (PPAC) (Ferreira et al., 2007)

6. ISO 11318-2: 2907 Ergonomics – Manual handling – Part 2: Pushing and Pulling (International 

Organization for Standardization, 2007)

7. Risk assessment of pushing and pulling (RAPP) tool (Health and Safety Laboratory, 2013)

8. Pushing and pulling: An assessment tool for OHS practitioners (Lind, 2018)

9. DUTCH: A New Tool for Practitioners for Risk Assessment of Push and Pull (Douwes et al., 2019)

Table 6
Reliability, validity, and usability for the assessment methods

Method Source Reliability Validity Usability
The design of Manual Handling 
Table 

Snook 
(1978)

- - -

The Design of Manual Handling 
Tasks: Revised Tables of 
Maximum Acceptable Weights 
and Forces 

Snook and 
Ciriello 
(1991)

- - -

A Guide to Manual Material 
Handling 

Mital et al. 
(1997)

- - -

Key Indicator Method
(Pushing and Pulling) KIM-PP 

Steinberg  
(2012)

IRR=81%
Kappa 

Score=0.705 
(Douwes et 
al., 2019)

6/10
Moderate

(Douwes et 
al., 2019)

-

Pushing and Pulling Operations 
Assessment Charts Tool (PPAC) 

Ferreira et 
al. (2007)

- - -
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Table 6 (Continue)

Method Source Reliability Validity Usability
ISO 11318-2: 2907 Ergonomics–
Manual handling–Part 2: 
Pushing and Pulling 

International 
Organization for 
Standardization 

(2007)

- - -

Risk assessment of pushing
and pulling (RAPP) tool 

Health and Safety 
Laboratory (2013)

- - +a

Pushing and pulling: An 
assessment tool for OHS 
practitioners 

Lind (2018) - - +b

DUTCH: A New Tool 
for Practitioners for Risk 
Assessment of Push and Pull 

Douwes et al. 
(2019)

- - +c

Note:
+ Tests were done with the assessment methods during the development process
-  Tests were not done with the assessment methods during the development process
aTool was easy to use: 70% by duty holders and 67% by regulatory inspectors (Health and Safety Laboratory, 
2013)
bMajority (2/3) of respondents claimed that it is easy or fairly easy to do an assessment (Lind, 2017)
cNo detail provided (Lind, 2018)

Figure 3. Schematic diagram of variables in the design factor and the associated assessment method
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A schematic diagram of the variables for each factor category [design (Figure 3), task 
(Figure 4), environment (Figure 5) and operator (Figure 6)] and the associated assessment 
method are shown. The schematic diagram shows that most assessment methods emphasised 
the measurement of task factors, while the operator factor was given the least consideration. 
As for the design factor, the essential variable seemed to be handled height since all the 
assessment methods, except the Health and Safety Laboratory (2013) and Steinberg (2012), 
measured this factor. 

Figure 4. Schematic diagram of variables in task factor and the related assessment method
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Figure 5. Schematic diagram of variables in environment factor and the related assessment method

Figure 6. Schematic diagram of variables in the operator factor and the associated assessment method

DISCUSSION

Ergonomics risk management is vital for reducing MSDs in the workplace (Cohen et 
al., 1997). Risk management is associated with occupational health and safety (Laws of 
Malaysia, 1994). 

Thus, all potential main users of assessment methods will be health and safety 
practitioners in the workplace (Kadikon & Rahman, 2016). One of the strategies to ensure 
practical risk assessment at the workplace is to adopt simple, user-friendly observation 
methods. These methods should also reduce or eliminate the need to measure force and 
require minimal expert knowledge (Health and Safety Laboratory, 2013; Li & Buckle, 
1999) without disrupting work activities (Kadikon & Rahman, 2016).
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Based on the current review, six assessment methods (Snook, 1978; Snook & Ciriello, 
1991; Lind, 2018; Mital et al., 1997; International Organization for Standardization, 2007; 
Ferreira et al., 2007) used a force gauge. However, as a force gauge is not readily available, 
assessments such as these will have limited application in the industry since organisations 
do not invest in the purchase of force gauges. Thus, assessing the risk of PP activities 
without a force gauge could present a significant challenge. 

On the other hand, three methods, namely DUTCH, RAPP, and KIM-PP (Steinberg, 
2012; Health and Safety Laboratory, 2013; Douwes et al., 2019), used the weight of the 
load as one of the variables for risk assessment. Nevertheless, for the risk assessment, 
RAPP and DUTCH did not take into account the handle height, disregarding the fact that 
previous studies showed a significant effect of handle height in PP activities on the MSDs’ 
development (Hoozemans et al., 2004; Chaffin et al., 1983; Marras et al., 2009; Al-Eisawi 
et al., 1999). Furthermore, although the distance of the push and pull is considered to be 
a strong risk factor method (Snook, 1978; Snook and Ciriello, 1991; Cuervo et al., 2003), 
this variable was also not included (Lind, 2018; Ferreira et al., 2007). 

There are four methods used to develop the assessment tools, namely, experimental 
design (Snook, 1978; Snook & Ciriello, 1991; Mital et al., 1997), literature review 
(Steinberg, 2012; Lind, 2018; Ferreira et al., 2007; Health and Safety Laboratory, 2013; 
Douwes et al., 2019), an adaptation from other assessment tools or resources (Steinberg, 
2012; Lind, 2018; Mital et al., 1997; Douwes et al., 2019), and consultation with experts 
and expert opinions (Steinberg, 2012; Lind, 2018). However, although crucial, the testing 
for reliability, validity, and usability of the assessment tools in the reviewed studies during 
development was not clarified except for KIM-PP (Steinberg, 2012) and Douwes et al. 
(2019). The evidence showed that a usability test was carried out even then, only for RAPP 
(Health and Safety Laboratory, 2013), Pushing and Pulling: an assessment tool for OHS 
practitioners (Lind, 2018; Lind, 2017), and DUTCH (Lind, 2018). 

This systematic review highlighted the advantages and limitations of existing 
assessment methods. No one method fits all. Measuring the forces associated with these 
activities is necessary to assess the PP activities. Also, the tools did not take into account 
every significant risk factor in relation to PP. There was also a lack of evidence proving 
the tools' reliability, validity, and usability.

CONCLUSION 

The findings showed that the assessment methods for PP activities still needed a force 
measurement and did not cover all the significant risk factors associated with PP, while 
there was a lack of psychometric data to establish acceptable reliability, validity, and 
usability of the tool. In summary, the ergonomics risk assessment tool for workplace PP 
activities must take into account all major risk factors leading to the MSDs’ development. 
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These tools must also be subjected to a rigorous development stage of reliability, validity, 
and usability testing.

FUTURE PROSPECT

This review recommends developing a new assessment tool for PP that includes all the 
main risk factors involved in the PP activities without making force measurement a 
requirement. The developed tool should fit the definition of a simple observation-based 
risk assessment guide to encourage usage among OSH practitioners. The newly developed 
assessment tool should be user friendly, self-explanatory and require minimal user training. 
During the development of the tool, selecting the critical risk factors in the assessment of 
PP shall consider the inputs from professional ergonomics experts and OSH practitioners, 
together with epidemiological evidence from the literature. It is also essential to consider 
the sensitivity analysis during development to determine which input variables are critical 
for the final risk level classification. The tool's reliability, validity, and usability testing 
should also be explained in detail to ensure that it can be practically applied in the industry 
and to dispel any doubts during the risk assessment. 
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ABSTRACT

Precise food price forecasting is crucial for any country, and searching for appropriate 
approach(s) from an assortment of available strategies toward this objective is an open 
problem. The current Indian Wholesale Price Index (WPI) series contains sixty individual 
food items in the 'manufacture of food product' category. This work considered the monthly 
data from April 2011 to June 2022, i.e., one hundred thirty-five months' data of these sixty 
WPIs. The researchers extracted the linearity, curvature, and autocorrelation features for 
each WPI. The curvature and linearity-based grouping of these WPIs revealed that the WPIs 
are heterogeneous. This work proposed an extreme learning machine (ELM) approach for 
forecasting these WPIs. The present work employed the following twenty-two time-series 
forecasting techniques: six standard methods (Auto ARIMA, TSLM, SES, DES, TES, and 
Auto ETS), five neural networks (Auto FFNN, Auto GRNN, Auto MLP, Auto ELM, and 
proposed ELM), and eleven state-of-art techniques (two ARIMA-ETS based ensembles, 
an ARIMA-THETAF-TBATS based ensemble, one MLP, and seven LSTM-based models) 
to identify the best forecasting approach for these WPIs. For the majority of WPIs, the 
offered ELM attained suitable performance in the case of fifteen months of out-of-sample 
forecasting. Nearly eighty-seven percent of cases achieved high accuracy (MAPE ≤ ten) 
and outshined others. Upon accuracy comparison, both forecast-MAPE and forecast-RMSE, 

between the proposed ELM and others, this 
paper observed that the proposed ELM's 
performance is more favorable. This paper's 
findings imply that the proposed ELM 
is a promising prospect to offer accurate 
forecasts of these sixty WPIs.

Keywords: Artificial Neural Network, extreme 

learning machine, feature extraction, time-series 

forecasting, wholesale price index 
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INTRODUCTION

In the present day, manufactured food products are crucial to daily life, and the food 
industry delivers various food products to the human population. Price forecasting helps 
profit maximization (Wibowo & Yasmina, 2021; Gaspar et al., 2021) and risk minimization 
(Wibowo & Yasmina, 2021; Sabu & Kumar, 2020). Accurate commodity price forecasting 
assists in effective decision-making (Choong et al., 2021). Food price forecasting adds 
value to all stakeholders, e.g., policymakers, consumers, and agriculturalists, by providing 
reliable price projections of the food items (MacLachlan et al., 2022). Researchers applied 
eclectic time-series forecasting strategies to predict the prices of food items (Menculini et 
al., 2021; Mgale et al., 2021; Dacha et al., 2021; Sanusi et al., 2022; Mahto et al., 2021). 
The works of literature exhibited that the researchers utilized an assortment of techniques, 
e.g., Autoregressive Integrated Moving Average (ARIMA) by Adam (2022), Exponential 
Smoothing (ES) by Rosyid et al. (2019), ʻError, Trend, Seasonality’ (ETS) by Purohit et 
al. (2021), Regression by Mishra et al. (2019), and Artificial Intelligence (AI) by Sanusi 
et al. (2022) to predict future prices of food items. Whereas an array of approaches exists 
for food price forecasting, and none of them is a clear winner, it is imperative that accurate 
food price forecasting becomes critical for all stakeholders. Therefore, searching for the 
most appropriate approach for price forecasting of a wide range of food items becomes 
an open problem.

Food Price Forecasting Using Several Approaches
The ARIMA (p, d, q), a linear model, has a fixed structure, is more interpretable, and 
uses historical data to predict future values. It faces difficulty in turning point prediction 
and involves subjectivity in determining the p, d, and q values. The authors applied the 
ARIMA techniques to forecast the prices of rice (Adam, 2022; Fernando et al., 2021) and 
sugar (Şahinli, 2021). The researchers used this technique for forecasting chili (Septiani 
& Setyowati, 2021), palm oil (Yee & Humaida, 2021), and numerous other items (Zhou, 
2021; Astiningrum et al., 2021; Taofik & Tiamiyu-Ibrahim, 2021) prices.

The ES technique is simple, gives a greater emphasis on recent observations, and uses 
the principle of the weighted sum (linear sum) of lags, where the current data has higher 
weights and weights reduce exponentially. It ignores the data spikes and is less effective in 
handling trends. Rosyid et al. (2019) used the following three ES techniques to forecast the 
prices of rice, chicken, beef, egg, shallot, garlic, red chili, raw chili, oil, and sugar: single 
exponential smoothing (SES), double exponential smoothing (DES), and triple exponential 
smoothing (TES). The authors (Dewi & Listiowarni, 2020; Şahinli, 2020) applied Holt-
Winters (HW) to forecast various food prices. Some researchers (Lutfi et al., 2019; Fitria, 
2018) utilized SES to predict food prices. Talwar and Goyal (2019) employed exponential 
smoothing techniques, e.g., SES, DES, and HW, to forecast coriander prices. Prakash et 
al. (2022) applied the HW approach to predict sweet potato prices.
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The ETS - a state-space approach, uses exponential smoothing and can model the 
trend and seasonality components of the data. It combines the error, trend, and seasonality 
components and offers a family of possible models. An ETS model includes a measurement 
equation that explains the observations and a few state equations expressing the transition 
of states. The authors (Purohit et al., 2021; Koblianska et al., 2021) applied it to the potato-
price forecast. Other authors utilized the ETS approach for forecasting various food item 
prices, e.g., onion (Purohit et al., 2021), rice (Wahyuni & Afandi, 2018), and salmon 
(Tharmarajah & Gjesdal, 2020).

Regression is a frequently employed quantitative technique and easily adapts to even 
challenging forecasting assignments. Time series regression, a statistical approach, uses 
autoregressive dynamics, i.e., response history and dynamics transfer from pertinent 
predictors to forecast. The authors applied different regression approaches to predict several 
food item prices, e.g., corn (Ge & Wu, 2020) and potato (Mishra et al., 2019). Asnhari et 
al. (2019) utilized it for red chili, onion, and garlic price prediction. Volkov et al. (2019) 
applied it to predict the butter, egg, and bread prices.

The Artificial Neural Network (ANN) is a prominent AI method that processes 
information inspired by biological-nervous systems and learns via examples. It has an 
innovative structure for information processing and comprises several intricately linked 
processing units called neurons that collaborate to address particular issues. ANN is flexible, 
applies universal approximators, supplies effective forecasting, and can operate on diverse 
time-series data, both linear and non-linear. The authors applied neural approach-based 
forecasting techniques to predict the future prices of various items, e.g., white beans (Sanusi 
et al., 2022), white maize (Sanusi et al., 2022), and soybean (Zhang et al., 2018). Some 
utilized ANN to forecast potato (Areef & Radha, 2020; Choudhury et al., 2019), coffee 
(Xu & Zhang, 2022b), and sugar (Xu & Zhang, 2022b) prices. A few employed ANN for 
price prediction of soybean oil (Xu & Zhang, 2022a; Xu & Zhang, 2022b), rice (Sanusi et 
al., 2022; Shao & Dai, 2018), and wheat (Shao & Dai, 2018).

Motivation

To aid the stakeholders in appropriate policymaking, dependable and precise forecasting 
of food prices plays a vital role. The wholesale price index (WPI) is a macroeconomic 
indicator. It describes the wholesale pricing of commodities and records the average change 
in wholesale prices of products. The current WPI-series of India lists sixty individual items 
in the ‘manufacture of food product’ (food-product) category.

Das and Chakrabarti (2021) developed an MLP model to forecast the WPIs of selected 
food items in India, considering the data from April 2012 to March 2017, and chose thirty-
six items from the food-product category that showed positive linearity and negative 
curvature features. This MLP [2/1/1] approach proposed by Das and Chakrabarti (2021) 
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exhibited promising results. They had not observed its applicability to other WPIs and 
have the following gap: evolvement of an efficacious forecasting strategy(s) for all the 
sixty individual items under the food-product category of the current WPI series of India.

The nonexistence of any work that explored various forecasting techniques on the WPI 
of all individual items from the food-product category of the current WPI of India and 
comprehending the significance of forecasting these WPIs, filling this gap thus becomes 
a stimulus. It motivates the present work to explore the usefulness of several standard 
time-series forecast approaches and some state-of-the-art techniques offered by others in 
forecasting all the indices of individual items from the food-product category of the WPI 
series of India. Further, it motivates this work to deliver a strategy that can provide effective 
forecasting for all these WPIs.

Objectives of the Study

• To propose and construct a novel neural approach that is straightforward, easy 
to use, and capable of delivering effective forecasting for most indices of the 
individual items from the food-product category of the WPI series of India.

• To predict out-of-sample values for these WPIs using the proposed neural approach.
• To predict out-of-sample values for these WPIs employing several standard time-

series forecasting approaches and some state-of-the-art forecasting techniques 
offered by others.

• To compare the outcomes of the offered technique with others and determine the 
most acceptable forecasting approach for the WPIs of the individual items from 
the food-product category of the WPI series of India.

METHODOLOGY

Overview of the Research

Figure 1 represents the overview of the present research. 
The researchers collected the WPI of sixty items for one hundred thirty-five months, 

extracted their linearity, curvature, and auto-correlated lag features through feature 
engineering, obtained the proposed approach’s optimized model for them, produced 
out-of-sample forecasts using the respective optimized models and other techniques, and 
evaluated the forecast performances of these approaches.

The scope of this work is limited to developing forecast models for the univariate time-
series data. Thus, the authors have only considered the univariate time-series forecasting 
models in this work and have yet to explore the impact of various influencing factors that 
affect the WPI of food items in model development.
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Data

This work used the monthly index of sixty 
individual items from the food-product 
category of the Indian WPI from April 2011 
to June 2022, i.e., one hundred thirty-five 
months of data (https://data.gov.in/resource/
wholesale-price-index-base-year-2011-12-
till-last-month).

Table 1 reveals the divisions of the 
data set. This work applied the training set 
for feature extraction, tuning the model 
hyper-parameters, and estimating the model 
parameters and model building. The fifteen-
month hold-out test set is used for forecast 
accuracy computation of the models.

Proposed Neural Approach

An extreme learning machine (ELM) is a 
feed-forward neural network. It consists 
primarily of a single hidden layer and 
exhibits considerably quick convergence 
than conventional ones (Wang et al., 2022). 

Figure 1. Research outline

Table 1 
Data partition

Start End Duration (months) Description
April 2011 June 2022 135 Full dataset
April 2011 March 2021 120 Training set
April 2021 June 2022 15 Test set

The ELM uses 'Moore-Penrose generalized inverse' to set the randomly assigned weights 
instead of backpropagation (Erdem, 2020). Kourentzes (2019b) suggested the following 
for better modeling of time series with neural approaches: utilizing differences for trend 
removal as trend modeling is not a strong suit for them and using seasonal dummy(s) to 
model deterministic seasonality. The ELM is a quick learner, simple, and efficient. ELM 
approach exhibited promising performances when applied to diverse time-series data 
(Chakraborty et al., 2022; Feng et al., 2021; Talkhi et al., 2021; Niu et al., 2019).

The structure of the proposed ELM-based neural approach for forecasting the WPIs 
of the individual items from the food-product category of India is as follows:
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• Input (X) = {x1, x2, ..., xn, ds1, ds2, ..., dsm} where xi is autocorrelated lags identified 
from the ACF plot of the time-series and dsj is seasonal dummy(s) to model 
deterministic seasonality. The deterministic seasonality is identified using the 
Canova-Hansen test.

• Single hidden layer
• No. of neurons in the hidden layer (N) = N1

• Hyper-parameter tuning (Figure 2) of the ELM network to get the optimum N1 
value from the search space (S) where S = {100, 200, ...,1200}

• Weights of output layer estimated by lasso regression with CV
• 20 networks trained to deliver ensemble forecasts
• Used median operator to combine forecasts
• Applied first-order differencing for trend removal of the time series

Figure 2. Hyper-parameter tuning technique

This work employed the 'nnfor ' 
package of R (Kourentzes, 2019a) to 
develop the ELM. The proposed ELM, 
rather than using the offered automatic 
input selection procedure, employed a 
tailored strategy for input selection, selected 
the weight estimation type among the 
available estimation types (i.e., lasso, ridge, 
stepwise, and linear regressions), specified 
the combination operator from the set 
offered ones (i.e., mean, KDE estimation 
based mode, and median), selected the 
number of training networks, applied the 
number of differencing to detrend the data, 
designed the hyper-parameter search space 
to determine the number of hidden nodes for 
optimization, and tuned the ELM to obtain 
the optimized ELM from the specified 
search space.

Chakraborty et al. (2022) offered an 
ELM with many (6000) hidden nodes. 
Kourentzes (2019b) suggested using one 
hundred nodes in the hidden layer by 
default and adjusting it as required. This 
work designed the hyper-parameter search 
space of the proposed ELM using a heuristic 
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approach. It starts from the default 100 and increases in the equal interval (step length 
100, i.e., equal to the default value) up to 1200. The authors developed it considering the 
trade-off between model performance, speed, and computational cost. Expanding the search 
space may deliver better performance but with much slower performance and increased 
computational costs.

Other Approaches

This work applied several approaches for forecasting fifteen months of out-of-sample 
values of the sixty WPIs. It employed six standard time-series forecast techniques, which 
are as follows: linear regression (TSLM), SES, DES, TES, Auto-ARIMA, and Auto-ETS. 
The work further utilized four automatic neural approaches, namely, feedforward neural 
network (FFNN), generalized regression neural network (GRNN), Multilayer Perceptron 
(MLP), and ELM. This work additionally explored four state-of-the-art approaches: an MLP 
(Das & Chakrabarti, 2021) and three ensembles (Perone, 2022; Shaub, 2020) to evaluate 
the performance of the proposed ELM. Das and Chakrabarti (2021) developed an MLP to 
forecast the WPIs of some selected food products from India, whereas Perone (2022) applied 
the ARIMA-ETS-based ensembles in COVID-19 case prediction. Shaub (2020) used an 
ARIMA-THETAF-TBATS ensemble approach for quick and precise forecasting of time-
series data. It also employed seven LSTM-based models presented by others (Brownlee, 
2018; Staffini, 2022; Patel et al., 2018; Jia et al., 2019) to assess the proposed ELM.

Accuracy Metrics

This work utilized the following forecast accuracy metrics (Saba et al., 2021; https://www.
rdocumentation.org/packages/DescTools/versions/0.99.36/topics/Measures%20of%20
Accuracy): Root-Mean-Square-Error (RMSE) and Mean-Absolute-Percentage-Error 
(MAPE). Several authors (Fan et al., 2010; Yadav & Nath, 2019) evaluated the model 
performance as follows: (a) high accuracy when MAPE ≤ 10, (b) good accuracy when 10 
≤ MAPE ≤ 20, (c) reasonable accuracy when 20 ≤ MAPE ≤ 50, and (d) inaccurate when 
MAPE ≥ 50.

This work computed the forecast accuracies (i.e., forecast-MAPE and forecast-RMSE) 
using the forecasts and test set. An in-sample prediction and training set is used to calculate 
in-sample RMSE.

Experimental Setup

This paper employed the following packages of R (https://www.r-project.org/): 
• Linear, SES, DES, TES, ETS, ARIMA, FFNN models: forecast package (Hyndman, 

Athanasopoulos, et al., 2022; Hyndman & Khandakar, 2008)
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• MLP, ELM models: nnfor package (Kourentzes, 2019a)
• GRNN model: tsfgrnn package (Frias-Bustamante et al., 2022)
• Ensemble models: forecastHybrid package (Shaub & Ellis, 2020)
• Feature extraction: tsfeatures package (Hyndman, Kang, et al., 2022)

RESULTS
Features of the WPI

This work extracted the linearity, curvature, and auto-correlated lag features of each WPI. 
The researchers grouped the WPIs employing the extracted curvature and linearity features 
(Figure 3). Figure 3 reveals that the WPIs are heterogeneous based on the obtained linearity 
and curvature groupings.

2, 3.33%
Linearity: positive
Curvature: positive

Linearity: positive
Curvature: negative

Linearity: negative
Curvature: negative

Figure 3. Grouping of the WPIs

Optimized ELM for Each WPI

The current work developed the ELM 
model for each WPI using the proposed 
methodology for obtaining the optimized 
ELM, and Table 2 tabulates the optimized 
ELM architecture for each of them.

Table 2
Optimized ELM

Item 
Code

Item Name Optimal Inputs Optimized 
ELMAuto-

correlated 
lags (xi)

Seasonal 
dummies 

(dsj)

Input 
(X)

WPI1 'Buffalo meat, fresh/frozen' 21 11 32 [32-100-1] *
WPI2 'Meat of goat, fresh or chilled' 23 11 34 [34-100-1] *
WPI3 'Other meats, preserved/

processed'
31 - 31 [31-100-1] $

WPI4 'Chicken/duck, dressed - fresh/
frozen'

22 11 33 [33-100-1] *

WPI5 'Shrimps/Prawns - Processed/
Frozen'

11 - 11 [11-100-1] $

WPI6 'Fish frozen/canned/processed' 29 11 40 [40-100-1] *
WPI7 'Fruit Juice including 

concentrates'
12 11 23 [23-100-1] *
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Table 2 (Continue)

Item 
Code

Item Name Optimal Inputs Optimized 
ELMAuto-

correlated 
lags (xi)

Seasonal 
dummies 

(dsj)

Input 
(X)

WPI8 'Fruit pulp' 20 - 20 [20-100-1] $

WPI9 'Jams, jellies, marmalades
and puree'

35 11 46 [46-100-1] *

WPI10 'Sauces of Vegetables 
(Tomato, Chilli, 
Soya & others)'

16 - 16 [16-100-1] $

WPI11 'Vanaspati' 29 - 29 [29-100-1] $

WPI12 'Mustard Oil' 12 11 23 [23-100-1] *
WPI13 'Soyabean Oil' 14 11 25 [25-1000-1] *
WPI14 'Sunflower Oil' 12 - 12 [12-400-1] $

WPI15 'Groundnut Oil' 11 - 11 [11-900-1] $

WPI16 'Castor Oil' 23 11 34 [34-100-1] *
WPI17 'Rice Bran Oil' 31 11 42 [42-100-1] *
WPI18 'Palm Oil' 15 - 15 [15-1000-1] $

WPI19 'Rapeseed Oil' 10 11 21 [21-100-1] *
WPI20 'Copra oil' 24 11 35 [35-700-1] *
WPI21 'Cotton seed Oil' 18 - 18 [18-1000-1] $

WPI22 'Condensed Milk' 29 11 40 [40-100-1] *
WPI23 'Ghee' 35 - 35 [35-200-1] $

WPI24 'Butter' 35 11 46 [46-100-1] *
WPI25 'Ice cream' 31 - 31 [31-100-1] $

WPI26 'Powder Milk' 13 11 24 [24-100-1] *
WPI27 'Maida' 24 11 35 [35-1200-1] *
WPI28 'Wheat flour (Atta)' 30 11 41 [41-100-1] *
WPI29 'Wheat Bran' 29 11 40 [40-700-1] *
WPI30 'Sooji (rawa)' 26 11 37 [37-100-1] *
WPI31 'Flour of cereals other than 

rice and wheat'
26 11 37 [37-100-1] *

WPI32 'Gram powder (besan)' 15 11 26 [26-900-1] *
WPI33 'Rice, Non-basmati' 33 11 44 [44-100-1] *
WPI34 'Basmati rice' 14 - 14 [14-100-1] $

WPI35 'Rice products' 27 11 38 [38-700-1] *
WPI36 'Vegetable starch' 12 - 12 [12-100-1] $

WPI37 'Biscuit, cookies' 30 - 30 [30-100-1] $

WPI38 'Bread, buns & croissant' 32 - 32 [32-100-1] $

WPI39 'Cakes, pastries & muffins' 29 11 40 [40-100-1] *
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Table 2 (Continue)
Item 
Code

Item Name Optimal Inputs Optimized 
ELMAuto-

correlated 
lags (xi)

Seasonal 
dummies 

(dsj)

Input (X)

WPI40 'Sugar' 11 - 11 [11-100-1] $

WPI41 'Molasses' 11 11 22 [22-100-1] *
WPI42 'Bagasse' 25 - 25 [25-100-1] $

WPI43 'Gur' 15 11 26 [26-600-1] *
WPI44 'Honey' 26 - 26 [26-100-1] $

WPI45 'Chocolate & cocoa powder' 28 11 39 [39-500-1] *
WPI46 'Sugar confectionary' 36 - 36 [36-100-1] $

WPI47 'Noodles & similar extruded 
products'

31 - 31 [31-100-1] $

WPI48 'Processed Tea' 27 11 38 [38-1100-1] *
WPI49 'Instant Coffee' 11 11 22 [22-100-1] *
WPI50 'Coffee powder with chicory' 31 - 31 [31-100-1] $

WPI51 'Spices (including mixed 
spices)'

23 11 34 [34-100-1] *

WPI52 'Salt' 17 - 17 [17-100-1] $

WPI53 'Instant Food/Prepared meals 
based on vegetables'

31 - 31 [31-100-1] $

WPI54 'Corn Flake' 33 11 44 [44-100-1] *
WPI55 'Whey powder' 15 - 15 [15-100-1] $

WPI56 'Gola & similar Cattle Feed' 23 11 34 [34-700-1] *
WPI57 'Rice Bran Extract' 25 11 36 [36-100-1] *
WPI58 'Soya preparations

excluding oil'
13 11 24 [24-100-1] *

WPI59 'Cotton seed oil cake' 25 11 36 [36-700-1] *
WPI60 'Mustard oil cake' 14 11 25 [25-100-1] *

Note. * Input nodes of the optimized ELM are auto-correlated lags and seasonal dummies.
$Input nodes of the optimized ELM are auto-correlated lags

Forecast Performance of the Proposed ELM

For forecasting the future values (forecast horizon of fifteen months) of each WPI, this work 
applied the optimized ELM obtained for each. The proposed ELM exhibited outstanding 
results, with nearly eighty-six-point-seven percent of cases, i.e., fifty-two out of sixty indices 
achieved high forecast accuracy. It attained good forecast accuracy for approximately 
eleven-point seven percent indices, i.e., seven out of sixty. Figure 4 exhibits the forecast 
performance of the proposed ELM.
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Figure 4. Forecast performance of the proposed ELM

Table 3 details the group-wise performance of the proposed ELM. The proposed ELM 
performed satisfactorily for group 1. It achieved high percentages of high accuracies for 
the WPIs with negative curvature.

Table 3
Group-wise performance of the proposed ELM
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(a) (b)

Group No. Group Description WPI with MAPE ≤ 10
1 Linearity: positive,

Curvature: positive
73.33%

2 Linearity: positive,
Curvature: negative

90.70%

3 Linearity: negative, 
Curvature: negative

100.00%

Forecast Accuracy Comparison of the Proposed ELM with Others

The current work applied six statistical, namely Auto-ARIMA, Auto-ETS, SES, DES, 
TES, and TSLM, and four neural approaches, namely Auto-FFNN, Auto-GRNN, Auto-
MLP, and Auto-ELM, to make a forecast of fifteen months ahead of values for each of 
the sixty WPIs. This work counted the cases when each approach achieved high accuracy 
and compared the results. The proposed ELM topped the list with the highest count, i.e., 
nearly eighty-six-point seven percent high accuracy cases. Further, the work compared the 
proposed ELM’s forecast-MAPE and forecast-RMSE with others and observed that the 
proposed ELM outperformed all in the maximum events. Figures 5, 6, and 7 demonstrate 
the determinations.



Pertanika J. Sci. & Technol. 31 (6): 3179 - 3198 (2023)3190

Dipankar Das and Satyajit Chakrabarti

Figure 5. High accuracy: proposed ELM vs. others
Figure 6. Forecast-MAPE comparison: proposed 
ELM vs. others

Figure 7. Forecast-RMSE comparison: proposed 
ELM vs. others

The current work contrasted the proposed 
ELM with the following approaches and 
represents the findings in Figures 8 and 9: 

• MLP [2/1/1] (Das & Chakrabarti, 
2021)

• ARIMA-ETS equal  weights 
(Perone, 2022)

• ARIMA-ETS CV error (Perone, 
2022)

• ARIMA-THETAF-TBATS equal 
weights (Shaub, 2020)

The proposed ELM outperformed others 
as regards the counts of high accuracy and 
the number of cases when the proposed 
approach’s accuracy is better.

Table 4 compares the proposed ELM 
with these models (i.e., an MLP and three 
ensemble models presented by others). The 
proposed ELM approach obtained lower 
maximum, mean, and median MAPE values 
than the others and surpassed them.

Figure 8. High forecast accuracy of proposed ELM, 
MLP, and ensemble approaches
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Further, to evaluate the proposed ELM's 
usefulness in forecasting the WPIs compared 
to the deep-learning approaches, this work 
analyzed the performance of the proposed 
ELM with the deep-learning models offered 
by other researchers (Brownlee, 2018; 
Staffini, 2022; Patel et al., 2018; Jia et al., 
2019). This work employed the WPI data 
used in this paper for the purpose. Table 
5 lists the findings. The proposed ELM's 
performance is better than others.

Figure 9. Forecast-MAPE comparison of proposed 
ELM with others

Table 4
Comparison of the proposed ELM with others

Author Model Forecast 
horizon

Maximum 
MAPE

Mean 
MAPE

Median 
MAPE

Das and 
Chakrabarti 

(2021)

MLP [2/1/1]

15 months

22.26 6.51 4.36

Perone (2022) ARIMA-ETS 
equal weights

26.32 6.80 4.53

Perone (2022) ARIMA-ETS 
CV error

26.42 6.80 4.49

Shaub (2020) ARIMA-
THETAF-

TBATS equal 
weights

25.12 6.75 5.06

Our work Optimized 
ELM

21.46 5.63 4.12

Table 5
Comparison of the proposed ELM with deep learning models

Author Model Forecast 
Horizon

Maximum 
MAPE

Mean
MAPE

Median 
MAPE

Brownlee 
(2018)

LSTM 15 months 33.37 8.78 6.05
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DISCUSSION

This research employed the monthly WPI of sixty items from the Indian WPI’s food-product 
category for one hundred thirty-five months, from April 2011 to June 2022, and divided the 
data into training (one hundred twenty months) and test (out-of-sample fifteen months) sets. 
For each WPI, this work applied the training set for feature extraction (linearity, curvature, 
and auto-correlated lags), developed the forecast models using the proposed ELM and 
twenty-one others, performed fifteen months of out-of-sample predictions operating the 
developed models, and utilized the test set to compute the forecast accuracies of the models. 
This paper grouped the WPIs using the extracted curvature and linearity features. Three 
groups categorized all the indices and revealed the heterogeneity of the WPIs. The positive 
linearity and negative curvature group contained the majority of WPIs. The proposed ELM 
exhibited high accuracy for the majority (nearly eighty-seven percent of the WPIs) and 
outperformed others. It outperformed others as regards the maximum number of cases 
with high accuracy (MAPE ≤ 10). The proposed ELM also exhibited better performance 
regarding forecast-MAPE and forecast-RMSE comparisons. 

Novelties

The following are the novelties of the current work:
• Feature extraction (linearity, curvature, and auto-correlated lags) of the WPIs of all 

sixty individual items from the food-product category of the WPI-series of India 
for one hundred twenty months (April 2011 to June 2022)

• Grouping of the WPIs based on the extracted curvature and linearity features

Table 5 (Continue)

Author Model Forecast 
Horizon

Maximum 
MAPE

Mean
MAPE

Median 
MAPE

Brownlee 
(2018)

Stacked 
LSTM

15 months

34.03 9.04 6.18

Bi-LSTM 33.89 8.63 5.96

Staffini 
(2022)

Stacked 
LSTM

33.74 8.42 6.70

Patel et al. 
(2018)

Stacked 
LSTM

34.69 8.77 6.25

Jia et al. 
(2019)

LSTM 27.69 8.09 5.75
Bi-LSTM 33.97 8.24 5.91

Our work Optimized 
ELM

21.46 5.63 4.12
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• Devising a novel ELM strategy for the WPIs that is straightforward, easy to use, 
and capable of delivering effective forecasting

 ○ A simple yet effective way of selecting the inputs and specifying optimum 
hidden neurons by hyper-parameter adjustment from its predefined search space 
to obtain an ELM model for each WPI.

 ○ The proposed ELM approach incorporates the following to enhance the 
performance of the models obtained from the ELM strategy offered by 
Kourentzes (2019a): using a bespoke procedure for selecting the inputs rather 
than automated ones; noise and trend removal of data; selection of the weight 
estimation type and combination operator from the offered sets; set the number 
of training networks; hyperparameter tuning using the custom-designed 
search space to obtain the optimized model for each WPI. The proposed ELM 
outperformed the automated ELM.

• This work compared the proposed ELM with twenty-one established and state-of-
the-art techniques: six automatic time-series forecasting approaches, five ANNs, 
three ensemble methods presented by others, and seven deep-learning models of 
the other researchers. For the forecast horizon of fifteen months, the proposed ELM 
achieved high forecast accuracies in nearly eighty-seven percent of the items and 
outperformed all.

• To the extent of our knowledge, it marks the initial endeavor toward ELM model 
development to forecast the WPIs of sixty food items using these one hundred 
thirty-five months of data. 

• Analyzing twenty-two diverse time series forecast approaches (the proposed ELM, 
six automatic time-series forecasting approaches, four automated ANNs, three 
ensemble methods presented by others, one MLP proposed by other researchers, 
and seven deep-learning models of the other authors) in furnishing fifteen months 
of out-of-sample forecasts of the WPIs.

LIMITATIONS
This work applied the proposed ELM to the indices of sixty individual items from the 
food-product category of the Indian WPI series. This work obtained the optimum ELM 
by applying hyper-parameter tuning using its predefined search space. It employed other 
preset conditions, such as the weight estimation technique, the number of training networks, 
and combining operators, to develop the model. This paper has not experimented with the 
proposed approach using different model settings and on other univariate time-series data.

CONCLUSION AND FUTURE WORK
This research focuses on the WPIs of all sixty individual items from the food-product 
category of the current Indian WPI. It aimed to analyze these WPIs and present a suitable 
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forecasting strategy for these indices. The WPIs behaved heterogeneously per their 
extracted feature (i.e., curvature and linearity) based grouping. The grouping of WPIs 
revealed that these sixty WPIs have different trends and patterns, and their characteristics 
have varying natures. Therefore, this work exhibited that the design and performance of 
the proposed ELM approach are not confined to a particular type of univariate series but 
are suitable for a wide variety of time-series data. The Auto-ETS, a standard time-series 
forecast technique, performed best with eighty percent high accuracy cases. As per the 
number of high-accuracy cases, attaining the Auto-ELM, a neural approach is at par with 
it. Both exhibited high accuracy for a considerable quantity of WPIs. The offered ELM 
attained the maximum number of high-accuracy cases (nearly eighty-seven percent) among 
all the employed approaches. It also outshined others for the maximum number of indices 
concerning forecast-MAPE and forecast-RMSE comparisons. In conclusion, this research 
suggests that the proposed ELM is a well-suited prospect for providing effective forecasts 
of these sixty indices.

The future work includes attempting the proposed ELM on additional WPIs to test 
its pertinence. Endeavoring different combinations of model settings with an expanded 
hyper-parameter search space is another approach toward future research.
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