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PERTANIKA JOURNAL OF SCIENCE & TECHNOLOGY 
About the Journal 

Overview 
Pertanika Journal of Science & Technology is an official journal of Universiti Putra Malaysia. It is an open-
access online scientific journal. It publishes original scientific outputs. It neither accepts nor commissions 
third party content. 

Recognised internationally as the leading peer-reviewed interdisciplinary journal devoted to the publication 
of original papers, it serves as a forum for practical approaches to improve quality on issues pertaining to 
science and engineering and its related fields. 

Pertanika Journal of Science & Technology currently publishes 6 issues a year (January, March, April, 
July, August, and October). It is considered for publication of original articles as per its scope. The journal 
publishes in English and it is open for submission by authors from all over the world. 

The journal is available world-wide. 

Aims and scope 
Pertanika Journal of Science & Technology aims to provide a forum for high quality research related to 
science and engineering research. Areas relevant to the scope of the journal include: bioinformatics, 
bioscience, biotechnology and bio-molecular sciences, chemistry, computer science, ecology, engineering, 
engineering design, environmental control and management, mathematics and statistics, medicine and 
health sciences, nanotechnology, physics, safety and emergency management, and related fields of study. 

History 
Pertanika Journal of Science & Technology was founded in 1993 and focuses on research in science and 
engineering and its related fields. 

Vision 
To publish a journal of international repute. 

Mission 
Our goal is to bring the highest quality research to the widest possible audience. 

Quality 
We aim for excellence, sustained by a responsible and professional approach to journal publishing. 
Submissions can expect to receive a decision within 90 days. The elapsed time from submission to 
publication for the articles averages 180 days. We are working towards decreasing the processing time 
with the help of our editors and the reviewers. 

Abstracting and indexing of Pertanika 
Pertanika Journal of Science & Technology is now over 27 years old; this accumulated knowledge and 
experience has resulted the journal being abstracted and indexed in SCOPUS (Elsevier), Clarivate Web 
of Science (ESCI), EBSCO, ASEAN CITATION INDEX, Microsoft Academic, Google Scholar, and MyCite.

Citing journal articles 
The abbreviation for Pertanika Journal of Science & Technology is Pertanika J. Sci. & Technol.

Publication policy 
Pertanika policy prohibits an author from submitting the same manuscript for concurrent consideration by 
two or more publications. It prohibits as well publication of any manuscript that has already been published 
either in whole or substantial part elsewhere. It also does not permit publication of manuscript that has 
been published in full in proceedings. 

Code of Ethics 
The Pertanika journals and Universiti Putra Malaysia take seriously the responsibility of all of its journal 
publications to reflect the highest in publication ethics. Thus, all journals and journal editors are expected 
to abide by the journal’s codes of ethics. Refer to Pertanika’s Code of Ethics for full details, or visit the 
journal’s web link at http://www.pertanika.upm.edu.my/code_of_ethics.php 



 P
ertanika Journal of Science & Technology                                            P

ertanika Journal of Science & Technology                                          P
ertanika Journal of Science & Technology

Originality 
The author must ensure that when a manuscript is submitted to Pertanika, the manuscript must be an original 
work. The author should check the manuscript for any possible plagiarism using any program such as Turn-It-
In or any other software before submitting the manuscripts to the Pertanika Editorial Office, Journal Division. 

All submitted manuscripts must be in the journal’s acceptable similarity index range: 
≤ 20% – PASS; > 20% – REJECT. 

International Standard Serial Number (ISSN) 
An ISSN is an 8-digit code used to identify periodicals such as journals of all kinds and on all media–print 
and electronic. 

Pertanika Journal of Science & Technology: e-ISSN 2231-8526 (Online). 

Lag time 
A decision on acceptance or rejection of a manuscript is reached in 90 days (average). The elapsed time from 
submission to publication for the articles averages 180 days. 

Authorship 
Authors are not permitted to add or remove any names from the authorship provided at the time of initial 
submission without the consent of the journal’s Chief Executive Editor. 

Manuscript preparation 
For manuscript preparation, authors may refer to Pertanika’s INSTRUCTION TO AUTHORS, available on 
the official website of Pertanika.

Editorial process 
Authors who complete any submission are notified with an acknowledgement containing a manuscript ID on 
receipt of a manuscript, and upon the editorial decision regarding publication. 

Pertanika follows a double-blind peer-review process. Manuscripts deemed suitable for publication are 
sent to reviewers. Authors are encouraged to suggest names of at least 3 potential reviewers at the time 
of submission of their manuscripts to Pertanika, but the editors will make the final selection and are not, 
however, bound by these suggestions. 

Notification of the editorial decision is usually provided within 90 days from the receipt of manuscript. 
Publication of solicited manuscripts is not guaranteed. In most cases, manuscripts are accepted conditionally, 
pending an author’s revision of the material. 

The journal’s peer review 
In the peer-review process, 2 to 3 referees independently evaluate the scientific quality of the submitted 
manuscripts. At least 2 referee reports are required to help make a decision. 

Peer reviewers are experts chosen by journal editors to provide written assessment of the strengths and 
weaknesses of written research, with the aim of improving the reporting of research and identifying the most 
appropriate and highest quality material for the journal. 

Operating and review process 
What happens to a manuscript once it is submitted to Pertanika? Typically, there are 7 steps to the editorial 
review process: 

1. The journal’s Chief Executive Editor and the Editor-in-Chief examine the paper to determine 
whether it is relevance to journal needs in terms of novelty, impact, design, procedure, language 
as well as presentation and allow it to proceed to the reviewing process. If not appropriate, the 
manuscript is rejected outright and the author is informed. 

2. The Chief Executive Editor sends the article-identifying information having been removed, to 2 to 
3 reviewers. They are specialists in the subject matter of the article. The Chief Executive Editor 
requests that they complete the review within 3 weeks. 

 Comments to authors are about the appropriateness and adequacy of the theoretical or conceptual 
framework, literature review, method, results and discussion, and conclusions. Reviewers often 
include suggestions for strengthening of the manuscript. Comments to the editor are in the nature 
of the significance of the work and its potential contribution to the research field. 
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3. The Editor-in-Chief examines the review reports and decides whether to accept or reject the 
manuscript, invite the authors to revise and resubmit the manuscript, or seek additional review 
reports. In rare instances, the manuscript is accepted with almost no revision. Almost without 
exception, reviewers’ comments (to the authors) are forwarded to the authors. If a revision is 
indicated, the editor provides guidelines for attending to the reviewers’ suggestions and perhaps 
additional advice about revising the manuscript. 

4. The authors decide whether and how to address the reviewers’ comments and criticisms and 
the editor’s concerns. The authors return a revised version of the paper to the Chief Executive 
Editor along with specific information describing how they have addressed’ the concerns of 
the reviewers and the editor, usually in a tabular form. The authors may also submit a rebuttal 
if there is a need especially when the authors disagree with certain comments provided by 
reviewers. 

5. The Chief Executive Editor sends the revised manuscript out for re-review. Typically, at least 1 
of the original reviewers will be asked to examine the article. 

6. When the reviewers have completed their work, the Editor-in-Chief examines their comments 
and decides whether the manuscript is ready to be published, needs another round of revisions, 
or should be rejected. If the decision is to accept, the Chief Executive Editor is notified. 

7. The Chief Executive Editor reserves the final right to accept or reject any material for publication, 
if the processing of a particular manuscript is deemed not to be in compliance with the S.O.P. of 
Pertanika. An acceptance letter is sent to all the authors. 

 The editorial office ensures that the manuscript adheres to the correct style (in-text citations, 
the reference list, and tables are typical areas of concern, clarity, and grammar). The authors 
are asked to respond to any minor queries by the editorial office. Following these corrections, 
page proofs are mailed to the corresponding authors for their final approval. At this point, only 
essential changes are accepted. Finally, the manuscript appears in the pages of the journal 
and is posted on-line.
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Foreword

Welcome to the fifth issue of 2023 for the Pertanika Journal of Science and Technology (PJST)! 

PJST is an open-access journal for studies in Science and Technology published by Universiti Putra 
Malaysia Press. It is independently owned and managed by the university for the benefit of the 
world-wide science community.

This issue contains 30 articles; five review articles, one short communication and the rest are 
regular articles. The authors of these articles come from different countries namely Bangladesh, 
China, England, India, Malaysia, Nigeria and Thailand.

A regular article titled “Super-resolution approach to enhance bone marrow trephine image 
in the classification of Classical Myeloproliferative Neoplasms” was presented by Umi Kalsom 
Mohamad Yusof and co-researchers from Universiti Putra Malaysia & Hospital Serdang, Malaysia. 
This study has developed a classification system for classical MPN subtypes: polycythemia vera, 
essential thrombocythemia, and primary myelofibrosis. It was done by reconstructing low-
resolution images of bone marrow trephine using a super-resolution approach to address the 
issue. Identified low-resolution images from calculating Laplacian variance were reconstructed 
using a super-resolution convolution neural network (SRCNN) to transform into rich information 
of high-resolution images. Based on the result, the dataset of SRCNN images produced higher 
results, with an accuracy of 92% compared to the control images (88%). In conclusion, image 
reconstruction using SRCNN has proven to effectively improve the quality of BMT images in the 
pre-processing stage and enhance the performance in the development of the prediction model. 
Detailed information on this study is available on page 2161.

The next article discussed image retrieval using a fusion of Sauvola and Thepade’s sorted block 
truncation coding-based color features. The proposed technique is tested using two standard 
datasets with mean square error (MSE) as a distance measure and average retrieval accuracy 
(ARA) as a performance metric. The technique has contributed to the enhancement of ARA 
with the small and fixed-size image feature vector. The feature vector generated is much 
smaller than the image dimension and is used as a feature vector to represent the image for 
retrieval. Results prove that the proposed technique of SBTC 8-ary with 0.1 weight and SLT with 
0.9 weight feature fusion gives better ARA than other techniques studied. Details of this study 
are available on page 2217. 

An investigation on Fusarium solani species complex (FSSC) in nests of hawksbill turtles 
(Eretmochelys imbricata) with high hatching success in Melaka, Malaysia, was conducted by Khai 
Wei See and Nurul Salmi Abdul Latip from Universiti Sains Malaysia. Samples of cloacal mucus, 
nest sand, eggshells, and eggs were collected from seven hawksbill turtles and their corresponding 

i



nests at Melaka’s nesting beaches and hatchery site. FSSC was prevalent in the unhatched eggs 
(n = 32) from the seven study nests, colonizing 96.9%. The remaining eggs from the study nests 
were found to have high hatching success, with a mean of 85.8 ± 10.5% (n = 7). It is unknown if 
the presence of FSSC contributed directly to embryonic mortality in this study. Further details of 
the investigation can be found on page 2601.

We anticipate that you will find the evidence presented in this issue to be intriguing, thought-
provoking and useful in reaching new milestones in your own research. Please recommend the 
journal to your colleagues and students to make this endeavour meaningful.

All the papers published in this edition underwent Pertanika’s stringent peer-review process 
involving a minimum of two reviewers comprising internal as well as external referees. This was to 
ensure that the quality of the papers justified the high ranking of the journal, which is renowned 
as a heavily-cited journal not only by authors and researchers in Malaysia but by those in other 
countries around the world as well.

We would also like to express our gratitude to all the contributors, namely the authors, reviewers, 
Editor-in-Chief and Editorial Board Members of PJST, who have made this issue possible. 

PJST is currently accepting manuscripts for upcoming issues based on original qualitative or 
quantitative research that opens new areas of inquiry and investigation.

Chief Executive Editor
Mohd Sapuan Salit
executive_editor.pertanika@upm.edu.my

ii
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ABSTRACT  

Coronavirus Disease 2019 (COVID-19) caused by severe acute respiratory syndrome 
coronavirus 2 (SARS-CoV-2) is a global health threat. Traditional herbals and dietary plants 
with medicinal values have a long antiviral history and, thus, are extensively studied in 
COVID-19 therapeutics development. Breadfruit (Artocarpus altilis) is a food crop with 
rich nutrient composition. This study screened selected breadfruit prenylated flavonoids for 
their potential inhibitory activities against the SARS-CoV family receptors using molecular 
docking and molecular dynamics (MD) simulation. The A. altilis prenylated flavonoids 
were selected as target ligands (artocarpin, artoindonesianin V, artonin M, cudraflavone 
A and cycloartobiloxanthone) and molecular targets from the SARS-CoV family were 
designated as receptors. Molecular docking was applied with the Lamarckian Genetic 
algorithm to measure the receptor-ligand orientation using AutoDock Vina software. The 
structural interactions of the receptor-ligand complexes were visualised using the Biovia 
Discovery Studio 4.5. Under all possible receptor-ligand combinations, the complexes’ 

minimum binding affinities (MBA) ranged 
from -5.5 to -9.1 kcal/mol and held by 
hydrophobic interactions, hydrogen bonds 
and electrostatic attractions. Receptor-ligand 
complexes with the least MBA (<-6.0 kcal/
mol) along with strong structural interactions 
were validated by MD simulation using the 
GROMACS software. The 5RE4-artocarpin 
and 5RE4-artoindonesianin V showed the 
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highest  hydrophobic interactions at MBA=-6.6 kcal/mol and -6.4 kcal/mol, respectively. 
The trajectory analysis of 5RE4-artocarpin and 5RE4-artoindonesianin V complexes was 
fairly stable throughout a 50 ns MD simulation run. The findings conclude that artocarpin 
and artoindonesianin V are good potential SARS-CoV family receptor inhibitors.

Keywords: Artocarpus altilis, COVID-19, dietary plant, herbal medicine, molecular docking, prenylated 
flavonoids, SARS-CoV-2, traditional medicine 

INTRODUCTION

Breadfruit (Artocarpus altilis), commonly known as ‘sukun’ in Malaysia and Indonesia, 
is a multi-purpose tree. The fruit tree is native to New Guinea, Moluccas (Indonesia) and 
the Philippines (Sikarwar et al., 2018) and was first cultivated in the western Pacific. In 
tropical regions, the different tree parts are utilised as food (fruit), medicine (fruit, leaves 
and bark), building material (trunk) and feed (leaves) (Ragone, 2018). The evergreen 
tree belongs to the Moraceae family and bears large starchy, carbohydrate-rich seeded or 
seedless fruits. The tree starts to fruit within 3 to 5 years of establishment, thriving well in 
adverse conditions  (Sofoini et al., 2018). Fruits are either oval or oblong, with an average 
weight of 1.5-2.0 kg (Figure 1). The monoecious tree has been an important staple food in 
the South-Pacific region for decades (Jamil et al., 2018).

Malaysia is a tropical country with great species diversity. An extensive range of fruit 
plants, from exotic (minor) to common (major) ones, are included in dietary consumption. 
Apart from their unique and desirable mouthfeel, taste, and flavour, these fruits are rich 
in nutraceutical values (Daley et al., 2020; Baba et al., 2016). As such, breadfruit is a 
well-known edible food often consumed as chips or incorporated in curries among rural 
Malaysians. It is also used in traditional folk medicine to combat inflammation and 

Figure 1. Breadfruit (Artocarpus altilis) tree along the roadside at Sungai Merab, Selangor. The image in circle 
is the zoom view of the unripe fruits
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inflammation-associated diseases (Page, 2021; Lin et al., 2012; Fang et al., 2008; Wei 
et al., 2005). Breadfruit leaves hold pharmacological potential in treating liver cirrhosis, 
hypertension, renal function and diabetes (Jamil et al., 2018; Baba et al., 2016; Adewole 
& Oiewole, 2007). The leaves contain bioactive compounds with potent anti-allergenic, 
anti-inflammatory, anti-microbial and antioxidant activities (Leng et al., 2018). Latex 
and bark can be used to treat sprains, sciatica, and skin diseases, and the fruit extract has 
shown cytotoxic effects against human cancer cell lines (Jamil et al., 2018). In Indonesia, 
Artocarpus is used to treat inflammation and malaria fever (Hano et al., 1990). 

Phytochemical analyses of various Artocarpus species have shown the occurrence of 
various bioactive compounds, particularly flavonoids, in different plant parts (Jalal et al., 
2015): flavonoids, stilbenes, and 4-substituted resorcinols in A. altilis heartwood (Shimizu 
et al., 1998), cyclogeracommunin and artoflavone A in A. communis cortex (Lin et al., 
2012), prenylflavonoids (Cidade et al., 2001), artomunoisoxanthone, artocommunol C, 
artochamin D, artochamin B, dihydroartomunoxanthonein in A. communis (Weng et al., 
2006), cycloartelastoxanthone, artelastoheterol, cycloartobiloxanthone and arthonol A in 
A. elasticus (Ko et al., 2005), artocarpin, artoindonesianin, artonin M, cudraflavone and 
cycloartbiloxanthone in A. altilis heartwood and cortex (Hari et al., 2014; Lan et al., 2013; 
Amarasinghe et al., 2008; Hakim et al., 2006). 

Flavonoids are polyphenols of naturally occurring antioxidants present in higher 
plants. They display free-radical scavenging, immunomodulating and antiviral properties 
implicated in pathological disorders such as carcinogenesis, ageing and inflammation 
(Shah et al., 2016; Lin et al., 2012). The general class of flavonoids have shown antiviral 
activities against influenza A virus (H1N1), hepatitis B and C virus (HBV/HVC), herpes 
simplex virus 1 (HSV-1), human immunodeficiency virus (HIV) and Epstein-Barr (Sofoini 
et al., 2018). No studies have reported on the potential inhibitory activities of breadfruit 
prenylated flavonoids against the coronavirus family. 

Coronavirus disease-2019 (COVID-19) is an unprecedented health crisis of recent 
times. The disease sparks an inflammatory immune response with the burst of inflammatory 
cytokines leading to acute respiratory distress syndrome and multi-organ dysfunctionality 
(Tang et al., 2020). Herbal medicines are claimed to ease disease severity, improve clinical 
symptoms and reduce mortality. In previous studies, many plant extracts have demonstrated 
a broad range of immunomodulatory effects on the human immune system (Jantan et al., 
2015). Further, plant-based medicines and supplements (traditional Chinese medicine, 
Ayurveda medicine) are reported to function effectively by minimising the burst of pro-
inflammatory cytokine TNF, IL-6 and IL-8, among which are involved in the human 
immune response against SARS-CoV-2 infection (Rehman et al., 2021; Aucoin et al., 
2021; Demeke et al., 2021; Paraiso et al., 2020; Liu et al., 2010). 

Due to their potency and safety, natural products are at a better edge than cytotoxic 
drugs (Ali-Reza et al., 2021). Under this context, screening the breadfruit phytochemicals 
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against SARS-CoV family receptors to shed information on their antiviral potentials is 
important to leverage the exploration of plant medicinal properties against infectious 
disease. In this study, the physical interaction of selected breadfruit prenylated flavonoid-
bound SARS-CoV receptor complexes was evaluated via molecular docking and the most 
stable receptor-ligand complexes was validated by molecular dynamics simulation. 

MATERIALS AND METHODS

Protein Files and Pre-Processing

The 3-dimensional structures of SARS-CoV family receptors were retrieved from the Protein 
Data Bank (PDB) (www.rcsb.org): membrane protein (PDB ID: 3I6G), main protease (PDB 
ID: 5RE4) and spike glycoproteins (PDB ID: 6VXX and 6VYB). A detailed structural view of 
each receptor is presented in Figure 2. The receptor files were pre-processed using AutoDock 
Tools 1.5.6 (Trott & Olson, 2010): remove water molecules, polar hydrogen atoms, and 
Kollman charges. The pre-processed receptor files were saved in PDBQT format. 

Ligand Files and Pre-Processing

A sub-structure search was performed for the following breadfruit flavonoids using 
PubChem database (https://pubchem.ncbi.nlm.nih.gov): artocarpin (CID: 24850643), 
artoindonesianin V (CID: 10053761), artonin M (CID: 44258661), cudraflavone A (CID: 
5316261) and cycloartobiloxanthone (CID: 10342859) (Figure 2). The ligand files obtained 

Figure 2. Ligand and receptor structure view. (A) Artocarpus altilis prenylated flavonoid 2D structures 
obtained from PubChem (https://pubchem.ncbi.nlm.nih.gov): (1) artocarpin (CID: 24850643), (2) 
artoindonesianin V (CID: 10053761), (3) artonin M (CID: 44258661), (4) cudraflavone A (CID: 5316261) and 
(5) cycloartobiloxanthone (CID: 10342859). (B) The 3D structures of SARS-CoV family receptors retrieved 
from Protein Data Bank (www.rcsb.org): (1) membrane protein: 3I6G, (2) main protease: 5RE4, (3) spike 
glycoprotein:6VXX; and (4) spike glycoprotein: 6VYB.

(1) (2) (3) (4) (5)(A)

(B) (1) (2) (3) (4)
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in SDF format were converted into PDB format using Open Babel (www.cheminfo.org), 
a chemical toolbox for chemical structure inter-conversions (O’Boyle et al., 2011). These 
structures were then pre-processed using AutoDock Tools 1.5.6 (Trott & Olson, 2010), 
removing heteroatom, assigning torsion and adding Gasteiger charges. All ligand files 
were saved in PDBQT format.

Molecular Docking and Visualisation 

Four different SARS-CoV family receptors were docked with breadfruit prenylated 
flavonoids (ligands) under all receptor-ligand, pair-wise combinations. All pre-processed 
structure files (PDBQT format) were docked using AutoDock Vina 1.1.2 (Trott & Olson, 
2010). A grid box of 40x40x40 encompassing the active residues of the receptor was set 
based on the x, y and z coordinates of the receptor binding pocket region. The Lamarckian 
Genetic algorithm was applied using its default settings. For each receptor-ligand complex, 
the docking procedure was repeated thrice. The best conformation for each complex was 
determined by the minimum binding affinity (MBA) expressed in kcal/mol, root-mean-
square-deviation (RMSD) and the extent of favourable interactions between the receptor 
residues (RR) and ligand atoms. All receptor-ligand complexes were visualised using the 
Biovia Discovery Studio 4.5 (Dhurga et al., 2016).

Molecular Dynamics Simulation

Based on the molecular docking output, the best receptor-ligand complex with the least 
minimum binding affinity and fairly high number of interactions was selected and validated 
by molecular dynamics (MD) simulation using GROMACS version 5.1.4 (http://gromacs.
org) and CHARMM General Force Field (cGENFF) program (Vanommeslaeghe et al., 
2010). The CHARMM36 all-atom force field (Feb 2021) was retrieved from the MacKerell 
lab website (http://mackerell.umaryland.edu). The ligand-receptor complex was solvated in 
a dodecahedron box (edge box set at 10 A°) using the TIP3P water model. The system was 
neutralised with Na+/Cl- ion addition. The energy minimisation steps were set as follows: 
the maximum number of steps set= 50 000, and the energy step size=0.01. The ‘nsteps’ 
set for NVT and NPT equilibration was fixed at 50 000 ns. Molecular dynamic simulation 
of the ligand-receptor complex was performed under a 50 ns run (Lemkul, 2018; Pronk 
et al., 2013). The following parameters evaluated the trajectory analysis of the MD run: 
(1) root-mean-square-deviation (RMSD), (2) root-mean-square-fluctuation (RMSF), (3) 
radius of gyration (Rog), and (4) the number of hydrogen bonds.

RESULTS AND DISCUSSION

Although COVID-19 has shifted from pandemic to endemic status, ongoing control 
measures are cautiously deliberated as the viral-specific medication is yet to be discovered. 
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The most common control measures exercised routinely include regular hand washing, 
social distancing at crowded places, masking, isolation of infected persons and self-care 
or immune system enhancement via dietary consumption of nutritious food (Das et al., 
2021). The likelihood of being infected with COVID-19 is directly correlated with personal 
health practices and compliance with general measures (WHO, 2020). Numerous studies 
on identifying COVID-19 inhibitors have indicated that phytochemicals are an excellent 
source of therapeutic ingredients. 

In this regard, plant-based food (fruits and vegetables) enriched with potent 
phytochemicals could be exploited for immune system protection and preparation 
against invading viral infections. No previous research had reported on the breadfruit 
phytochemicals’ inhibitory potential against SARS-CoV family receptors of COVID-19. 
Scientific information enables prediction, informs, and prepares effective, innovative 
solutions and holistic management strategies against COVID-19 (Skariyachan et al., 2020). 
In this study, the breadfruit phytochemicals from the prenylated flavonoid class were 
screened and evaluated via computational structure-based design (CSD) to understand and 
shed meaningful insights on breadfruit therapeutics’ role against COVID-19 molecular 
targets. 

In recent times, especially considering the COVID-19 pandemic, computational 
approaches have been rapidly deployed for phytochemical screening, antiviral agent 
identification, and drug discovery and development (Jorgensen, 2004). With the advent of 
high-throughput computational architectures coupled with algorithms dedicated to high-
level computations, the implementation of CSD, which includes molecular docking and 
MD simulation, has been accelerated significantly. In a protein-ligand (pharmacophores) 
docking, the analysis calculates and evaluates the free natural affinity of the ligand 
to the protein active site. It infers the potential occurrence of interactions between 
pharmacophores. The protein-ligand conformations are ranked using a scoring function. 
On the other hand, the MD simulation evaluates the protein-ligand conformations’ strength 
of interactions according to Newton’s law of motion (De Vivo et al. 2016). 

The molecular docking analysis predicted the interaction between the receptor residues 
(RRs) and ligand atoms under the lowest energy conformation at root-mean-square 
deviation (RMSD) =0. The prenylated breadfruit ligands (artocarpin, artoindonesianin V, 
artonin M, cudraflavone A and cycloartobiloxanthone) were docked with SARS-CoV family 
receptors, and the minimum binding affinity (MBA) for all the pair-wise receptor-ligand 
complexes ranged at -5.5 to -9.1 kcal/mol (Table 1). These values were comparable to 
numerous previous studies reported on SARS-CoV-2 molecular targets and phytochemical 
computational docking analyses (Kaspi et al., 2022; Khaerunnisa et al., 2020). The SARS-
CoV-2 spike protein (PDB ID: 6LU7) bound with gingerol (ginger), allicin (garlic), 
curcumin, demethoxycurcumin (turmeric), catechin, epicatechin-gallate (tea), nelfinavir, 
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lopinavir, kaempferol, quercetin, luteolin-7-glucoside and naringenin (phytochemicals) 
complexes showed MBA= -4.03 to -7.6 kcal/mol  (Khaerunnisa et al., 2020). In another 
study, a total of 18 different compounds isolated from honey and propolis (Dawood, 2020) 
and java tea (Mohd Kaspi et al., 2022) showed MBA= -5.6 to -7.8 kcal/mol through an in 
silico docking against SARS-CoV-2 molecular targets. 

Table 1
The ligand-receptor minimum binding affinity is expressed as energy in kcal/mol

Ligand
Receptors (Protein Data Bank ID)

3I6G 5RE4 6VXX 6VYB
artocarpin -7.2 -6.6 -5.5 -5.5
artoindonesianin V -8.4 -6.4 -6.1 -5.4
artonin M -8.5 -7.1 -6.3 -6.5
cudraflavone A -8.0 -6.8 -5.8 -6.1
cycloartobiloxanthone -9.1 -7.7 -6.3 -6.0

Note. The first row represents the SARS-CoV receptors, while the first column represents the breadfruit 
prenylated flavonoids. All numerical values denote the minimum binding affinities expressed in kcal/mol

The receptors selected in this study represented the structural components of SARS-
CoV: i) spike protein (6VXX and 6VYB), ii) main protease (5RE4) and iii) membrane 
protein (3I6G). The first represents the viral envelope type 1 transmembrane S glycoprotein, 
largely distributed protruding on the surface of mature SARS-CoV-2. The spike protein 
is the cognate receptor facilitating the viral entry into host cells (ACE2) and then initiates 
infection. Initial infection is mediated through the fusion of the viral spike protein into the 
host cell membrane. The main protease (Mpro) controls the proteolysis of large polyproteins 
and papain-like protease (PLpro). Upon SARS-CoV-2, the positive-stranded genomic RNA 
attaches to the host ribosome for translation into polyproteins. With proteolysis, these 
polyproteins are orderly packaged into new virions. The membrane and envelope proteins 
modulate the maturation and retention processes for successful virion assembly (Boson 
et al., 2021).

The MBA for all the prenylated breadfruit ligand-bound complexes ranged from -6.3 to-
5.5 kcal/mol for spike protein receptors. Slightly in a much smaller range, the MBA of main 
protease-bound ligand complexes ranged between -7.7 to -6.4 kcal/mol. The membrane 
protein-bound ligand complexes showed the least MBA range at -7.2 to -9.1 kcal/mol. The 
cycloartobiloxanthone-bound complexes showed the least MBA range at -9.1 to -6.0 kcal/
mol, followed by artonin M-bound complexes at -8.5 to -6.5 kcal/mol (Table 1). All the 
receptor-ligand complexes were held by hydrogen bond, hydrophobic interaction and/or 
electrostatic interaction except 6VXX-artocarpin and 6VYB-cudraflavone A complexes. In 
most receptor-ligand complexes, at least two interactions (hydrogen bond and hydrophobic 
interactions) were present except 6VXX-cycloartobiloxanthone (Table 2).
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Based on the MBA values and the extent of structural interactions characterisation, 
the 5RE4-artocarpin and 5RE4-artoindonesianin V complexes were selected for further 
validation by MD simulation. The root-mean-square-fluctuation (RMSF) of 5RE4-
artocarpin and 5RE4-artoindonesianin V ranged from 0.08-0.4 and 0.1-0.5, respectively 
(Figure 3A). A high RMSF suggests the occurrence of the flexible region within the structure 
complex, whereas a much lower value may implicate the presence of a secondary structure 

Table 2
Interactions between the receptor residues and ligand atoms of the ligand-receptor complexes

Receptor-ligand complex Hydrogen bond Hydrophobic interaction Electrostatic 
interaction

Total 
number of 

interactions
3I6G-artocarpin ARG97, TRP147, 

GLN155
TYR99, LEU156, VAL152, 
HIS114, TRP147, TYR159, 
VAL152

- 10

3I6G-artoindonesianin V THR73 TYR99, TYR159, ALA69, 
LYS66, 

ARG97  6

3I6G-artonin M ARG97, LYS146, TYR159, TRP147, VAL76, 
HIS70, TYR99, ALA150, 
VAL152

ARG97 10

3I6G-cudraflavone A TYR7, ARG97, 
GLU63, GLU63, 
LYS66

LEU156, LYS66 LYS66  8

3I6G-
cycloartobiloxanthone

ARG97, LYS146, 
TRP147

TRP147, ALA150, 
VAL152

-  6

5RE4-artocarpin VAL77 GLN74, VAL73, ARG76, 
ARG76, VAL77

ARG76  7

5RE4-artoindonesianin V GLN74, PHE66 ARG76, ILE78, VAL77 ARG76  6
5RE4-artonin M ASP92 VAL73, ARG76 ARG76  4
5RE4-cudraflavone A ARG76 ARG76, VAL73 ARG76  4
5RE4-
cycloartobiloxanthone

GLN74, LEU75, 
LEU67

VAL77 ARG76  5

6VXX-artocarpin - - - -
6VXX-artoindonesianin V ASN87 THR236 -  2
6VXX-artonin M PHE86, ASN87 THR236, PRO85 -  4
6VXX-cudraflavone A ASN196 THR236 -  2
6VXX-
cycloartobiloxanthone

GLN115, 
ASN234

- -  2

6VYB-artocarpin ASN87, ASN196 THR236, LEU54, ILE197 -  5
6VYB-artoindonesianin V ASN87, ASN196, 

ASP88
THR236 -  4

6VYB-artonin M ASN87, THR236 THR236, PRO85 -  4
6VYB-cudraflavone A - - - -
6VYB-
cycloartobiloxanthone

ASN234, 
ASN196, ASN87

THR236 -  4
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(O’Boyle et al., 2011). The results may also suggest the stabilising effect of artocarpin and 
artoindonesianin V on the structure complex. The root-mean-square-deviation (RMSD), 
which corresponds to the conformational stability and dynamics of the complexes, was 
calculated for all the backbone residues. In general, the receptor-ligand complex structure 
remained stable for 50 ns at the following range: 5RE4-artocarpin; 0.18-0.32 ns and 
5RE4-artoindonesianin V; 0.2-0.5 ns (Figure 3B). The RMSD values indicate fairly strong 
complex structural stability at adhering the ligand molecule at the binding site throughout 
the simulation run. The radius of gyration of the 5RE4-artocarpin complex was slightly 
higher than the 5RE4-artoindonesianin V complex (Figure 3C). Likewise, the number 
of hydrogen bonds formed within the 5RE4-artocarpin complex was greater than 5RE4-
artoindonesianin V. At least three hydrogen bonds were consistently present throughout 
the 50 ns MD simulation in both the 5RE4-artocarpin and 5RE4-artoindonesianin V 
complexes (Figure 3D). 

Prenylated flavonoids have wide pharmacological properties, highly beneficial to 
human health; they are anti-inflammation, anti-Alzheimer, antioxidant, anti-diabetes, 
vasorelaxant and cytotoxic (Shi et al., 2021). Artocarpin is abundantly distributed in 
the genus of Artocarpus (Artocarpus communis, Artocarpus integrifolia, A. lakoocha). 

Figure 3. Trajectory analysis of 5RE4-artocarpin and 5RE4-artoindonesianin V, receptor-ligand complexes 
under a 50 ns molecular dynamics (MD) simulation run at 300 K (temperature) and 1 bar pressure. The 
green and orange lines represent 5RE4-artocarpin and 5RE4-artoindonesianin V, respectively. (a) Root-
mean-square-deviation (RMSD), (b) Root-mean-square-fluctuation (RMSF), (c) Radius of gyration (Rg) 
and (d) The number of hydrogen bonds
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Previous reports have demonstrated interesting biological activities of artocarpin, such 
as inhibitory effects on melanin biosynthesis, antibacterial activities, and cytotoxicity. On 
the other hand, the artoindonesianin V is not only found in stem bark extracts of A. altilis 
(Shamaun et al., 2010) but is also present in the heartwood of A. champeden, locally known 
as chempedak in Malaysia. Artoindonesianin V has shown cytotoxic effects against murine 
leukaemia P38 cells (Hakim et al., 2006). The artonin (art) M has been reported to be 
present in A. altilis (Hano et al., 1990) and A. rotunda (Suhartati et al., 2008). No studies 
have recorded specific medicinal effects/actions against human cell lines (Bailly, 2021). 
Similarly, cudraflavone A and cycloartobiloxanthone medicinal properties are least reported 
compared to other prenylated flavonoids identified in the genus Artocarpus. Cudraflavone 
A is reportedly present in A. communis root bark (Shieh & Lin, 1992) and A. altilis. In a 
study by Septama et al. 2018, artocarpanone and artocarpin compounds were shown to 
suppress the phagocytosis of phagocyte cells. 

Considering the new norm of living with COVID-19, there is an ever-growing 
awareness among the public for better health management. The demand for dietary 
supplements, herbal products, and fortified diets is soaring. Phytochemicals are excellent 
sources for pharmacological applications often integrated as immune health boosters 
(Chang et al., 2021). Non-pharmaceutical interventions in infectious disease management 
are gaining momentum with the inclusion of dietary bioactive compounds, which are good 
nutraceuticals. Under this context, breadfruit prenylated flavonoids from a readily available 
fruit crop within the tropical region can be integrated into the human diet, enhancing the 
immune health system with better protection against the SARS-CoV-2 of COVID-19 (Bhat 
& Paliyath, 2016; Shi et al., 2021).

CONCLUSION

Breadfruit prenylated flavonoids hold good therapeutic potential in COVID-19 prevention 
and management. The current findings predicted a good minimum binding affinity between 
artocarpin, artoindonesianin V, artonin M, cudraflavone A and cycloartobiloxanthone and 
SARS-CoV family receptors. The MD simulation analysis of artocarpin and artoindonesianin 
V compounds provides valuable insights into developing new breadfruit-based therapeutic 
agents for COVID-19 treatment and management. However, complementary laboratory 
scale experiments are required prior to upstream application strategies.
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ABSTRACT

Many diseases require histopathology images to characterise biological components 
or study cell and tissue architectures. The histopathology images are also essential in 
supporting disease classification, including myeloproliferative neoplasms (MPN). Despite 
significant developments to improve the diagnostic tools, morphological assessment 
from histopathology images obtained by bone marrow trephine (BMT) remains crucial to 
confirm MPN subtypes. However, the assessment outcome is challenging due to subjective 
characteristics that are hard to replicate due to its inter-observer variability. Apart from that, 
image processing may reduce the quality of the BMT images and affect the diagnosis result. 
This study has developed a classification system for classical MPN subtypes: polycythemia 
vera (PV), essential thrombocythemia (ET), and primary myelofibrosis (MF). It was done 
by reconstructing low-resolution images of BMT using a super-resolution approach to 
address the issue. Identified low-resolution images from calculating Laplacian variance 

were reconstructed using a super-resolution 
convolution neural network (SRCNN) to 
transform into rich information of high-
resolution images. Original BMT images 
and reconstructed BMT images using 
the SRCNN dataset were fed into a CNN 
classifier, and the classifier’s output for both 
datasets was compared accordingly. Based 
on the result, the dataset consisting of the 
reconstructed images showed better output 
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with 92% accuracy, while the control images gave 88% accuracy. In conclusion, the high 
quality of histopathology images substantially impacts disease process classification, and 
the reconstruction of low-resolution images has improved the classification output.

Keywords: Artificial intelligence, histopathology images, image reconstruction, myeloproliferative neoplasm, 
super-resolution

INTRODUCTION

Hematopoietic cells are developing blood cells in the bone marrow and are divided into 
three categories, each producing a different type of blood cell. Cells from all three lineages, 
namely erythroid, granulocytic, and megakaryocytic, are found in normal bone marrow, 
as shown in Figure 1, which refers to the normal production of certain white blood cells 
(WBC), red blood cells (RBC), and platelets.

Myeloproliferative neoplasms (MPN) are a group of diseases that perform clonal 
proliferation of bone marrow stem cells, which causes the increased production of 

Figure 1. Elements of all three major cell lines are 
seen in an image of normal bone marrow

platelets, WBC, or RBC in the circulation 
and sometimes causes marrow fibrosis with 
consequent of extramedullary haematopoiesis 
(cell production outside the marrow). 

The concept of MPN was founded by 
William Dameshek in 1951 (Dameshek, 
1951). However, critical advances in its 
proper understanding and approach have 
been happening in the recent 20 years (Arber 
et al., 2016; Tavares et al., 2019; Vannucchi 
& Harrison, 2017) with significant scientific 
advances have been attained with higher 
accuracy in diagnosis, new risk classifications, 
and therapeutic approach updates. Essential 
improvements were described in a document 
‘WHO Classification of Hematopoietic and 
Lymphoid Tissue Tumors’ by the World 
Health Organization (WHO), including bone 
marrow histology, which advocates from a 
minor to a major diagnostic criterion (Barbui 
et al., 2018). Following the guidelines, 
the MPN entities were grouped into seven 
subtypes (Hasserjian, 2018), as shown in 
Table 1.

Table 1 
MPN subtypes

No Diseases
1. Chronic myeloid leukaemia (CML), BCR-

ABL1-positive
2. Chronic neutrophilic leukaemia (CNL)
3. Polycythemia vera (PV)
4. Primary myelofibrosis (MF)
5. Essential thrombocythemia (ET)
6. Chronic eosinophilic leukaemia (CEL), not 

otherwise specified (NOS)
7. Myeloproliferative neoplasm, unclassifiable 

(MPN-U)
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A genetic abnormality in the chromosome contains a fusion gene called BCR-ABL1, 
identified by a translocation (9;22) known as the Philadelphia chromosome (Ph). For 
example, a diagnosis with BCR-ABL1 positive indicates a CML type. On the other hand, 
BCR-ABL1-negative MPNs (also referred to as the classical MPNs) are PV, ET, and MF 
(Sirinukunwattana et al., 2019), and these three subtypes of MPN are encountered as the 
main scope in this study.

Quality of Data and Image Reconstruction 

Image quality is often neglected in the design of machine vision systems (Dodge & Karam, 
2016). Usually, machine vision systems are trained and tested on high-quality image 
datasets, yet in practice, the input images are exposed to numerous factors that cause 
quality distortions. Blur images, for example, are among the undesirable effects that lead 
to the loss of necessary details. Automatic detection of blurred and sharp pixels in an image 
and their classification into respective regions are vital for different image processing and 
computer vision applications (Ali & Mahmood, 2018), including in medical applications. 
Medical image reconstruction has become one of the most fundamental and necessary 
medical imaging components in recent years, with the primary goal of obtaining high-
quality medical images for clinical use at the lowest cost and risk to patients (Zhang & 
Dong, 2020). Leena and Sreenath’s (2019) study applied blur detection in pre-processing 
stage by determining the score of blurriness using the Laplacian operator. The image is 
classified as blurred or non-blurred when the calculated score is less than the measured 
threshold. The major advantage of the technique is that it is less time-consuming because 
the output is yielded immediately within five to seven microseconds (Leena & Sreenath, 
2019). Another approach is shown by Huang et al. (2018) using discriminative blur 
features via deep convolutional neural networks (DCNN). Six layers of the CNN model 
were developed with five layers for feature extraction for binary classification, which can 
faithfully produce patch-level blur likelihood. Multiscale image patches are extracted for 
each pixel by sliding window manner to detect an image. The final blur detection result 
is obtained by fusing multiscale blur probability maps (Huang et al., 2018). Despite the 
high performance at blur detection for single and multiple scales, this method consumes 
many training data and causes a real-time problem.

Generating a high-resolution image with the most commonly used and straightforward 
approach is by applying linear interpolation methods such as the nearest neighbour, 
bilinear, and bicubic interpolations (Parsania & Virparia, 2016). However, these approaches 
frequently result in over-smoothed images with artefacts like aliasing, blur, and halo around 
the edges (Umehara et al., 2018). Inspired by the success of deep learning in computer vision 
problems and medical image analysis, researchers have recently investigated deep learning 
approaches, including Super-resolution Convolutional Neural Network (SRCNN) and 



2164 Pertanika J. Sci. & Technol. 31 (5): 2161 - 2176 (2023)

Umi Kalsom Mohamad Yusof, Syamsiah Mashohor, Marsyita Hanafi, Sabariah Md Noor and Norsafina Zainal

Very Deep Convolutional Network (VDSR) for various biomedical image reconstruction 
problems (Chen et al., 2019; Cheng et al., 2018; Hou et al., 2020; Zhang et al., 2020). 
VDSR was developed based on the popular VGG network for image classification, where 
the VDSR consists of many convolutional layers with ReLU activation. 

Hwang et al.’s (2018) study involved the application of VDSR to restore compressed 
images of cone beam computed tomography (CBCT) in the dental field. The output of 
the image shows more delicate details and a sharper edge. However, deeper networks 
in VDSR can bring drawbacks to overfitting and produce a vast model that needs high 
computational processing power (Hayat, 2017). Another SRCNN approach was applied in 
image enhancement, for instance, in computed tomography (CT) images. The outcome of 
an Umahera et al. (2018) experiment to enhance image resolution in the chest CT images 
demonstrated that the SRCNN significantly outperformed conventional linear interpolation 
methods. In the pandemic of COVID-19, predicting patients that have coronavirus was done 
via X-rays and CT-scans (Alzubaidi et al., 2021; Jain & Kosamkar, 2022). However, these 
images sometimes suffer blurriness or low visibility. Jain & Kosamkar (2022) transformed 
these low-visibility images into high-visibility images by applying super-resolution using 
SRCNN. As a result, the classification of COVID-19 attained an accuracy of 95.31%, 
which is higher than those without image super-resolution (ISR) (Jain & Kosamkar, 2022). 
Another study was shown by Taş and Yılmaz (2021) on automatic colonoscopy-based 
diagnosis and polyp detection and localisation. SRCNN pre-processing approach was 
used to increase the resolution of the training colonoscopy images. This method provides 
better results and reached an F2 score of 0.945 for the correct localisation of colon polyps 
compared to the low-resolution cases (Taş & Yılmaz, 2021).

METHODOLOGY

This study consisted of a few stages, as shown in Figure 2. Data collection was prepared 
from online resources labelled ‘validated by hematologist’ followed by a data cleaning 
process. Then, data augmentation was implemented to increase the variety of images and 
expand the number of images in the dataset. Later, data quality was performed to check 
the blurry level, and the blurred images were reconstructed using SRCNN. The learning-
based classification was performed to evaluate the efficiency of the SRCNN reconstruction 
method. Finally, the classification output between the control and reconstructed images 
was compared to observe the model performance.

Data Preparation

In the advancement of the digitisation era nowadays (Mariam et al., 2022; Vasudevan et al., 
2022), researchers can share datasets that are foreseen to benefit the academic community 
virtually. Every discovery and new finding can be shared globally, and anyone interested in 
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the subject domain can access the information and contribute back through digital platforms. 
Similar circumstances were observed in the medical field, including haematology. Three 
platforms that provide shared information and free downloadable image dataset with 
expert peer review were chosen as data sources for data collection: The American Society 
of Haematology Image Bank (AHS), PathologyOutlines.com (Path.com), and Medscape. 
In total, 268 BMT images were collected, with 161 images from AHS, 67 from Path.com, 
and 40 from Medscape. The dataset was reviewed thoroughly, and similar images were 
filtered. A high possibility of duplicate images can occur for a similar disease type due to 
the open-sharing dataset’s data sources. The image description from the data sources was 
also rechecked to confirm the inclusion and exclusion criteria. The selected BMT images 
were also observed to discriminate features based on the standardised morphological 
criteria in bone marrow specimens provided by WHO, such as bone marrow cellularity, 
formation of fibrosis, and megakaryopoiesis, including the size of cells, cluster formation, 
and nuclear features. These data cleaning and data checking processes were conducted 
with the guidance of a 10-year experienced haematologist.

Bone Marrow Image Augmentation and Image Quality Checking

Some research has demonstrated the efficiency of deep learning in classifying images 
(Loey et al., 2020; Rahaman et al., 2021; Talo, 2019). However, these networks rely heavily 
on big-quality data to predict well. On the other hand, data augmentation is a critical 
strategy for enhancing generalisation ability when deep learning models are furnished 
with the original images and numerous image variants. This approach also has proven to 
prevent the memorisation of deep learning models efficiently and hence becomes a helpful 

Figure 2. The flow of the study
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technique in improving the model’s performance to predict real data. Therefore, data 
augmentation was applied to the dataset to expand the training dataset’s size and enhance 
the images’ variability. Transformations include a range of operations from the field of 
image manipulation, such as shifting (0.1 to 0.2), zooming (0.3 to 0.5), rotating (10 to 30 
degrees), and flipping (horizontal and vertical), as presented in Figure 3.

Figure 3. Augmentation output of samples of BMT image using rotating, flipping, shifting, and zooming 
manipulations

The augmentation applied to the images has successfully increased the dataset size, 
but it needed to be re-reviewed to observe the effect of the augmentation. The occurrence 
of low-quality images, such as blurry images with poor surrounding features and black 
padding with duplicated pixel values, was expected even after applying the preferred setting 
values. The expectation is that the augmentation happened randomly within the range 
setting, and the variety of positions of the features in the images may cause defects in the 
augmentation. From the observation, the undesirable images were removed. Moreover, with 
a suitable image frame, the images were cropped to the region of interest (ROI). Removing 
generated images with poor surrounding features and black padding with duplicated pixel 
values was unavoidable because it could cause the training process to feed unclean input 
and give wrong output predictions. Meanwhile, the blurry images underwent reconstruction 
to be transformed into high-quality images. The input was also carefully cropped to square 
as the deep learning model only receives square images as input.

Following the augmentation process, the quality checking of the bone marrow images 
in the dataset was done to identify low-resolution images. The working process for blur 
identification is presented in Figure 4.

Rotate: 10 to 30 degree Flip: Horizontal and vertical

Shifting: 0.1 to 0.2 Zoom: 0.3 to 0.5
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The image source in RGB containing 
three channels of images was converted 
to grayscale images as a single-channel 
image. The purpose of the conversion was 
to simplify the calculation of Laplacian 
variance to calculate only a single channel of 
the image. Immediately after the conversion, 
the value of the Laplacian variance was 
computed using the Laplacian operator. 
The Laplacian operator is the second-order 
differential operator in n-dimensional 
Euclidean space. It is expressed as the 

Figure 4. Blur detection flow in images dataset

divergence (∇) of the gradient (∇𝑓). The Laplacian of f is the sum of the second partial 
derivatives in the Cartesian coordinates, xi. The Laplacian variance was calculated for each 
image by applying Equation 1 to emphasise regions with rapid intensity changes. Lesser edges 
with a lower value of Laplacian variance were assumed to be blurred images. In contrast, 
high variance disclosed that there were more edge-like to imply a sharper type of image.

∇2𝑓 =  �
𝛿𝛿2𝑓
𝛿𝛿𝑥𝑥𝑖𝑖2

𝑛𝑛

𝑖𝑖=1

     [1]

The default threshold value, t = 100, was set as a discriminant value to classify the 
image quality category. From the output, an image with a variance of less than 100 was 
categorised as ‘Blurry’; meanwhile, output for more or equal to 100 was identified as ‘Not 
Blurry’. The threshold value selection was referred to based on a previous study (Leena & 
Sreenath, 2019) and was observed in the data collection for suitability for implementation.

Application of SRCNN to Blur Images

In implementing the image reconstruction, hardware and software parts were vigilantly 
prepared since the architecture is well known for high computational power. The program 
was run in a Colab notebook provided by Google Colaboratory (Colab). The model was 
scripted in Python (version Python 3) using the backend framework of TensorFlow and 
Keras. Colab is a jupyter notebook environment that provides a runtime that fully configures 
for deep learning and has free-of-charge access to a robust virtual GPU. A 12GB RAM is 
available, with the types of GPU vary over time. Often available GPU includes NVIDIA 
K80, T4, P4, and P100.

The SRCNN is a pioneering work in applying CNN to ISR reconstruction. It mainly 
implements end-to-end LR and HR image mapping, as shown in Figure 5 (Umehara et 
al., 2018). 
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The implementation of SRCNN consists of three processes. The low-resolution BMT 
images were fed as input to begin the image reconstruction as the first convolution with 
feature extraction to extract the image blocks, while the dimensions of feature vectors were 
still in low-dimensional space and expressed in Equation 2: 

𝐹𝐹1(𝑌𝑌) = max(0,𝑊𝑊1 ∗ 𝑌𝑌 +  𝐵𝐵1)    [2]

where F = mapping function, Y = bicubic interpolated low-resolution image, W1 = filters, 
and B1 = biases.

Followed by non-linear mapping in the second convolution, low-dimensional features 
were mapped to high-dimensional features. The second layer maps n1 – dimensional, 
the representations (feature vectors) of several patches, into n2 – dimensional, resulting 
in a non-linear mapping. The number of patches for each mapping operation depends on 
the kernel size of the second convolution layer, and the operation for this stage is stated 
as in Equation 3:

𝐹𝐹2(𝑌𝑌) = max(0,𝑊𝑊2 ∗ 𝐹𝐹1(𝑌𝑌) + 𝐵𝐵2)    [3]

where W2 with the size of n1 x f2 x f2 corresponds to n2 filters and B2 as n2-dimensional vector.
Subsequently, the image reconstruction where the process was equivalent to the 

convolution used the mean convolution kernel with the final operation as in Equation 4:

𝐹𝐹3(𝑌𝑌) =  𝑊𝑊2 ∗  𝐹𝐹2(𝑌𝑌) + 𝐵𝐵3     [4]

where W3 with the size of n2 x f3 x f3 corresponds to c filters and B3, as c-dimensional vector.
Then, the image reconstruction output produced better quality images with rich 

information of high-resolution input for the learning algorithm model.

Figure 5. The architecture of SRCNN in BMT image reconstruction
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Classification of BMT Images

Two datasets were prepared, with one consisting of a control dataset (original images 
without image reconstruction) and another (reconstructed images by SRCNN). Both datasets 
contained 600 images, with 200 images for each class split by a ratio of 70% (training): 20% 
(validation): and 10% (testing) and were fed into the CNN classifier. Cross-validation was 
applied in parallel with hyperparameter tuning. Subsequently, the average of the test result 
was taken into consideration. The importance of cross-validation in the model development 
was to avoid bias in the dataset, whereby the dataset was split randomly and swapped between 
training, validation, and testing. This strategy allowed the model to learn better of the whole 
dataset. Consequently, every observation in the dataset appeared in training, thus enabling the 
model to discover the underlying data distribution. The classifier’s output for both datasets 
was then compared to observe the efficiency of SRCNN. 

RESULTS AND DISCUSSION

Image Quality Checking

The greyscale images in Figure 6 show the output, which was categorised as ‘Blurry’, 
with faded segmentation of blood cells in the bone marrow images. Based on the example 
shown in the ET class, the output of the Laplacian variance was 28.65. From the greyscale 
image, the cell separation was seen as unclear. The feature of the megakaryocyte that carried 
important ET class morphology could not be observed accurately. This low-quality image 
could disrupt the learning process in developing the classification model as the features 
could not be differentiated from the background and neighbour cells. Thus, the morphology 
of the bone marrow that should represent a subtype of MPN could not be identified and 
may feed inaccurate information to the model. A similar observation was found in the 
MF class image, where the value of Laplacian variance was 68.32. The fibrosis could be 
seen roughly, and another detailed feature, such as the presence of megakaryopoiesis for 
maturation defect in nuclear components, was unclear. Despite being categorised as a 
blurred image, the value of Laplacian variance was high, approaching 100, which means 
that more apparent segmentation of the bone marrow image could be observed. 

Meanwhile, the PV class has the highest Laplacian variance; more features can be seen 
in the bone marrow greyscale images. However, the value was still lower than the threshold, 
and the image was blurry. Details such as erythroid were probably missed, and the dense 
cellularity can cause the image to be classified as MF class. Therefore, the identified blur 
images needed to undergo image reconstruction using SRCNN to observe the important 
morphological features further.

On the other hand, the ‘Not Blurry’ category is presented in Figure 7, whereby the 
greyscale image shows clear separability between the cells and their background. The 
segmentation of the features was identifiable, and the morphology of the MPN subtype 
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Figure 6. RGB and greyscale image for Laplacian variance <100

Figure 7. RGB and greyscale images for Laplacian variance ≥100
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in the bone marrow image was well-detected. For example, for the ET class output, the 
Laplacian variance output was 5,792.22, and the features of the megakaryocytes could 
be assessed and differentiated from the fat cells in the image effortlessly. More dense 
cellularity could be seen for both MF and PV classes, with the Laplacian variance output 
were 993.41 and 8,010.73, respectively. Furthermore, the hyperlobulation nuclear features 
of the megakaryocytes could be seen clearly, which provided more dominant features of 
the bone marrow to be identified as PV class. Certainly, good image quality boosts the 
performance of the classification model in the learning process and produces better results 
in predicting the output.

Application of SRCNN to Blur Images

An example of bone marrow images for the MF class classified as a blur with a Laplacian 
variance of less than 100 is shown in Figure 8. For the ET class, the value of the Laplacian 
variance of 28.65 was recorded before the image reconstruction. After the image 
reconstruction, the Laplacian variance was increased to 331.65. The segmentation of 
features or cells in the bone marrow image was hard to be seen as separable in the greyscale 
image. After the image reconstruction, the segmentation could be observed clearly. 
Staghorn-like shape to indicate hyperlobulation in nuclear features of megakaryocytes 
was seen clearer. Another example is that the original Laplacian variance for the MF 
class was 68.32 and improved to 804.72 after the image reconstruction. Also, the high 
cellularity of the bone marrow image and a small cluster of megakaryocytes could be 
observed better after the reconstruction. Similarly, for the image of the PV class, a low 
value of Laplacian variance (84.85) before the reconstruction increased to 1,010.37 after 
the reconstruction, which provides a better image in identifying the features of the bone 
marrow. The hypercellular features, too, could be observed better, and the megakaryocytes 
that were seen increased in quantity.

Based on the findings, the original low-resolution images with faded and unclear 
segmentation were transformed into high-resolution images that provided better 
morphological information to the learning algorithm. The observation from the greyscale 
images and the output of the Laplacian variance proved the effectiveness of image 
reconstruction in improving the image quality in the dataset.

Classification Performance

The classification performance was observed using the test dataset and is presented in 
Table 2. The classification report found that the precision output for the ET class by the 
control dataset is higher than the SRCNN dataset. A similar result was observed for both 
SRCNN and control datasets for the MF class, and higher precision output by SRCNN 
was reported for the PV class. The SRCNN showed better recall or sensitivity for the ET 
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and MF classes, but the control dataset provided a better output for the PV class. In the 
F1-score result, the best outcome was given by the SRCNN dataset for all three classes. 
Overall, higher accuracy was shown in the SRCNN dataset, with 92% accuracy, compared 
to the control dataset, with 88% accuracy in classifying the MPN subtypes. 

A further observation from the confusion matrix as presented in Figure 9, the SRCNN 
dataset predicted 17 images of the ET class accurately compared to the control dataset (15 
images). The best performance shown by the SRCNN was in the MF class, with all images 
correctly predicted to true label. Meanwhile, 18 images were classified correctly for the MF 

Figure 8. The output of image reconstruction using SRCNN

Table 2
Classification report for SRCNN and control dataset

Type of 
Dataset

Precision Recall F1-Score
Accuracy

ET MF PV ET MF PV ET MF PV
SRCNN 0.89 0.95 0.90 0.85 1.00 0.90 0.87 0.98 0.90 0.92
Control 1.00 0.95 0.77 0.75 0.90 1.00 0.86 0.92 0.87 0.88
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class by the control dataset. However, the control dataset gave the best output to classify 20 
images correctly for the PV class, while the SRCNN dataset predicted 18 images correctly. 
This outcome suggests that the edges of features in the blurry images were softened (Figure 
8) before the image reconstruction. It may change the morphology features in the PV 
class, where the hypercellularity becomes less visible and more generalised. Due to that, 
the control dataset has a simpler image to classify and produces better output. Overall, the 
SRCNN dataset shows better output to classify two classes (ET and MF classes) than only 
one class (PV class) for the control dataset.

Figure 9. Confusion matrix for: (a) SRCNN; and (b) control
(a) (b)

CONCLUSION

Image quality is a significant practice frequently disregarded in developing a classification 
model (Dodge & Karam, 2016). Low-quality input images can reduce the ability of the 
learning algorithm to produce a robust model. Therefore, enhancing blur images from 
low-quality images is highly significant to be implemented at the early stage of the model 
development. For instance, a low value of Laplacian variance that indicates blur images 
can cause difficulties in observing the morphological cells in BMT images that carry 
major criteria to differentiate MPNs. This situation may reduce information to the learning 
algorithm in identifying important features from the images. Subsequently, the enhancement 
of image quality for BMT image from the SRCNN image reconstruction indicated by the 
improvement of the calculated value of Laplacian variance can produce good quality input 
data. Hence better accuracy from the output of the prediction model can be observed. Based 
on the result, the dataset of SRCNN images produced higher results, with an accuracy of 
92% compared to the control images (88%). In conclusion, image reconstruction using 
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SRCNN has proven to effectively improve the quality of BMT images in the pre-processing 
stage and enhance the performance in the development of the prediction model.
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ABSTRACT

This study documents a cost-effective strategy for managing Malayan sun bears (Helarctos 
malayanus) in the captive, focusing on their weight at the National Wildlife Rescue Centre 
(NWRC), Perak, Malaysia. The weight and development of captive bears’ average aged of 
two months were assessed using data collected over 18 months. Asymptotic bear weight 
was estimated using the von Bertalanffy equation. The growth curves significantly differed 
between male and female bears, with males growing much larger than females from early 
to later growth stages. This study has determined three types of age classes of bears, where 
the age of adult Malayan sun bears are fully grown at 11 years and six months for males 
and eight years and nine months for females. Sub-adult bears ranged between one and six 
years old for males and one and four years for females, while cubs ranged from zero to 
one year old. Furthermore, the ideal weight for captive Malayan sun bears by age was also 

successfully determined. Such information is 
important for the management of this species 
in captivity. Ensuring the correct weight and 
age stage, among other criteria, could be 
useful for successfully releasing rehabilitated 
sun bears into their natural habitats.

Keywords: Captivity, ideal weight, National Wildlife 
Rescue Centre (NWRC), von Bertalanffy equation, 
weight estimation
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INTRODUCTION

The National Wildlife Rescue Centre (NWRC) is part of the central government agency 
of the Department of Wildlife and National Parks (DWNP). As a government agency, the 
DWNP was entrusted to handle human-wildlife conflict in Peninsular Malaysia. This agency 
operates based on the 3R approach: rescue, rehabilitation, and release. In particular, this 
refers to rescuing wildlife and providing shelter, treatment, and rehabilitation before being 
released into their natural habitat. The NWRC has kept many wildlife species (i.e., birds 
and large mammals), including the Malayan sun bear (Helarctos malayanus).

Malayan sun bears are the smallest species of bear on earth and the only bear 
inhabiting the lowland forests of Peninsular Malaysia. Malayan sun bears are threatened 
by ongoing habitat destruction, degradation, and forest fragmentation, leading to human-
bear conflicts (Sethy & Chauhan, 2012). According to the Department of Wildlife and 
National Park Malaysia (2014), <1% of wildlife conflicts reported were from human-bear 
conflicts throughout Peninsular Malaysia. However, this figure does not entirely represent 
the actual human-bear conflict occurring in Peninsular Malaysia since such cases are 
rarely reported (Department of Wildlife and National Parks, 2017) and can be considered 
“silent wildlife conflict”. Moreover, increased poaching and illegal trade (domestic and 
international) in sun bears have become potential threats to their populations in Peninsular 
Malaysia (Shepherd & Shepherd, 2010). These issues must be considered in the sun bear 
conservation strategies; otherwise, the Malayan sun bear may shift from a vulnerable 
to an endangered species.

In managing and conserving wildlife in captivity, animal welfare is compulsory and 
must be prioritised (Bousfield & Brown, 2010). Apart from providing adequate treatment 
to injured animals, assessing their physical features and body weight provides extra 
information regarding their health and helps avoid the possibility of obesity among wildlife 
in captivity (Brook et al., 2014). At the NWRC, three tracks based on the 3R framework 
(rescue, rehabilitation, and release) are used for sun bear rehabilitation. All rescued sun 
bears are assigned to one of the following tracks: (1) immediately released after rescue 
(Track 1), (2) released after undergoing treatment and a short quarantine period (45 days) 
(Track 2), or (3) released after undergoing a long (18 months) rehabilitation process (Track 
3) (Nabilah et al., 2018).

Weight and age data are often used to examine the growth patterns of captive animals, 
particularly in the Ursidae family (bears) (Kingsley et al., 1983; Kingsley et al., 1988; 
McDonough & Christ, 2012). However, information on the weight growth curve of the 
Malayan sun bear remains scarce, especially in the context of rehabilitation centres. 
Moreover, captive Malayan sun bears ideal and mature weights are also scarce, and these 
factors are evolving into a commonly debated issue related to release criteria. Therefore, 
to inform the management and successful release of captive Malayan sun bears, this study 
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examined the growth patterns of male and female bears to determine their ideal weight in 
captivity according to age.

METHODS

Data Collection

Weight data for eight sun bears (four males and four females) were collected under 
anaesthesia to ensure data accuracy and avoid bias. The age of each sun bear was estimated 
based on their physical appearance and previous history. Also, it was confirmed by a cross-
section of the tooth root by trained veterinarians from DWNP (for certain individuals). 
Sun bears with an average age of two months were assessed using data collected over 18 
months. Throughout the assessment, every individual was weight once every month. Most 
sun bears in this study had a conflicting background (Table 1).

Table 1
The backgrounds of individual sun bears received by the NWRC

Individual name Sex Background conflict
Ibam Female Previously kept by indigenous people from Kg. Ibam (Pahang). Experienced 

hydrocephalus that affected her balance, movement, and vision.
Rina Female Previously kept by local people from Pahang.
Tebang Female Previously kept by local people and surrendered to NWRC at the age of 2 

months.
Muaz Female Previously kept by local people from Pahang.
Ampang Male Previously surrendered to the Society for the Prevention of Cruelty to 

Animals in Ampang. One of the legs was amputated due to a serious injury 
from a snare.

Bani Male Previously kept by illegal traders before being confiscated by PERHILITAN.
Bukit Mertajam Male Previously kept by local people from Bukit Mertajam, Pulau Pinang.
Damak Male Previously kept by indigenous people from Perlok, Pahang.

All study individuals were fed up with 10% of their body weight per day. Diets for 
cubs, sub-adults, and adults in captivity were based on NWRC guidelines (Nabilah et al., 
2018). Sub-adults and adults were fed various foods, including commercial fruit, wild fruit, 
fresh meat (chicken, beef and fish), honey, and eggs. Cubs were fed 15% of their total body 
weight in reconstituted milk daily, which did not exceed 5% per feed. Cubs were fed milk 
every 2–3 hours, and the feeding frequency was reduced until cubs reached a total weight 
of 20 kg. It is the standard feeding procedure for both genders of Malayan sun bear at 
NWRC (Nabilah et al., 2018). The body weight of bears was maintained at the optimum 
body condition score (body score 3), in which the body appears to be corpulent, with an 
obvious layer of fat covering the pelvis and shoulder region and a sunken area between 
the ribs and rump being absent (Beecham et al., 2016).
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Data Analysis

We used the von Bertalanffy method to determine the growth rate of Malayan sun bears. 
This method is widely used to measure the growth of many animal groups, particularly 
among the Ursidae family (Kingsley, 1979; Kingsley et al., 1983; Swenson et al., 2007; 
McDonough & Christ, 2012). This method estimates the length or weight of wild and 
captive animals (de Lima Amancio et al., 2014). As such, the von Bertalanffy method is 
useful for estimating bears’ maximum growth (mature growth). Furthermore, the calculated 
parameter equation can determine other parameters, such as the rate parameter, k, and the 
weight or length at early ages (t = 0).

Thus, in the present study, we used the von Bertalanffy equation for best fit to determine 
the weight-age relationship pattern of sun bears in captivity.

The weight-age equation is:

Wt= W∞[1-exp(-k(t-t0))]3

where Wt is the weight at age t; W∞ is the limiting or final weight; k is the rate parameter; 
and t0 is the weight at t = 0.

Moreover, the standard error and confidence interval were calculated for both male 
and female sun bears. All analyses were conducted using the statistical program R (v 3.4.3) 
using the FSA and nlstools packages.

The ideal weights of Malayan sun bear according to age were grouped based on the age 
percentile growth of the population. This method was adapted based on the classification 
of age percentile growth patterns of human children and teens in the United States (CDC, 
2000), which includes the following categories: underweight (5% confidence interval), 
overweight (85% confidence interval), and obese (95% confidence interval) while the 
mean curve represents the optimum weight for the population.

A comparison of weight growth between male and female Malayan sun bears was 
performed based on information produced by the von Bertalanffy models. In order to 
compare weight growth between sexes, extrapolation growth curves were plotted for both 
sexes, and comparisons were based on the confidence intervals of both growth curves 
(McDonough & Christ, 2012).

RESULTS

The parameters based on the von Bertalanffy equation are provided in Table 2, while the 
extrapolation of fitted curves is presented in Figure 1. The estimated final weight of male 
Malayan sun bears is significantly greater compared to females, as male weight ranged from 
59.16–71.54 kg, and female weight ranged from 59.10–53.74 kg. Although the average 
male weight is greater than the female’s, all parameters showed no significant sex-based 
differences.
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Growth curves for both males and females increased greatly during the initial year 
of growth, and the growth rate gradually began to decrease in the second year and then 
became much slower until reaching an asymptote. However, males reached an asymptote 
of the estimated mature adult weight slightly later (11 years and 6 months) than females 
(eight years and nine months). Comparing growth curves based on the confidence intervals 
between male and female bears indicated that males differed significantly from females, 
growing much larger than females from early until final growth stages (Figure 1).

The findings suggest that bears aged zero to one year can be considered juveniles, a 
stage with a higher growth rate. After one year, both male and female bears tend to exhibit 
the sub-adult growth pattern, where weight growth begins to develop slowly. For male 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Growth weight curve for male and female Malayan sun bears at the NWRC 
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Figure 1. Growth weight curve for male and female Malayan sun bears at the NWRC

Table 2
Estimated male and female sun bear parameters were calculated using the von Bertalanffy method, with the 
standard error and upper/lower confidence intervals

Final Estimation Std. Error 5% LCI (kg) 95% UCI (kg)
W∞ (male) 65.35 6.185 58.03 83.65
W∞ (female) 51.92 1.824 49.71 55.31
K (male) 0.067 0.018 0.035 0.102
K (female) 0.094 0.009 0.076 0.111
t0 (male) -11.626 4.276 -24.315 -6.51
t0 (female) -5.943 1.017 -8.387 -4.375

Note. W∞: limiting or final weight; k: rate parameter; t0: weight at t = 0
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bears, the sub-adult growth pattern occurs from one to six years of age, with males reaching 
the adult stage at six years of age or more. However, males were estimated to reach the 
mature adult stage at 11 years and six months, where growth reaches an asymptote. The 
sub-adult growth pattern was evident for females between one and four years of age. After 
that, females reach the adult stage at four years old and then the mature adult stage at eight 
and nine months.

The ideal weight of Malayan sun bears in captivity was determined based on the von 
Bertalanffy model, with confidence intervals of 5%, 85%, and 95% (Table 3). Five per 
cent of the confidence interval will represent underweight, an 85% confidence interval 
will represent overweight, and a 95% confidence interval will represent obese. The mean 
middle curve indicates the optimum weight for the population.

DISCUSSION

The weight development patterns between male and female sun bears were similar to that of 
polar bears (U. maritimus) (Kingsley, 1979), grizzly bears (U. arctos horribilis) (Kingsley et 
al., 1983), Asiatic black bears (U. thibetanus) (Skripova, 2007), and brown bear (U. arctos) 
(Swenson et al., 2007), where males are heavier than females. Such findings correspond 
with the higher aggressiveness of males compared to females. It could be due to sexual 
dimorphism in ursids, where males are commonly larger, heavier, and more aggressive and 
competitive for food and territory. For example, due to competition over mates, evolutionary 
effects on the weaponry and body size of males have made them more aggressive, larger, 
and heavier than females (Lindenfors & Tullberg, 2011). Therefore, this finding supports 
the obvious sexual dimorphism observed in Malayan sun bears.

Based on the growth curves in this study, growth rates are highest between 0–1 year 
for both genders, then become slower between years 1–6, and are slowest at six years and 
above before reaching an asymptote for male, while females become slower between years 
1–4, and are slowest at four years and above before reaching an asymptote. This study 
recognised three growth stages: juvenile, sub-adult, and adult. These three growth stages 
were based on growth rates, with juvenile stages characterised by the highest growth rates 
and adults being the slowest than sub-adults (Begall et al., 1999).

This information is important for ex-situ conservation programmes and wildlife 
management, where more intensive care is needed at the present stage. At 12 months of 
age, we determined that Malayan sun bears can be considered in a transition stage from 
juvenile to sub-adult, with the transition from milk to fully solid food being recognised 
as the end of the weaning stage (Hayseen & Orr, 2017). However, weaning in captivity 
could be different from wild conditions since it involves the introduction of solid foods. 
Lintzenich et al. (2006) reported that juvenile sun bears consuming a solid food mix with 
reconstituted milk could begin as early as two months old, while the process can last until 
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they are 11 months old. This observation is congruent with our findings, in which the end 
of the weaning stage occurs at less than 12 months of age and involves these individuals 
being considered sub-adults. At this stage, solid foods of high nutrient content are important 
for maintaining the health and growth development of Malayan sun bears, as the growing 
juvenile-sub-adult stage (increasing in size) has greater caloric requirements compared to 
the adult stage.

Males reach the adult stage at six years old, while females reach it at four years old. 
The adult stage is characterised by the slowest growth rates or a lack of growth, following 
Begall et al. (1999). This result could provide useful information for sun bear management 
in both wild and captive conditions and inform the optimal timing for the release of 
rehabilitated individuals back into the wild. Releasing wildlife following rehabilitation 
has become a hot topic among conservation and rehabilitation centres, with the success of 
conservation or rehabilitation programmes being measured on the survivability of released 
wildlife (Grogan & Kelly, 2013). Thus, the timing of releasing sub-adult and adult bears 
has become an issue of concern currently being debated among conservation practitioners.

The present study provides important information for wildlife management 
programmes, such as the Malayan sun bear release programme practised by the NWRC. 
Choosing suitable individuals with accurate age stages for release is critical for ensuring 
the survivability of Malayan sun bears in the wild. Previous studies have indicated that 
young bears or cubs rarely survive after being released (Beecham et al., 2016) due to being 
prone to predation by large carnivores and relatively defenceless against human threats 
such as poachers. Furthermore, young bears’ lack of survival skills also contributes to 
their low survival in natural habitats (Fagen & Fagen, 2004). Therefore, it is crucial to 
ensure that they develop appropriate skills for foraging for food, climbing, and nesting in 
rehabilitation centres so that they possess the capacity to explore their surroundings and 
adapt to a new habitat. Thus, releasing juveniles into the wild is not the best option for 
release programmes. However, releasing adults is also not the best option, as the more 
time bears are kept captive, the more habituated they become towards keepers, thereby 
decreasing their possibility of survival in the wild (Beecham et al., 2015). Thus, the present 
study suggests that the optimal time for releasing sun bears is at the sub-adult stage (one 
to six years for males; one to four years for females). In addition, individuals’ physical 
characteristics and behaviour are also important factors to consider (Beecham et al., 2016).

Furthermore, the ideal weight of a captive Malayan sun bear was established according 
to sex (Tables 3 and 4). Food and weight management are crucial to successfully managing 
wildlife in captivity. Notably, the establishment of an optimal weight is very important 
in managing captive bear health and monitoring food requirements since too much food 
causes obesity and an increased risk of health problems such as coronary heart disease and 
diabetes (Goodchild & Schwitzer, 2008), while the presence of underweight individuals 
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potentially indicates a diet of poor nutritional value, underfeeding, parasites, diseases, or 
dental issues. Thus, the guidelines provided in the present study can increase the efficiency 
of managing the welfare and health of captive Malayan sun bears, particularly at the 
National Wildlife Rescue Centre (NWRC).

Table 3
The ideal weight of male Malayan sun bears from early to late growth stages

Age/year Weight (kg) Underweight 5% Overweight 85% Obese 95%
0 10.85 6.16 14.49 16.43
1 33.75 31.7 35.44 36.16
2 49.78 47.62 50.69 51.31
3 58.17 55.19 60.24 61.06
4 62.13 57.09 66.19 68.82
5 63.92 57.73 69.49 74.47
6 64.72 57.94 71.37 77.94
7 65.08 58 72.4 80.2
8 65.23 58.03 72.98 81.61
9 65.30 58.03 73.3 82.5
10 65.33 58.03 73.48 83.07
11 65.34 58.03 73.57 83.42

11.5 65.35 58.03 73.62 83.65

Note. Weight stage indicators: underweight (5% confidence interval), overweight (85% confidence interval), 
and obese (95% confidence interval)

Table 4
The ideal weight of female Malayan sun bears from early to late growth stages

Age/year Weight (kg) Underweight 5% Overweight 5% Obese 95%
0 4.07 2.92 3.04 5.55
1 28.09 27.44 27.59 28.86
2 43.13 42.55 42.65 43.73
3 48.96 47.66 47.82 50.59
4 50.95 49.16 49.29 53.44
5 51.6 49.56 49.72 54.63
6 51.82 49.67 49.86 55.06
7 51.89 49.7 49.91 55.23
8 51.91 49.71 49.92 55.29

8.75 51.92 49.71 49.92 55.31

Note. Weight stage indicators: underweight (5% confidence interval), overweight (85% confidence interval), 
and obese (95% confidence interval)
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CONCLUSION

The present study supports that weight data cannot be neglected in managing captive 
wildlife. A reliable model to determine the sub-adult stage is important for release. This 
model is important for creating work plans to handle wildlife, prioritising animal welfare 
until their release into natural habitats. We propose that the present findings can be used 
to inform captive wildlife management, rehabilitation, and release programmes.
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ABSTRACT
Foodborne illness has always been a major public health concern, usually caused by cross-
contamination during food preparation. Salmonella is one of the most reported pathogens, 
which can attach to and survive on food contact surfaces by forming a biofilm. Biofilm 
formation enhances the persistence of food pathogens and protects them from external 
threats, and increases their resistance to chemical disinfectants. This systematic review 
aims to obtain an overview of the Salmonella biofilm formation on food contact surfaces 
and the efficacy of chemical disinfectants based on the latest scientific data. Preferred 
Reporting Items for Systematic Reviews and Meta-analyses (PRISMA) guidelines were 
used to carry out the study. From the review, plastic (91%), stainless steel (64%), and 
sodium hypochlorite (86%) were most commonly tested. Most chemical disinfectants 
used in the reported studies were sodium hypochlorite (NaOCl, 100–500 mg/L), hydrogen 
peroxide (H2O2, 0.56%), and benzalkonium chloride (BAC, 100–400 µg/ml). The result 
showed that Salmonella contamination was more common on hydrophobic food contact 
surfaces like wood and concrete than on hydrophilic surfaces like glass. In addition, the 
previous studies also revealed that biofilm formation on stainless steel, plastic, and silicone 
rubber surfaces was not significantly different. Plus, most chemical disinfectants showed 

inefficacy in eliminating Salmonella biofilm 
at regular concentrations (<0.05%). It shows 
that frequent cleaning is important to avoid 
biofilm formation and ensure the maximum 
efficacy of the sanitisers.

Keywords: Biofilm, disinfectant, efficacy, food contact 
surface, Salmonella 
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INTRODUCTION

Foodborne illness or food poisoning is any disease caused by consuming contaminated 
food or food containing toxins. Foodborne illness is a serious global public health issue. 
According to the World Health Organization (WHO, 2020), around 600 million people 
are affected by foodborne illness, and 420,000 deaths are reported yearly. One of the most 
prevalent bacteria that can cause foodborne disease is Salmonella spp. They are rod-shaped, 
Gram-negative, and non-spore-forming foodborne pathogens (Abeysundara et al., 2018). 
Food contaminated with Salmonella can pose health issues and lead to diarrhoeal diseases. 
Contaminated eggs and poultry also cause most Salmonella-related foodborne outbreaks, 
and many cases related to fresh produce like tomatoes and leafy vegetables were also 
reported (Anderson et al., 2011; Painter et al., 2013). Salmonella is ubiquitous bacteria that 
can survive in a dry environment for several weeks and months in water. The cell diameter 
can range from 0.7 to 1.5 μm and 2 to 5 μm in length (Fàbregaa & Vila, 2013). Salmonella 
grows between 5℃ to 45℃, with an optimum growth temperature of 35℃ to 37℃. 

Salmonella is classified into 2 major serovars: Typhoidal and Non-Typhoidal Salmonella 
(NTS). Salmonella enterica serotype Enteritidis (S. Enteritidis) and Salmonella enterica 
serotype Typhimurium (S. Typhimurium) are the two major NTS that cause salmonellosis. 
Salmonella Enteritidis and S. Typhimurium are also classified as broad-host-range serovars 
that seldom trigger systemic infection; however, they can inhabit the alimentary tract of a 
wide range of animals (Graziani et al., 2017). Salmonellosis can cause infection in most 
people, but certain groups are more vulnerable, like youngsters, the elderly, and those 
with chronic diseases and weakened immune systems. Thoroughly cooking the food 
can effectively destroy most cells, and freezing may cause damage to Salmonella, but 
it does not guarantee destruction to these microbes as it can survive prolonged storage 
under freezing conditions (Jay et al., 2003). Salmonella cross-contamination can happen 
during the whole food supply chain: harvesting, processing, transportation, storage, and 
distribution. Therefore, proper food handling measures are important in every stage of the 
food supply chain. The cleanliness of food contact surfaces is vital, especially during food 
preparation. It is where the application of disinfectants and sanitisers is crucial. 

Disinfection of food contact surfaces is crucial in maintaining the safety and quality 
of food products and reducing contamination by foodborne pathogens (Zhang et al., 
2021). Most commonly, the disinfectants would have active ingredients such as chlorine, 
quaternary ammonium compounds, peroxides, peracids, acid anionics, and alcohol that 
have an antimicrobial effect (Fraser et al., 2021). The general protocol for using chemical 
disinfectants is to clean the surface, rinse with potable water, apply the disinfectant, rinse 
again using potable water, and finally apply a food-grade sanitiser. However, the effectiveness 
of sanitisers and disinfectants may be affected by multiple factors such as temperature, the 
presence of organic matter, its concentration, and the type of surfaces (Møretrø et al., 2009). 
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Salmonella biofilm can also affect the efficacy of disinfectants. Once Salmonella biofilm is 
formed, its survival ability and persistence will be enhanced and made very difficult to kill 
by normal sanitation compared to planktonic cells (Giaouris et al., 2012).

Biofilm is responsible for most food poisoning outbreaks related to food contact 
surfaces (Chen & Wang, 2020; Shao et al., 2020). Unlike planktonic cells, it is hard to 
eliminate biofilm as it has higher persistence to sanitiser and disinfectant. In addition, 
Salmonella spp. has been linked as the causative agent for foodborne illness in many cases 
in recent years (Akinola et al., 2020), and the formation of biofilm on food contact surfaces 
certainly contributes to cross-contamination and increases the risk of a foodborne outbreak 
(Lee et al., 2020). Therefore, many studies were conducted to identify the characteristics of 
biofilm and the effectiveness of disinfectants on it. Therefore, this research aims to obtain 
an overview of the Salmonella biofilm formation on food contact surfaces and the efficacy 
of chemical disinfectants based on the latest scientific data systematically extracted from 
authoritative publications databases. 

METHODS

Data Sources and Search Strategy 

The preferred Reporting Items for Systematic Reviews and Meta-analyses (PRISMA) 
guideline was used for the study. The literature search was conducted on ScienceDirect, 
PubMed, and Scopus using specific search terms (Table 1). Keywords used were 
Salmonella, biofilm, disinfectants, and food contact surface. 

Table 1 
The search string used for the systematic review process 

Databases Keywords used 
ScienceDirect Title, abstract, keywords: ("Salmonella") AND ("biofilm") AND ("food contact surface*") 

AND ("disinfect*” OR "clean*") AND ("resist*" OR "surviv*" OR "inactiv*") 
Scopus OR ''infectioncontrol'' OR ''cross infection'') AND ("resist*" OR "surviv*" OR 

"inactiv*")) 
PubMed (Salmonella) AND (biofilm) AND (food contact surface*) AND (disinfect* OR clean* 

OR decontamina* OR sanitiz*) AND (resist* OR surviv* OR inactiv*) 

Inclusion and Exclusion Criteria

Studies were included if they focused on Salmonella biofilm on food contact surfaces; the 
prevalence of Salmonella biofilm can be calculated; are written in English; focusing on 
the Salmonella biofilm sensitivity to chemical disinfectants; and were published between 
2010 to 2021.

Studies were excluded if the articles were unrelated to Salm onella contamination; 
samples were collected from other resources instead of food contact surfaces; specific 
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pathogenic bacteria and the sample sources were not reported; focusing on physical 
disinfectants; and published in non-English language journals.

Data Extraction 

In this review, the data extraction focused on relevant descriptive and quantitative variables 
from the selected manuscripts. The variables include the Salmonella strains, food contact 
surface types, total samples collected, disinfectant types and concentrations, and the 
bacterial count of the Salmonella strains. The extracted data analysis was conducted by 
reading the full articles and then narrowing them with specific search terms. Only relevant 
information was synthesised and summarised in the result of this study.

RESULTS AND DISCUSSION

General Finding and Results of Search

The online database search on ScienceDirect, Scopus, and PubMed was completed in 
September 2021, limiting studies from 2010 to 2021. After a proper screening process, 
only 11 articles were included in the review (Figure 1). 

Among 11 articles included in the literature review, only 1 article did not mention the 
specific serotype of Salmonella, while the numbers of articles focused on S. Enteriditis, 
S. Agona, S. Typhimurium, and S. Hadar were 6, 2, 5, and 1, respectively. Four out of 

Figure 1. PRISMA flowchart—Selection process of eligible articles
Note. *One additional article was retrieved from Wiley Online Library
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11 articles focus mainly on Salmonella 
biofilm formation on food contact surfaces, 
2 articles focus on chemical disinfectant 
efficacy on Salmonella biofilms only, and 
5 articles focus on Salmonella biofilm 
formation and chemical disinfectant efficacy 
on Salmonella biofilms. 

A total of 9 types of surfaces were tested 
in the studies. Plastic is the most studied 
food surface area (10/11), followed by 
stainless steel (7/11), glass (4/11), silicon 
rubber (2/11), concrete (2/11), and tile (2/11) 
(Table 2). Several types of plastic were used 
as the surface for the biofilm formation: 
polycarbonate, polystyrene, polyvinyl 
chloride, polyethene, and polypropylene. 
Most authors did not specify the constituents 
of surface materials used in their study. Only 
Corcoran et al. (2013a; 2013b) mention 
borosilicate glass and glazed tile. 

As for the articles that evaluate the 
efficacy of chemical disinfectants, sodium 

Table 2
Food contact surfaces and types of chemical 
disinfectants extracted from the articles

Types of surfaces Article 
numbers 

1. Plastic 10/11
2. Stainless steel 7/11
3. Glass 4/11
4. Silicone rubber 2/11
5. Concrete 2/11
6. Tiles 2/11
7. Wood 1/11
8. Granite 1/11
9. Formica laminate 1/11
Types of chemical disinfectants
1. Sodium hypochlorite (NaOCl) 6/7
2. Benzalkonium chloride (BAC) 2/7
3. Chlorine oxide (Cl2) 2/7
4. Sodium hydroxide (NaOH) 1/7
5. Triclosan 1/7
6. Peracetic acid 1/7
7. Ammonium quaternary compound 

(QUAT)
1/7

8. Chlorine (Cl2) 1/7

hypochlorite (NaOCl) was most commonly used (6/7), followed by benzalkonium chloride 
(BAC) (2/7) and hydrogen peroxide (H2O2) (2/7) (Table 2). In addition, Singla et al. (2014) 
studied the effective concentrations of ozonated water and organic acids against the growth 
of bacterial pathogens. 

Biofilm Formation on Food Contact Surfaces 

The outcome of Salmonella biofilm adherence on food contact surfaces is presented in Table 
3. Corcoran et al. (2013b) reported that all tested strains of S. Agona, S. Typhimurium, 
and S. Enteriditis formed denser biofilm on tile and concrete (hydrophobic) and formed 
less dense biofilm on steel (hydrophilic). In general, S. Agona biofilms are denser than S. 
Enteriditis on all five surfaces (glass, stainless steel, polycarbonate, concrete, and tile). S. 
Typhimurium also formed a denser biofilm than S. Enteriditis. However, the comparison 
of S. Typhimurium and S. Agona biofilm shows a less consistent pattern and overall 
insignificant differences.

Moreover, Dantas et al. (2018) found that the glass surface is better at preventing 
Salmonella biofilm formation (P<0.05) as compared to wood and plastic. After being 
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Table 3 
The selected outcome of Salmonella biofilm adhesion on food contact surfaces

Test Organism Surface Study Adhesion 
time (hour)

Bacterial count 
(log CFU/cm2)

Salmonella spp. 
(without specifying 
serovars)

Stainless steel Ashrafudoulla et al. (2021) 24 6.17±0.04
Silicon rubber Ashrafudoulla et al. (2021) 24 6.30±0.08 
Plastic Ashrafudoulla et al. (2021) 24 6.28±0.05

S. Enteriditis Stainless steel Corcoran et al. (2013b) 24 4.73–5.71
 Corcoran et al. (2013a) 48 4.73
 Corcoran et al. (2013a) 168 6.87
 Silva et al. (2010) 12 5.26
Plastic Corcoran et al. (2013b) 24 5.20–5.72
 Corcoran et al. (2013a) 48 5.20
 Corcoran et al. (2013a) 168 6.80
Glass Corcoran et al. (2013b) 24 4.85–5.61
 Corcoran et al. (2013a) 48 4.85
 Corcoran et al. (2013a) 168 6.73
Concrete Corcoran et al. (2013b) 24 6.43–6.74
 Corcoran et al. (2013a) 48 6.43
 Corcoran et al. (2013a) 168 7.65
tile Corcoran et al. (2013b) 24 7.02
 Corcoran et al. (2013a) 48 7.02
 Corcoran et al. (2013a) 168 8.04
Granite Silva et al. (2010) 12 6.00

S. Agona Stainless steel Corcoran et al. (2013b) 24 5.38–6.12
 Corcoran et al. (2013a) 48 5.80–6.12
 Corcoran et al. (2013a) 168 5.29–6.92
Plastic Corcoran et al. (2013b) 24 6.03–6.81
 Corcoran et al. (2013a) 48 5.59–6.33
 Corcoran et al. (2013a) 168 5.46–6.67
Glass Corcoran et al. (2013b) 24 5.41–6.16
 Corcoran et al. (2013a) 48 5.41–5.81
 Corcoran et al. (2013a) 168 5.91–7.26
Concrete Corcoran et al. (2013b) 24 6.08–7.47
 Corcoran et al. (2013a) 48 6.75–7.08
 Corcoran et al. (2013a) 168 7.08–7.59
tile Corcoran et al. (2013b) 24 6.94–7.59
 Corcoran et al. (2013a) 48 6.94–7.56
 Corcoran et al. (2013a) 168 7.52–7.87

S. Typhimurium Stainless steel Corcoran et al. (2013b) 24 5.46–6.28
 Corcoran et al. (2013a) 48 5.71–6.28
 Corcoran et al. (2013a) 168 6.00–6.59
 Bayoumi et al. (2012) 72 1.63–1.96
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washed with disinfectant and hot water, the highest percentage of recovery was seen 
on wood (60%) and plastic (40%), whereas glass (10%) showed the lowest percentage 
of recovery of S. Enteritidis. The result also suggested that the cleaning procedure did 
not remove the Salmonella biofilm completely. Similarly, Djebbi-Simmons et al. (2019) 
reported that S. Typhimurium survived better on plastic and Formica laminate (hydrophobic 
surface) than on stainless steel (hydrophilic surface) at drying time of 24 h at medium and 
high (4 log CFU/cm2 and 6 log CFU/cm2, respectively) microbial loads. Furthermore, Silva 
et al. (2010) noted that the number of S. Enteriditis adhered to granite (hydrophobic) was 
greater than stainless steel (hydrophilic) (P<0.05), which were 6.00 and 5.26 log CFU/
cm2, respectively. Besides, in between the two types of plastic tested, Singla et al. (2014) 
recovered more counts of S. Typhimurium biofilm from PVC (ranged from 4.5±0.07 to 
6.2±0.05 log CFU/g) than from polyethene bag (ranged from 4.2±0.07 to 5.8±0.08 log 
CFU/g). 

In studies by Corcoran et al. (2013a), even though limitation existed as there was 
incomplete removal of 168h biofilm from coupons by sonication, 168 h biofilm were overall 
denser than 48 h biofilm on all surfaces (glass, stainless steel, polycarbonate, concrete, and 
tile) for all S. Agona, S. Typhimurium, and S. Enteriditis tested. Moreover, tile recorded 
the highest number of pathogens recovered (7.56 and 8.04 log CFU/cm2 for 48 h and 168 
h, respectively). In comparison, stainless steel recorded the least (4.73 and 5.29 log CFU/
cm2 for 48 h and 168 h, respectively) among 5 tested surfaces. Besides, the S. Enteriditis 
strain also formed denser biofilm on 4 (stainless steel, plastics, glass, and concrete) out of 

Test Organism Surface Study Adhesion 
time (hour)

Bacterial count 
(log CFU/cm2)

Plastic Corcoran et al. (2013b) 24 5.92–6.10
 Corcoran et al. (2013a) 48 6.10–6.53
 Corcoran et al. (2013a) 168 6.25–6.30
 Singla et al. (2014) 72 4.20±0.07–

6.20±0.05
 Bayoumi et al. (2012) 72 1.74–2.03
Glass Corcoran et al. (2013b) 24 5.15–5.41
 Corcoran et al. (2013a) 48 5.15–5.41
 Corcoran et al. (2013a) 168 5.97–6.30
Concrete Corcoran et al. (2013b) 24 6.70–7.00
 Corcoran et al. (2013a) 48 6.78–7.00
 Corcoran et al. (2013a) 168 6.93–7.47
tile Corcoran et al. (2013b) 24 7.01–7.23
 Corcoran et al. (2013a) 48 7.17–7.23
 Corcoran et al. (2013a) 168 7.62–7.73

Table 3 (continue)
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5 surface areas (stainless steel, plastics, glass, concrete, and tile) tested as compared to S. 
Agona and S. Typhimurium strains.

In contrast, Rodríguez-Melcón et al. (2018) observed higher S. Hadar biofilm formation 
on a hydrophilic surface (glass) than on a hydrophobic surface (polystyrene) with regards 
to the biovolume and percentage of coverage. However, other tested microorganisms like 
Listeria monocytogenes, methicillin-resistant Staphylococcus aureus, and vancomycin-
resistant Enterococcus faecium showed no difference in biofilm formation on both surfaces. 
Further analysis revealed that the percentage of surface coverage, biovolume, and thickness 
of the S. Hadar increased when the incubation time increased. 

On the other hand, Ashrafudoulla et al. (2021) reported there is no significant difference 
among the S. Enteriditis biofilm formation on plastic, stainless steel, and silicon rubber 
(P>0.05) at 24 h adhesion times, ranging from 6.17±0.04 log CFU/cm2 (stainless steel) to 
6.30±0.08 log CFU/cm2 (silicon rubber). In another study, Bayoumi et al. (2012) tested the 
adherence of S. Typhimurium isolated from raw milk and dairy product to stainless steel 
and polypropylene and found that the type of surface used does not significantly influence 
the adherence of the pathogen. Although all strains tested were able to adhere to both 
surfaces, no significant difference was observed between tested surfaces for S. Typhimurium 
(polypropylene and stainless steel). This study also found that the S. Typhimurium strain 
had the highest recovered count (7.34 log CFU/cm2 on polypropylene and 7.27 log CFU/cm2 
on stainless steel) as compared to Staphylococcus aureus and Cronobacter sakazakii after 
72 h incubation (S. aureus and C. sakazakii were 5.7 and 5.48 log CFU/cm2, respectively 
on polypropylene and 5.23 and 5.44 log CFU/cm2, respectively on stainless steel).

Biofilm formation often depends on three factors: bacteria cells, type of surfaces, and 
environmental factors. This review highlights the role of food contact surfaces in Salmonella 
biofilm formation and adherence and the effect of chemical disinfectants on the Salmonella 
biofilm. Surface roughness, texture, porosity, and wettability often affect the hydrophobicity 
of a surface. Generally, a surface will be classified as hydrophobic if its droplet contact 
angle is higher than 90 degrees; however, hydrophilic surfaces have less than 90 degrees 
of droplet contact angle measurement (Chieng et al., 2019). Six out of nine articles agreed 
that hydrophobic surfaces are more susceptible to biofilm formation (Silva et al., 2010; 
Corcoran et al., 2013a; 2013b; Singla et al., 2014; Dantas et al., 2018; Djebbi-Simmons et 
al., 2019); however, the opposite was observed in Rodríguez-Melcón et al. (2018) while 
Bayoumi et al. (2012) and Ashrafudoulla et al. (2021) found no significant difference in 
biofilm formation on hydrophobic and hydrophilic surfaces. 

The result showed there is a trend that biofilms are more likely to form on hydrophobic 
surfaces than on hydrophilic surfaces, which is under numerous studies (Cerca et al., 2005; 
Di Ciccio et al., 2015; Delaviz et al., 2015). It is because most bacterial cell wall proteins 
adhere easily to a hydrophobic surface, which results in a strong binding force, thus, 



2195Pertanika J. Sci. & Technol. 31 (5): 2187 - 2201 (2023)

Salmonella Biofilm on Food Contact Surfaces

allowing the formation of more abundant and profuse biofilms (De-la-Pinta et al., 2019). 
Nevertheless, the variability of the results may be due to several reasons, including high 
variability in testing procedure, types of tested Salmonella strains, and physiochemical 
properties of the microbes. Besides, most studies did not report information regarding the 
degree of surface hydrophobicity, which significantly impacts biofilm adherence. A general 
name such as plastic was used in some studies despite there being at least 7 types of plastic 
available, and each has its distinct characteristics (Dantas et al., 2018; Djebbi-Simmons 
et al., 2019; Byun et al., 2021).

Chemical Disinfectants’ Efficacy 

Selected chemical disinfection efficacy against Salmonella biofilm on food contact surfaces 
is summarised in Table 4. Bayoumi et al. (2012) noted that applying 250 mg/L of NaOCl for 
30 s disinfected all S. Typhimurium planktonic cells on stainless steel and polypropylene. 
Although the same amount of NaOH cannot completely remove S. Typhimurium biofilm 
on both surfaces, it showed more than 6 log CFU/cm2 reduction, which was significant 
(P<0.05). 

Byun et al. (2021) studied the efficacy of chlorine-based disinfectants against S. 
Enteriditis biofilm formed on stainless steel, silicone rubber, and plastic and found that the 
average population of S. Enteriditis biofilm decreased significantly (P<0.05) on all tested 
surfaces as the disinfectant concentration increased from 10 to 100 μg/mL and reaction 
time increased from 1 to 5 min. On stainless steel, a minimum 3.77 log CFU/cm2 reduction 
was shown by NaOCl and not detected by ClO2. On plastic, a minimum 3.50 log CFU/cm2 
reduction was shown by NaOCl and 5.49 log CFU/cm2 by ClO2. Silicon rubber showed the 
least minimum reduction among tested surfaces: 3.21 log CFU/cm2 by NaOCl and 5.20 
log CFU/cm2 by ClO2. The results indicated that ClO2 is more effective than NaOCl at 
removing S. Enteriditis biofilm from stainless steel, followed by plastic and silicon rubber. 

Corcoran et al. (2013a) reported a reduction in cell counts increased as exposure time 
(up to 90 minutes) to disinfectant increased for 48h biofilm. Nevertheless, NaOCl (500 
mg/L) and BAC (0.02%) were not effective in eliminating 48h Salmonella biofilm as 
only sodium hydroxide (1 M) demonstrates complete elimination. No disinfectants fully 
eradicate 168h biofilm or achieve a ≥4 log reduction. 

Silva et al. (2010) observed greater efficacy (P<0.05) of NaOCl (100 mg/L of total 
available chlorine, pH=10) and peracetic acid (60 mg/L, pH=3) than the QUAT (200 mg/L, 
pH=9). In addition, no significant difference in disinfectant efficacy against S. Enteriditis 
that adhered to granite and stainless-steel surfaces was observed. 

The study by Djebbi-Simmons (2019) showed that H2O2 (0.88%, 10 min) was able 
to eradicate S. Typhimurium biofilm on all tested surfaces completely, whereas NaOCl 
(0.0095%, 2 min) achieved 31–32% and 34–35% disinfection efficacy against long-term 
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stationery (14 days) cell at 2 and 24 h, on plastic and stainless-steel surfaces respectively, 
but only 26% on Formica laminate surface when the initial microbial load was high. 
The log-phase cell (6 h) showed the least resistance to NaOCl disinfection among the 3 
growth-phase cells. 

In a study by Rodrigues et al. (2011) comparing the minimum biofilm eradication 
concentration (MBEC) of 4 disinfectants, NaOCl showed the lowest MBEC for all S. 
Enteriditis strains tested, ranging from 6.3 to 12.5 μg/ml, followed by BAC (100 to 400 μg/
ml) and H2O2 (5.6-90 mg/ml). On the other hand, disinfection by triclosan showed lower 
susceptibility since it failed to eliminate any S. Enteriditis biofilm even at the maximum 
concentration (4,000 μg/ml).

Another study by Singla et al. (2014) was conducted to determine the efficacy of 
disinfectants in reducing biofilm on food contact surfaces such as PVC pipes, polyethene 
bags, plastic surfaces, and fresh produce. The research discovered that 2 ppm of ozonated 
water was most effective in inhibiting S. Typhimurium biofilm growth, and 2% organic acid 
is needed to inhibit S. Typhimurium biofilm growth. Results also showed that the sensitivity 
of the tested strain against disinfectant decreased biofilm formation. Interestingly, the study 
discovered that with a combination of 2% malic acid and 2 ppm of ozonated water, biofilm 
formation was significantly reduced (p<0.05) after 20 h and 40 h exposure. 

As for the efficacy of chemical disinfectants, NaOCl has been widely applied in 
disinfection for its low cost, ease of use, and effectiveness (CDC, 2014). In the present 
review, despite showing higher efficacy among tested chemical disinfectants, four out of 
six studies found that NaOCl was less effective in eradicating Salmonella biofilm (Silva et 
al., 2010; Bayoumi et al., 2012; Corcoran et al., 2013a; Djebbi-Simmons et al., 2019). The 
concentration of NaOCl used ranged from 100 mg/L to 500 mg/L. Although significant 
reductions were observed, none of the NaOCl used in these studies could fully eliminate 
Salmonella biofilm, even at high concentrations. These results also suggested that NaOCl 
is less effective in removing Salmonella biofilm at regulatory concentration. However, 
using a high concentration of chlorine-based disinfectant may produce by-products that 
are potentially harmful to public health, such as chloroform which is probable carcinogenic 
(CDC, 2014). Plus, sodium hypochlorite is reported to cause inflammation and skin irritation 
(Chia et al., 2016). 

On the other hand, Rodrigues et al. (2011) and Byun et al. (2021) reported that NaOCl 
was effective against Salmonella biofilm. Rodrigues et al. (2011) found that the MBEC 
of tested NaOCl were lower than recommended concentration, and BAC. In contrast with 
Djebbi-Simmons et al. (2019), NaOCl in this study also proved to have higher efficacy than 
H2O2. Again, the inconsistency may be due to the high variation of the testing procedure, 
types of tested Salmonella strains, and physiochemical properties of the microbes. Exposure 
time may act as a factor that affects the efficacy of disinfectants; as shown in the studies 
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by Corcoran et al. (2013a), disinfectant efficacy increases as the contact time increases 
(up to 90 min). However, it is less applicable in the real-life setting as high costs may be 
induced and result in inconvenience. 

Moreover, Singla et al. (2014) were the only article that studied the disinfectant efficacy 
of ozonated water on Salmonella biofilm and acid. Hence, insufficient data were available 
to compare disinfectant efficacies between ozonated water and acid and other disinfectants. 

Plastic and stainless steel are often used in surface disinfectant efficacy research due to 
their wide application in household kitchen and food premises, and chemical disinfectant, 
especially chlorine-based, is readily available and have been used for over a century. 
Therefore, it is unsurprising that most studies in this review focus on plastic, stainless 
steel, and chlorine-based disinfectant. However, the efficacy of similar disinfectants is 
inconsistent in Salmonella biofilm-forming ability on similar food contact surfaces. As 
a result, it is difficult to formulate a statistically valid conclusion regarding the research 
objective. Nevertheless, the chemical disinfectant included in this review showed less 
effectiveness in regular concentration. High concentration may enhance the effectiveness, 
but harmful by-products could be formed; thus, it is not recommended. In short, most 
food industries use NaOCl as a chemical disinfectant because it is cheap and is proven to 
reduce the planktonic bacterial number to a safe level. However, due to this disinfectant’s 
low efficacy in eliminating biofilm, consistent cleaning is highly critical. 

CONCLUSION

In conclusion, despite the variability that existed in reported Salmonella biofilm 
susceptibility on various food contact surfaces and the efficacy of chemical disinfectants, 
the result showed a trend that hydrophobic food contact surfaces such as wood and 
concrete are more susceptible to Salmonella contamination. Plus, Salmonella Enteritidis 
and Salmonella Typhimurium are used in most studies as they are the common outbreak 
serovars and can contaminate the surface easily. Furthermore, the result also suggested 
that regular concentrations of chemical disinfectants, like NaOCl, are less effective in 
Salmonella biofilm eradication. High concentration is not encouraged as it may form 
by-products that affect public health, such as chloroform. It shows that the cleanliness of 
the food contact surfaces is important, and cleaning should be done regularly to avoid the 
formation of biofilm. 
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ABSTRACT

Bangladesh has experienced a sharp rise in cases during the third wave of the COVID-19 
pandemic. This study investigates chest computed tomography (CT) and clinical findings of 
COVID-19 patients in Bangladesh. It is a single-centred cross-sectional study conducted at 
Chittagong Ma O Shishu Hospital. In total, 242 COVID-19 patients were recruited between 
June 2020 and July 2021 from a tertiary hospital in Chittagong, Bangladesh—most patients 

had a fever (90%) and cough (74.7%). Only 
a few patients had dyspnoea (13.3%), body 
aches (3.6%), sore throat (0.4%), fatigue 
(0.8%), diarrhoea (1.2%), headache (2%), 
and anosmia (2%). Most (91.3%) patients 
had abnormal CT image findings. Findings 
revealed that 89.6% had bilateral lung 
patchy opacities, 84.3% had ground glass 
opacities and crazy paving appearance, 
29.3% had consolidation, and 16.9% had 
traction bronchiectasis. Clinical features, 
i.e., fever (93.7%) and cough (78.3%), were 
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significantly more common (P<0.05) among those with positive radiological findings 
compared to those with negative radiological findings. However, this found that patients 
with negative radiological findings were more likely to have body aches (4.8%) than those 
with positive radiological findings (P=0.012). Most patients had lung involvement. There 
was no statistically significant difference in the demographic and patient comorbidities 
between these two radiological groups. A Chest CT scan was the best radiological option 
for detecting the progression of COVID-19 in high-risk and low-risk groups to initiate 
early clinical management and prevent complications during the pandemic.

Keywords: COVID-19, CT scan, lung, radiological findings 

INTRODUCTION 

The novel severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) epidemic 
emerged in December 2019 from Wuhan, Hubei and is responsible for the coronavirus 
disease (COVID-19) (Huang et al., 2020). The incubation period of COVID-19 varies 
from 2 to 14 days, with a median of 5–6 days. Its infectivity is higher than in previous 
epidemics from other viruses (Kolifarhood et al., 2020). In March 2020, the World Health 
Organization (WHO) officially acknowledged that the outbreak of COVID-19 was a global 
pandemic (WHO, 2021). The symptoms of patients with COVID-19 include fever, fatigue, 
dry cough, anorexia, myalgias, dyspnoea, sputum production, chills, lethargy, arthralgias, 
headache, nausea, vomiting, and diarrhoea (Valencia, 2020). However, the symptoms can 
vary drastically, as some could be asymptomatic, while others could have severe symptoms of 
acute respiratory distress syndrome or even death. The diagnosis of COVID-19 is confirmed 
by real-time reverse transcription polymerase chain reaction on respiratory or blood samples. 
At the same time, computed tomography (CT) findings such as bilateral ground-glass opacities 
and peripheral posterior distribution can be suggestive findings of COVID-19. Although 
many patients had no abnormal radiologic findings, a CT scan may show a paving pattern 
of multifocal consolidations as the disease progresses and is used in monitoring disease 
progression (Bernheim et al., 2020; Guan et al., 2020; Sun et al., 2020; Valencia, 2020). 
Moreover, clinical features and chest imaging can indicate higher levels of medical care 
(Cocconcelli et al., 2020), while risk factors such as age, smoking and hypertension may 
increase the severity of COVID-19 (Ieong et al., 2020).

COVID-19 is highly infectious and can become fatal acute respiratory distress syndrome 
(ARDS). Its early detection is an important factor in controlling its spread. Proper monitoring 
and management can drastically reduce mortality and morbidity rates. The most reliable 
screening method for COVID-19 is reverse-transcription polymerase chain reaction (RT-
PCR) testing. However, it is a laborious and time-consuming method, and some studies 
reported its low sensitivity during the early stages  (Mamun et al., 2021). Even though the 
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diagnosis of being COVID-19 positive or negative is primarily based on RT-PCR, a chest 
scan, such as a chest X-ray (CXR) and CT, are routine diagnostic approaches to detect 
abnormal lung changes linked to COVID-19 (Dey et al., 2020; Sun et al., 2020). According 
to WHO guidelines in June 2020, chest CT has a relatively high sensitivity for COVID-19 
compared to chest X-rays (WHO, 2020). It is because COVID-19 mainly causes respiratory 
tract infections but can affect any organ in the body (Amit et al., 2021; Dey et al., 2020; Islam 
et al., 2020). A chest CT scan was frequently used in the diagnosis and disease prognosis of 
COVID-19 (Ai et al., 2020; Dey et al., 2020; Islam et al., 2020). The COVID-19 diagnosis 
involves a combination of epidemiological history, clinical manifestations, early chest CT 
examinations, and RT-PCR, with a particular emphasis on definite epidemiological history 
and early chest CT findings when positive RT-PCR tests lag, or test results are negative but 
clinically positive signs are shown (Ai et al., 2020; Rong et al., 2021). Only a few studies were 
conducted on a limited number of chest CT image findings among Bangladeshi COVID-19 
patients (Biswas et al., 2021; Clump et al., 2020). It is unclear whether CT should be used 
as a first-line imaging technique and can be used as a preliminary test to detect the diagnosis 
quickly and to determine lung condition simultaneously.

However, chest abnormalities associated with COVID-19 differ from those associated 
with SARS and MERS and are also related to the disease extent and clinical findings. 
Therefore, detecting common and uncommon imaging findings on chest CT examinations 
is clinically important (Sun et al., 2020). Moreover, different countries are affected by 
different strains, and immunity can be different, so the presentation of signs, symptoms and 
chest findings may vary. Since the onset of COVID-19 in December 2019, many studies 
have reported the clinical characteristics and chest imaging appearances of COVID-19, 
specifically describing a variety of abnormalities in the lungs (Sun et al., 2020). 

Bangladesh is considered one of the 25 most vulnerable countries and possesses the 
potential risk for the virus’s rapid spread (Mohiuddin, 2020). The country confirmed the first 
COVID-19 case in its territory on March 8, 2020 (Dey et al., 2020; Mamun et al., 2021). 
Currently, Bangladesh is facing widespread community transmission. It has experienced 
a sharp rise in positive cases with a relatively lower recovery rate than neighbouring 
countries (Dey et al., 2020; Islam et al., 2020). The outbreak is evolving very rapidly in 
Bangladesh. The country was experiencing an increase in cases during the third wave 
of the pandemic (Amit et al., 2021). Therefore, we aim to explore the clinical and chest 
image findings of COVID-19 patients in Bangladesh. 

MATERIALS AND METHOD 

This cross-sectional study was conducted at Chattogram Maa o Shishu Hospital (CMOSH). 
CMOSH is a tertiary hospital located in Chittagong Port City, Bangladesh. Purposive 
sampling was used to recruit the patients. Initially, 251 COVID-19 patients aged 18 years 
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and above who were diagnosed with COVID-19 for the first time were recruited from June 
2020 to July 2021. Nine patients whose history of radiological information was unknown 
were excluded, leaving 242 cases eligible for further analysis. Patients with severe illnesses 
were excluded from this study. Face-to-face interviews were conducted to collect socio-
demographic and comorbidity data, i.e., age, gender, education level, residence status, 
presence of comorbidities such as diabetes mellitus, hypertension, chronic obstructive 
pulmonary disease, chronic kidney disease, ischemic heart disease, chronic liver disease, 
malignancy and hypertension and immunocompromised status. A chest CT scan was 
done at admission with symptoms of fever/cough for 3 to 5 days or more. Clinical and 
imaging findings such as fever, body ache, dyspnoea, cough, sore throat, fatigue, diarrhoea, 
headache, anosmia, and CT images were extracted from the patient’s medical records. All 
CT images were reviewed and inferred by well-trained radiologists at the hospital.

Age was classified into five categories: 18–≤ 40 years, 41–60, 61–80, >80 and unknown. 
Morbid obesity was classified as “yes” or “no” based on patients having a body mass index 
of 40 or more 40 (kg/m²).

For further analysis, COVID-19 patients were re-categorised into positive and negative 
radiological findings. Positive radiological findings were defined as any features in the 
CT scan, ground glass opacities (bilateral/subplural/peripheral), and/or crazy paving 
appearance, and/or consolidation, and/or traction bronchiectasis. Negative radiological 
findings were defined as the absence of chest CT findings, i.e., ground glass, crazy paving, 
consolidation and traction bronchiectasis. 

This study was approved by the Ethical Review Committee of Chittagong Medical 
College, Chittagong, Bangladesh (CMC/PG/2021/174). Written informed consent was 
obtained from all the participants before taking part in this study.

Statistical Analysis

Descriptive statistics (frequencies and percentages) were used to present the socio-
demographics, clinical features, and chest CT image findings among the COVID-19 
patients. Differences in the categorised demographic, clinical features, and chronic illness 
variables between patients with positive and negative radiological findings were tested 
using the Chi-squared test. Values were considered statistically significant when p < 0.05. 
Data were analysed using the Statistical Package for Social Sciences (SPSS Inc, Chicago, 
IL) version 21.0.

Statistical Power

We estimated to recruit about 200 positive patients with CT reports during the 12 months 
of enrolment in CMOSH. A previous study recorded that among Covid-19 patients, about 
53.3% of patients had positive radiological (CT) findings (Ieong et al., 2020). A sample of 148 
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COVID-19 patients with a 53.3 % frequency of radiological findings in the population can 
achieve 80% statistical power at a 5% significance level. Recruitment of even 208 patients 
achieved 99% statistical power at a 5% significance to detect a significant difference.

Table 1
Sociodemographic characteristics of COVID-19 
patients (n = 242)

Variables n (%)
Age
40 or less 46 (19.0%)
41–60 107 (44.2%)
61 and above 82 (33.9%)
Unknown 7 (2.9%)
Gender
Male 160 (66.1%)
Female 82 (33.9%)
Residence
Urban 148 (61.2%)
Rural 81 (33.5 %)
Unknown 13 (5.4 %)

 

RESULTS 

A total of 242 confirmed COVID-19 
patients who had complete information 
were included in this study. The background 
characteristics of the participants are shown 
in Table 1. In total, 63.2% (n=153) of the 
patient were aged 60 years or below, and 
male 66.1% (n=160) and 61.2% resided in 
urban areas. 

Table 2 shows that 66.1% of the patients 
had at least one comorbidity. Almost half 
of our patients had hypertension 49.2% 
(n=119), 46.3% (n=112) had diabetes 
mellitus, 8.7% (n=21) had obstructive 
pulmonary disease, 6.6% (n=16) patients 
had ischemic heart disease, 3.3% (n=8) 
patients had chronic kidney disease, 0.8% 
(n=2) had malignancy, and 0.4% (n=1) were 
immunocompromised.

Table 2
Comorbidities for patients with COVID-19 (n = 242)

Variables n (%)
Comorbidity
Yes 160 (66.1%)
No 74 (30.6%)
Unknown 8 (3.3%) 
Hypertension
Yes 119 (49.2%)
No 116 (47.9%)
Unknown 7 (2.9%)
Diabetes
Yes 112 (46.3%)
No 123 (50.8%)
Unknown 7 (2.9%)
Chronic Obstructive Pulmonary Disease
Yes 21 (8.7%)
No 214 (88.4%)
Unknown 7 (2.9%)
Chronic Kidney Disease
Yes 8(3.3%)
No 227 (93.8)
Unknown 7 (2.9%)
Morbid obesity
Yes 3(1.2%)
No 231 (95.5%)
Unknown 8 (3.3%)
Ischemic Heart Disease
Yes 16 (6.6%)
No 219 (90.5%)
Unknown 7 (2.9%)
Malignancy
Yes 2(0.8%)
No 231 (95.5%)
Unknown 9 (3.7%)
Immunocompromised State
Yes 1 (0.4%)
No 232 (95.9%)
Unknown 9 (3.7%)
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Most patients are with a fever of 91.3% (n=221) and a cough of 76.0% (n=184) (Table 
3). Only a few patients had dyspnoea 15.7% (n=38), body ache (5.4%), sore throat (3.3%), 
fatigue (3.7%), diarrhoea (2.5%), headache (4.1%), and anosmia (4.5%).

Table 3
Clinical features (signs and symptoms) of COVID-19 patients (n= 242)

Variable name Yes No Unknown
Fever 221 (91.3%) 14 (5.8%) 7 (2.9%)
Body ache 13 (5.4%) 222 (91.7%) 7 (2.9%)
Dyspnoea 38 (15.7%) 203 (83.9%) 1 (0.4%)
Cough 184 (76.0%) 48 (19.8%) 10 (4.1%)
Sore throat 8 (3.3%) 232 (95.9%) 2 (0.8%)
Fatigue 9 (3.7%) 227 (93.8%) 6 (2.5%)
Diarrhoea 6 (2.5%) 230 (95.0%) 6 (2.5%)
Headache 10 (4.1%) 224 (92.6%) 8 (3.3%)
Anosmia 11 (4.5%) 224 (92.6%) 7 (2.9%)

Table 4
Lung involvement according to the CT scan image 
findings (n= 242)

Findings n (%)
Normal chest imaging 21 (8.7%)
Abnormal Chest image 
findings 221 (91.3%)

Ground Glass opacities (GGO)
(Bilateral and/or Subpeural and/
or peripheral)

209 (86.4%)

Crazy Paving Appearance 88 (36.4%)
Consolidation 73 (30.2%)
Traction bronchiectasis 42 (17.4%)
Lung involvement according to the site (in CT 
scan)
Unilateral 2 (0.8%)
Bilateral 219 (90.5%)
Not applicable (normal lung) 21 (8.7%)

Table 4 shows the chest CT image findings for the 242 patients. The majority (91.3%; 
n=221) had abnormal CT image findings. Among all the COVID-19 patients (n=242), the 
majority (86.4%) had ground glass opacities (Bilateral and/or subpleural and/or peripheral); 
either or any combination of the bilateral, subpleural, peripheral involvements (Figures 1 
& 2). 36.4% of patients had the crazy paving appearance, 30.2% had consolidation, and 
17.4% of COVID-19 patients had traction bronchiectasis. Out of 221, only 0.8% (n=2) 
patients exhibited atypical unilateral lung involvement (Figure 3).

According to the radiological findings, 
patients having any kind of chest image 
findings in the CT scan were grouped 
into either the positive (n=221, 91.3%) 
or negative (n=21, 8.7%) radiological 
findings group (Table 5). These two groups’ 
demographic characteristics and clinical 
features were analysed to explore the 
potential risk factors of COVID-19. No 
statistically significant difference existed 
between these two radiological groups 
in the socio-demographic and patient 
comorbidities or chronic illness factors. 
Clinical features, i.e., fever (93.7%) were 
significantly (P<0.05), and cough [χ2(1) = 
3.939, p= 0.04] were also significantly more 
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common (78.3%) among patients with positive radiological findings compared to those with 
negative radiological findings. The two groups had no significant difference in dyspnoea, 
body ache, sore throat, fatigue, diarrhoea, headache, and anosmia.

Figure 1. Bilateral multifocal subpleural peripheral ground glass opacities with a crazy paving appearance at 
all lobes of both lungs - typical COVID-19 CT findings

Figure 2. Bilateral ground glass opacities at basal segments of both lungs with bilateral pleural effusion, more 
on right COVID-19 with bilateral pleural effusion
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Figure 3. Unilateral ground glass opacities, crazy paving appearance and consolation at right lower lobe- 
atypical COVID-19 CT findings

Table 5
Relationship between socio-demographic characteristics, comorbidities, symptom variables, and 
radiological (CT scan) findings of COVID-19 patients (n= 242)

Variables
Negative Radiological 

Findings group 
(n =21)

Positive Radiological 
Findings group

(n =221)

Chi-square 
value
(df)

P value

Socio-demographic Variables
aAge
18 –≤40 6 (28.6%) 41 (19.2%) 1.775 (2) 0.412
41–60 7 (33.3%) 99 (46.3%)
61 and above 8 (38.1%) 74 (34.6%)
Unknown 0 (0.0%) 7 (3.2%)
aGender
Male 12 (57.1%) 148 (67.0%) 0.826 (1) 0.36
Female 9 (42.9%) 73 (33.0%)
aResidences
Urban 14 (66.7%) 134 (60.61%) 1.493 (1) 0.47
Rural 5 (23.8%) 76 (34.4%)
Unknown 2 (9.5%) 11 (5.0%)
Comorbidity Variables    
aComorbidity (1 or more)
Yes 11 (52.4%) 149(67.4%) 2.73 (1) 0.098
No 10 (47.6%) 64 (29.0%)
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Variables
Negative Radiological 

Findings group 
(n =21)

Positive Radiological 
Findings group

(n =221)

Chi-square 
value
(df)

P value

Unknown 0 (0.0%) 8 (3.6%)
bIschemic Heart Disease
Yes 1 (4.8%) 15 /(6.8%) - 1
No 20 (95.2%) 199 (90%)
Unknown 0 (0.0%) 7 (3.2%)
aDiabetes
Yes 7 (33.3%) 105 (47.5%) 1.897 (1) 0.168
No 14 (66.7%) 109 (49.3%)
Unknown 0 (0.0%) 7 (3.2%)
aHypertension
Yes 7 (33.3%) 112 (50.7%) 2.763 (1) 0.096
No 14 (66.7%) 102(46.2%)
Unknown 0 (0.0%) 7 (3.2%)
bChronic Obstructive Pulmonary Disease
Yes 2 (9.5%) 19 (8.6%) - 1
No 19 (90.5%) 195 (88.2%)
Unknown 0 (0.0%) 7 (3.2%)
bChronic Kidney Disease
Yes 0 (0%) 8 (3.6%) - 1
No 21 (100.0%) 206 (93.2%)
Unknown 0 (0%) 7 (3.2%)
bMorbid obesity
Yes 0 (0.0%) 3 (1.4%) - 1
No 21 (100.0%) 210 (95.0%)
Unknown 0 (0.0%) 8 (3.6%)
Symptom Variables    
bFever
Yes 14 (66.7%) 207 (93.7%) - 0.01*
No 4 (19.0%) 10 (4.5%)
Unknown 3 (14.3%) 4 (1.8%)
bBody ache
Yes 3 (14.3%) 10 (4.5%) - 0.076*
No 16 (76.2%) 206 (93.6%)
Unknown 2 (9.5%) 4 (1.8%)
bDyspnoea
Yes 3 (14.3%) 35 (15.9%) - 1
No 18 (85.7%) 185 (84.1%)
aCough

Table 5 (continue)
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DISCUSSION 

Most patients have fever (91.3%) and cough (76%). Only a few patients had dyspnoea 
(15.7%), body aches (5.4%), sore throat (3.3%), fatigue (3.7%), diarrhoea (2.5%), 
headache (4.1%), and anosmia (4.5%). We found a significant prevalence of fever and 
cough symptoms among patients with positive radiological findings compared to those 
with negative radiological findings. Most patients (91.3%, n=221) had abnormal CT image 
findings, while 8.7 % (n=21) of the chest images were normal.

Among 242 patients, almost half (107, 44.2%) were in the 41–60 age group and 
predominantly male (66.1%). Similar findings were reported by another Bangladeshi study 

Variables
Negative Radiological 

Findings group 
(n =21)

Positive Radiological 
Findings group

(n =221)

Chi-square 
value
(df)

P value

Yes 11 (52.4%) 173 (78.3%) 3.939 (1) 0.04*
No 7 (33.3%) 41 (18.6%)
Unknown 3 (14.3%) 7 (3.2%)
bSore throat
Yes 1 (4.8%) 7 (3.2%) - 0.52
No 20 (95.2%) 212 (95.9%)
Unknown 0 (0.0%) 2 (0.9%)
bFatigue
Yes 1 (4.8%) 8 (3.6%) - 0.51
No 17 (81.0%) 210 (95.5%)
Unknown 3 (14.3%) 3 (1.4%)
bDiarrohoea
Yes 1 (4.8%) 5 (2.3%) - 0.39
No 18 (85.7%) 212 (95.9%)
Unknown 2 (9.5%) 4 (1.8%)
bHeadache
Yes 2 (9.5 %) 8 (3.6%) - 0.17
No 16 (76.2%) 208 (94.1%)
Unknown 3 (14.3%) 5 (2.3%) 
bAnosmi
Yes 1 (4.8%) 10 (4.5%) - 0.59
No 17 (81.0%) 207 (93.7%)
Unknown 3 (14.3%) 4 (1.8%)

Note. Categorical data are expressed as a percentage   
P values were calculated using the aChi-square and bFisher’s exact test for the categorical variables. Df: degree 
of freedom.
*Significantly different at P <0.05.

Table 5 (continue)
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where 43% were in the 40–60 age group, and 66.5% were male participants (Biswas et 
al., 2021), and by a study on the American population that the median age of the patients 
was 63years old (Guan et al., 2020).

Most patients have a fever (91.3%) and cough (76 %), similar to another study that 
reported that 93.3% of cases had a fever and 86.1% had a cough. Another study reported 
admission symptoms of mild-to-moderate cases which is in contrast to a Bangladesh study 
that included many non-critical patients who had a fever (79%), weakness (68%), cough 
(45%), altered sensation of taste or smell (35%), headache (32%) and body ache (32%) 
(Rong et al., 2021). 

Among the abnormal chest image findings, out of 221 patients, the majority (86.4%) 
had ground glass opacities (Bilateral and/or subpleural and/or peripheral) and crazy paving 
appearance (36.4%). In total, 30.2% had consolidation, and 17.4% had traction bronchiectasis. 
Only 0.8% exhibited atypical unilateral lung involvement. Our findings align with previous 
studies (Biswas et al.,.2021), which reported that 34.9% had patchy bilateral opacities and 
32.1% had consolidation. Another study found that the hallmark of COVID-19 infection in 
high-resolution CT included ground glass opacities and consolidation, ground glass opacities 
and crazy paving, and consolidation with parenchymal bands (Clump et al., 2020) 

No statistically significant difference existed between the positive and negative 
radiological groups in the socio-demographic and patient comorbidities or chronic illness 
factors. Clinical features, i.e., fever (93.7%) and cough (78.3%), were significantly more 
common (P<0.05) among the patients with positive radiological findings compared to those 
with negative radiological findings, which indicates acute lung infection.

In this cross-sectional study, we included both RT-PCR positive and confirmed cases 
and those with clinical and radiologically (CT) COVID-19 cases. Prior studies stated that 
a CT scan was a more sensitive diagnostic tool than RT-PCR, which can detect 98% of 
asymptomatic patients (Cocconcelli et al., 2020; Fang et al., 2020). During this study, 
there was a rapid surge of patients having typical COVID-19 symptoms. Nevertheless, 
these were difficult to diagnose due to the limited availability and time required to obtain 
results from the RT-PCR. So many hospitals use a CT scan as a tool for triage, especially 
in the emergency department. A CT scan was done for patients with typical symptoms and 
needing admission. It was also done for high-risk patients with typical symptoms to start 
treatment early and prevent complications.

There are several limitations and strengths in our study. One of the weaknesses might be 
selection bias. We selected those with CT scans and were more likely to include moderate 
to severe patients. A few repeat CTs were done but not included in this study. Comparison 
with follow-up scans was beyond the scope of this study. We could not obtain most patients’ 
laboratory data (e.g., CRP & D-Dimer) and outcome information. Although the percentage 
of lung affected and CT severity score was not included, we included many COVID-19 
patients with CT scans.



2214 Pertanika J. Sci. & Technol. 31 (5): 2203 - 2215 (2023)

Tarek Shams, Jamil Haider Chowdhury, Hasna Hena Chowdhury, Qumrul Ahsan, Hrionmoy Dutta, 
Mohammad Ali Tareq, Lubna Shirin, Sanjida Akhter and Tania Islam

CONCLUSION

We found that the COVID-19 patients presented more with fever and cough in the 
hospital. Males and aged groups of more than 40 years were more affected. Most patients 
had lung involvement. A chest CT scan was one of the radiological options for screening 
when RT-PCR was lagging or when test results were negative but clinically showing 
positive signs. It was useful for detecting the progression of COVID-19 in high-risk and 
low-risk groups to initiate early clinical management and prevent any life-threatening 
complications during the early stages of the pandemic.
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ABSTRACT

Because of the tremendous growth in digital imaging, enhanced communication and storage 
technology, billions of images are captured, stored, and exchanged daily. Finding and 
searching for an image in a large collection is becoming challenging. The query by reference 
image retrieval (IR) technique aims to close the semantic gap between the query and retrieve 
images while improving performance. The primary goal of the work proposed here is to 
develop discriminative and descriptive features of the image with the minimum possible 
size. Here, the weighted feature fusion-based IR technique is proposed using Sauvola local 
thresholding (SLT) and Thepade’s Sorted Block Truncation Coding (SBTC) methods. The 
proposed technique is tested using two standard datasets with mean square error (MSE) as 
a distance measure and average retrieval accuracy (ARA) as a performance metric. The 
technique has contributed to the enhancement of ARA with the small and fixed-size image 
feature vector. The feature vector generated is much smaller than the image dimension 
and is used as a feature vector to represent the image for retrieval. Results prove that the 
proposed technique of SBTC 8-ary with 0.1 weight and SLT with 0.9 weight feature fusion 
gives better ARA than other techniques studied.

Keywords: Color features, content-based image retrieval, Sauvola thresholding, Thepade’s Sorted Block 
Truncation Coding (SBTC)

INTRODUCTION

People have been utilizing images to 
transmit thoughts and information to one 
another since prehistoric times using cave 
drawings. Images have long been regarded 
as necessary for communication, as images 
can easily catch attention, elicit emotions, 
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and transmit information quickly. Use of digital cameras, smartphones, and the Internet 
have increased due to technological imaging, networking, and storage advancements. 
The complexity and the amount of multimedia, especially image data generated, stored, 
transmitted, shared, analyzed, and accessed, is increasing enormously. However, this data 
is only useful if it can be accessed quickly. Finding a meaningful image from an archive 
is challenging research for the computer vision community (Latif et al., 2019).

Most search engines use traditional text-based algorithms that rely on captions and 
metadata to retrieve images. This technique can obtain images that are not relevant as there 
is a difference between human visual perception and manual categorization or tagging. IR 
based on image contents has become increasingly popular in recent decades and is regarded 
as one of the most effective methods of visual data access. 

Content-based image retrieval (CBIR) is the visual content analysis of an image. The 
fundamental need for this IR method is to supply a query image as an input. The visual 
likeness in terms of image feature vector gives a basis for finding images with matching 
contents. Low-level visual features (like spatial layout, color, shape, and texture) are derived 
from the query in IR, and then these features are matched to rank the output.

Medical IR like skin cancer detection, microscopic pathology IR (Müller, 2020), 
trademark IR (Cao et al., 2021), fabric retrieval (Ji et al., 2020), and crime scene investigation 
using face retrieval (Tarawneh et al., 2018), tattoo retrieval (Lee et al., 2012), image searching 
in personal and public digital libraries and satellite IR, image analysis in traffic control (Tunio 
et al., 2020), image steganography (Shifa et al., 2018), and medical image diagnosis (Kayhan 
& Fekri-Ershad, 2021) are some of the applications of IR (Yang et al., 2021).

The effectiveness of feature extraction and description approaches determines the 
success of the IR method. The retrieved features convey the images’ identities and aid 
retrieval. As a result, the researchers’ attention has been drawn to the investigation for 
effective feature extraction and description approaches to investigate a higher success rate 
of IR based on image contents.

Image thresholding is an image segmentation method that uses pixel intensities to 
binarize the image pixels into the foreground or background. If the pixel’s intensity exceeds 
the threshold, it is considered the foreground pixel; otherwise, it is considered a background 
pixel. The image thresholding techniques can be categorized as global or local. The global 
thresholding techniques use the same threshold for the whole image. In contrast, local 
thresholding techniques use different thresholds to separate the pixels into foreground or 
background in different parts of the image depending upon the local image regions. Here, 
feature fusion-based image retrieval is proposed using Sauvola local thresholding and SBTC 
techniques. The similarity is measured with the mean squared error (MSE) distance metric, 
and average retrieval accuracy is used as the performance metric. The key contributions 
of the work presented are as follows:
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• Fusion of global and local features for improved image retrieval
• Consideration of Thepade’s SBTC for extracting global features and Sauvola 

thresholding for local feature extraction.
• Exploration of weighted feature fusion of local and global features for image 

retrieval.
• Experimental validation of the proposed method on two benchmarked image 

datasets.

RELATED WORK

The image feature vector can be represented using global, local, and low-level features 
like texture, color, and shape. The feature vector based on color uses pixel intensities to 
represent the image. In comparison to other features, color features are consistent and 
robust. Most color attributes are unaffected by scale, translation, or rotation changes. The 
computational cost of simple color moment-based approaches is minimal, but the precision 
is low. Techniques based on histograms are more accurate, although they have a higher 
processing cost. Techniques based on BTC are more accurate and have a lower processing 
cost. “Color Coherence vector” (Pass et al., 1996), “Color Correlogram” (Huang et al., 
1997), Block Truncation Coding(BTC) and its variants like “Optimized Dot Diffusion” 
(Guo & Liu, 2014), “error diffused BTC”(Guo et al., 2015), “halftoning based BTC” 
(Guo & Prasetyo, 2015), “Dot Diffused BTC (DDBTC)” (Guo et al., 2015), “ant colony 
optimization based BTC” (Chen et al., 2018), “Thepade’s Sorted BTC(SBTC),” color 
moment-based techniques (Wang et al., 2018), histogram of colors-based techniques like 
“MPEG-7 Dominant Color Descriptor” (Shao et al., 2008) and “Fuzzy Histogram” (Han 
& Ma, 2002) are some of the color feature-based techniques.

Another important element in IR strategies is texture. An image’s texture denotes 
the shift in illumination in a small area. An image’s texture reflects the visual pattern by 
describing the spatial relationship of pixels. Statistical methods and structural approaches 
are the two types of texture-based algorithms. “Gray level histogram,” “edge histogram,” 
“local binary pattern(LBP)” (Ojala et al., 1996) and its variants like “Local Binary 
Extrema Pattern” (LBEP) (Murala et al., 2012b), “Local Tetra Pattern” (LTrP) (Murala et 
al., 2012a), “Local Derivative Pattern” (Zhang et al., 2010), “Utilizing multiscale LBP” 
(Srivastava & Khare, 2018), “gray level co-occurrence matrix(GLCM)”(Haralick et al., 
1973), “wavelet coefficients” (Loupias et al., 2000), “ridgelets and curvelets” (Sumana et 
al., 2008), “Tamura features” (Tamura et al., 1978), and “Gabor wavelet filter” (Manjunath 
& Ma, 1996) are examples of texture-based feature techniques. Texture approaches based 
on structure are not effective for retrieving generic images. Statistical texture features 
are better than the other approaches because they are invariant to illumination, but the 
feature vector is larger. 
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In addition to texture and color features, shape features are explored in the literature to 
retrieve similar images since humans perceive objects based on their shape (Baji & Mocanu, 
2018; Sun & Wu, 2006; Xiaoling & Kanglin, 2004). The use of shape-based features for 
IR is limited since these approaches require segmented object images, which are tough to 
obtain in datasets with non-homogeneous generic images.

Local features-based techniques locate prominent parts termed interest points and 
describe the image by expressing the surrounding region of these interest points. The 
detected interest points must be extremely repetitive to be identified with several distortions 
like rotation and light. Some of the most often used strategies for detecting local features 
are “Harris corner detector” (Harris & Stephens, 1988), “Fast Hessian” (Bay et al., 2006), 
“Hessian affine detector” (Mikolajczyk & Schmid, 2002), “Harris-Laplace” (Mikolajczyk 
& Schmid, 2001), “Shi and Tomasi corner detector” (Shi & Tomasi, 1994), “Difference 
of Gaussian” (Lowe, 2004), MSER, (Matas et al., 2004) SUSAN (Smith & Brady, 1997), 
FAST (Rosten & Drummond, 2006), SIFT and its variants like “PCA-SIFT” (Ke & 
Sukthankar, 2004), “N-SIFT” (Cheung & Hamarneh, 2007), “CSIFT” (Abdel-Hakim 
& Farag, 2006), “edge-SIFT” (Zhang et al., 2013), “Color-SIFT” (Van De Sande et al., 
2010), “Affine-SIFT”(Yu & Morel, 2011), “root-SIFT” (Arandjelovic & Zisserman, 2012), 
BRISK (Leutenegger et al., 2011), ORB (Rublee et al., 2011), BRIEF (Calonder et al., 
2010), SURF (Bay et al., 2006) and FREAK (Alahi et al., 2012). These techniques generate 
high-dimensional feature vectors and thus require more memory for storage and matching 
time during query execution.

Jabeen et al. (2018) combine a bag of visual words (BoVW) with FREAK and SURF 
local feature extraction algorithms. Dhotre and Bamnote (2017) integrate multilevel Haar 
wavelet features with a color histogram. Color and edge features are integrated into Hua et al. 
(2019) to create a resilient color volume histogram-based feature vector. The BoVW technique 
is paired with SURF and SIFT-based features in Alkhawlani et al. (2015). The features of 
chromaticity moments, co-occurrence, and color moments are combined to form a feature 
vector in Singh and Srivastava (2018). Local and global properties are fused in Mehmood 
et al. (2018) by considering the image’s Histogram of Gradient (HoG) and SURF features. 
In Alhassan and Alfaki (2017), HSV color moments and texture features based on the 2D 
Gabor filter are presented. In Mistry et al. (2016), the feature descriptor is generated using a 
fusion of DWT in YCbCr color space and LBP. In Du et al. (2019), a weighted fusion of HSV 
color space-based histogram, GLCM, LBP, and normalized moment of inertia (NMI) with 
particle swarm optimization-based pulse code neural network (PCNN) is proposed. Yu et al. 
(2013) present the fusion of SIFT and LBP features with the Kmeans clustering algorithm. 

Also, in the literature, few IR methods use the weighted fusion of color and texture 
features (Kayhan & Fekri-Ershad, 2021). Few authors have proposed using quantized color 
bins with tetrolet transform for image retrieval (Varish et al., 2020).
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Image datasets have images that are widely diversified and non-homogeneous. Using 
simple and individual low-level image features to retrieve the matching images is quite 
challenging. As a result, in the literature, integrating low-level features (color, shape, and 
texture), global features, and local features for encoding feature vectors has improved the 
performance of IR algorithms.

Here, the weighted feature fusion of the color-based Sauvola local thresholding 
technique with global SBTC to generate the feature vector of the image is presented. 

THEPADE’S SORTED BLOCK TRUNCATION CODING (SBTC)

Let the image block be ‘B’ of size ’a x b x 3’, with R, G, and B color planes. The SBTC 
n-ary can be represented as [FR1, FR2,.., FRn, FG1, FG2,.., FGn, FB1, FB2,.., FBn]. Here 
the FRp, FGp, and FBp indicate the pth cluster centroids of the red, green, and blue planes, 
respectively (Dewan & Thepade, 2021). 

The feature extraction using SBTC is shown in Figure 1. Here, for the sample input 
image, the color planes are extracted, which are further converted to a 1D array for 
getting sorted. In the end, features are generated by clustering these sorted 1D arrays. 
In SBTC 4-ary, for image block B of size ’a x b x 3’ pixels, the color planes R, G, and B 
are converted into a one-dimensional array and sorted as sR, sG, and sB. The sorted 1D 
arrays are divided into four equal-size clusters. The centroid of each cluster is computed 
as [FR1, FR2, FR3, FR4, FG1, FG2, FG3, FG4, FB1, FB2] as shown in Equations 1 to 4. 
Here, X= R, G, or B.
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SAUVOLA THRESHOLDING TECHNIQUE

It is a local thresholding method that determines the threshold for each pixel. The threshold 
is calculated using a local variance. The technique is effective when the image’s brightness 
is not constant (Bataineh et al., 2011; Hadjadj et al., 2016; Lazzara & Géraud, 2014; Sauvola 
& Pietikäinen, 2000). 

The threshold for each pixel is calculated using Equations 5, 6, and 7:

𝑇𝑇(𝑝𝑝 ,𝑞𝑞) = 𝑀𝑀𝑀𝑀𝑎𝑎𝑀𝑀(𝑝𝑝 ,𝑞𝑞) ∗ �1 + 𝑘𝑘 ∗ �
𝑑𝑑𝑀𝑀𝑑𝑑(𝑝𝑝 ,𝑞𝑞)

𝐷𝐷
− 1�� (5) 

𝑑𝑑𝑀𝑀𝑑𝑑(𝑝𝑝 ,𝑞𝑞) = � 1
𝑥𝑥 ∗ 𝑦𝑦

��𝐼𝐼(𝑥𝑥,𝑦𝑦)2
3

𝑦𝑦=1

3

𝑥𝑥=1

− �
1

𝑥𝑥 ∗ 𝑦𝑦
�� 𝐼𝐼(𝑥𝑥,𝑦𝑦

3

𝑦𝑦=1

3

𝑥𝑥=1

)�

2

 (6) 

D = max(𝑑𝑑𝑀𝑀𝑑𝑑) (7) 

 

    (5)

Figure 1. Feature vector generation using SBTC
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Figure 2. Sauvola local thresholding
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where, 
T(p,q) is the threshold for the pixel position in the image at (p,q), where p is the row 
number, and q is the column number of the pixel.
Mean(p,q) and dev(p,q) are the average and standard deviation using the intensity 
values of the pixels present in the window centered at the (p,q) pixel in the image.
I(x,y) represents the intensity of the neighborhood pixel located at the (x,y) position 
in the image.
k is the user-defined constant, and D is the dynamic range of standard deviation. 
Figure 2 portrays the extraction of binary planes from red, green, and blue color 

components of the original sample image obtained using the Sauvola thresholding 
technique. As the Sauvola threshold values for respective color planes differ, the binary 
color planes also differ. 

Original Image

Red Plane Green Plane Blue Plane

Red Plane Thresholding Green Plane Thresholding Blue Plane Thresholding
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PROPOSED IMAGE RETRIEVAL TECHNIQUE

The block diagram of the proposed weighted fusion-based IR system using SBTC and 
Sauvola Local Thresholding (SLT) features is shown in Figure 3. The steps for image 
feature vector detection and description are given in the algorithm.

Figure 3. Block diagram of weighted feature fusion-Based IR using Sauvola and SBTC features

Algorithm

1. Input the image color image I of size mxnx3 with red Ri, green Gi, and blue Bi 
planes.

2. Generate the SBTC color feature vector by applying steps 2.1 to 2.5.
2.1 Convert the color plane of size mxn into (mn)x1 size one-dimensional array 

(SDA).
2.2 Sort the pixel intensity values of the SDA array in ascending order.
2.3 Divide the array SDA into N blocks where N is 2-ary, 4-ary, or 8-ary of SBTC 

selected.
2.4 Find the mean of pixel values for each block. These mean values form the 

color feature vector of an image plane.
2.5 Apply steps 2.1 to 2.4 on an image’s red, green, and blue planes. An image’s 

color-based feature vector Fc is formed by concatenating the features of all 
the planes.
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3. Generate Sauvola thresholding-based feature vector by applying steps 3.1 to 3.5 
(Figure 2).
3.1 The color image is separated into red, green, and blue planes. 
3.2 Compute the threshold Tx for each image pixel red, green, and blue plane 

using Equations 5, 6, and 7.
3.3 Compute the bitmap of all the color planes of the image using Equation 8. Let 

Ij be the jth color plane of image I, Tj be the threshold of color plane Ij, and Bj 
be the binary plane of the Ij color plane. The pixel positions are represented 
as (p,q).

𝐵𝐵𝐵𝐵(𝑝𝑝, 𝑞𝑞) = �
1,    𝑖𝑖𝑖𝑖 𝐼𝐼𝐵𝐵(𝑝𝑝, 𝑞𝑞) ≥ 𝑇𝑇𝐵𝐵(𝑝𝑝 ,𝑞𝑞)

0,    𝑖𝑖𝑖𝑖 𝐼𝐼𝐵𝐵(𝑝𝑝, 𝑞𝑞) <  𝑇𝑇𝐵𝐵(𝑝𝑝 ,𝑞𝑞)
     (8)

3.4 Generate Sauvola features Sj1 and Sj2 of the given image for each color plane 
with size m*n using Equations 9 and 10. Here (a,b) indicates the pixel position.

𝑆𝑆𝐵𝐵1 =
1

∑ ∑ 𝐵𝐵𝐵𝐵(𝑎𝑎, 𝑏𝑏)𝑀𝑀
𝑏𝑏=1

𝑚𝑚
𝑎𝑎=1

���[𝐼𝐼𝐵𝐵(𝑎𝑎, 𝑏𝑏) ∗ 𝐵𝐵𝐵𝐵(𝑎𝑎, 𝑏𝑏)]
𝑀𝑀

𝑏𝑏=1

𝑚𝑚

𝑎𝑎=1

� 

𝑆𝑆𝐵𝐵2 =
1

∑ ∑ (1 − 𝐵𝐵𝐵𝐵(𝑎𝑎, 𝑏𝑏))𝑀𝑀
𝑏𝑏=1

𝑚𝑚
𝑎𝑎=1

���[𝐼𝐼𝐵𝐵(𝑎𝑎, 𝑏𝑏) ∗ [1 − 𝐵𝐵𝐵𝐵(𝑎𝑎, 𝑏𝑏)]]
𝑀𝑀

𝑏𝑏=1

𝑚𝑚

𝑎𝑎=1

� 

 

  (9)𝑆𝑆𝐵𝐵1 =
1

∑ ∑ 𝐵𝐵𝐵𝐵(𝑎𝑎, 𝑏𝑏)𝑀𝑀
𝑏𝑏=1

𝑚𝑚
𝑎𝑎=1

���[𝐼𝐼𝐵𝐵(𝑎𝑎, 𝑏𝑏) ∗ 𝐵𝐵𝐵𝐵(𝑎𝑎, 𝑏𝑏)]
𝑀𝑀

𝑏𝑏=1

𝑚𝑚

𝑎𝑎=1

� 

𝑆𝑆𝐵𝐵2 =
1

∑ ∑ (1 − 𝐵𝐵𝐵𝐵(𝑎𝑎, 𝑏𝑏))𝑀𝑀
𝑏𝑏=1

𝑚𝑚
𝑎𝑎=1

���[𝐼𝐼𝐵𝐵(𝑎𝑎, 𝑏𝑏) ∗ [1 − 𝐵𝐵𝐵𝐵(𝑎𝑎, 𝑏𝑏)]]
𝑀𝑀

𝑏𝑏=1

𝑚𝑚

𝑎𝑎=1

� 

 

 (10)

3.5 Concatenate the Sauvola features Fs of all the color planes to generate the 
vector of the Sauvola local thresholding image features.

4. The fusion-based feature vector Fv is generated by concatenating the SBTC color-
based feature vector Fc multiplied by weight w1 and Sauvola thresholding-based 
feature vector Fs multiplied by weight w2.  

5. Steps 1 to 4 are applied to all the images of the dataset.
6. During query execution, steps 1–4 are applied to the query image.
7. The query image’s feature vector is compared to the dataset image’s feature vectors 

using mean square error (MSE) as the distance measure. Images with the shortest 
distance are deemed more relevant and are retrieved from the dataset. 

In the case of the Sauvola thresholding technique, the mean of image pixel 
intensities greater than the threshold and the mean of image pixel intensities less than 
the threshold are used to represent the feature vector for each image. It has generated 
a feature size of two for each image plane. SBTC 8-ary has generated the feature of 
size eight for each image plane. The feature vector size is independent of the image 
dimension and has a considerably smaller footprint. The similarity is measured with 
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the mean squared error (MSE) distance metric, and average retrieval accuracy is used 
as the performance metric. 

Image Dataset Used for Experimentation

Various datasets are published in the literature. Images of artificial things like monuments, 
landscapes, creatures, and natural sceneries such as beaches, mountains, and water can be 
found in these datasets. The images were captured under various lighting, rotation, scale, 
and occlusion settings. The experimentation testbed is built using a modified COIL dataset 
and an augmented version of the standard image dataset generated by Wang. 

There are 1100 images in the augmented Wang (AWang) dataset, divided into 11 
categories. Figure 4 depicts sample images of the AWang dataset (J. Z. Wang et al., 2001; 
Li & Wang, 2003). 

The modified COIL(MCOIL) dataset contains 1440 photos. The images depict a variety 
of products from several categories, such as toys, pharmaceutical boxes, and coffee mugs. The 
objects were placed on a turntable with a dark background to capture these images in PNG 
format. Figure 5 displays a sample of images from the MCOIL dataset (Nene et al., n.d.).

Figure 4. AWang dataset sample images

Tribes Beach Monoments Fooditems

Buses Dinasour Elephant Aeroplane

MountainsHorsesRoses
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Figure 5. MCOIL dataset sample images

Category No. 1 Category No. 2 Category No. 3 Category No. 4 Category No. 5

Category No. 6 Category No. 7 Category No. 8 Category No. 9 Category No. 10

Category No. 11 Category No. 12 Category No. 13 Category No. 14 Category No. 15

Category No. 16 Category No. 17 Category No. 18 Category No. 19 Category No. 20

Performance Measurement Criteria

The retrieval accuracy is used to assess the quality of the IR system. Query images are fired 
on the image dataset. The query image feature vector is extracted and matched to the dataset 
image feature vectors, and the mean square error (MSE) is computed. The computed MSEs 
are sorted in ascending order to rank the dataset images to the query image. Relevant and 
irrelevant images are separated from the obtained images. The average retrieval accuracy 
is used for the performance measuring criterion. The definition of retrieval accuracy is 
given in Equation 11.

𝑅𝑅𝑀𝑀𝑅𝑅𝑟𝑟𝑖𝑖𝑀𝑀𝑑𝑑𝑎𝑎𝑅𝑅 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑟𝑟𝑎𝑎𝑎𝑎𝑦𝑦 =
𝑠𝑠𝑖𝑖𝑠𝑠𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑀𝑀𝑅𝑅 𝑖𝑖𝑚𝑚𝑎𝑎𝑠𝑠𝑀𝑀𝑠𝑠 𝑟𝑟𝑀𝑀𝑅𝑅𝑟𝑟𝑖𝑖𝑀𝑀𝑑𝑑𝑀𝑀𝑑𝑑 𝑎𝑎𝑐𝑐𝑎𝑎𝑀𝑀𝑅𝑅

𝑅𝑅𝑐𝑐𝑅𝑅𝑎𝑎𝑅𝑅 𝑖𝑖𝑚𝑚𝑎𝑎𝑠𝑠𝑀𝑀𝑠𝑠 𝑟𝑟𝑀𝑀𝑅𝑅𝑟𝑟𝑖𝑖𝑀𝑀𝑑𝑑𝑀𝑀𝑑𝑑 𝑎𝑎𝑐𝑐𝑎𝑎𝑀𝑀𝑅𝑅
 

 

  (11)



2228 Pertanika J. Sci. & Technol. 31 (5): 2217 - 2240 (2023)

Jaya H. Dewan and Sudeep D. Thepade

The presented IR system is tested using MATLAB on an Intel Core i5 Processor 
computer with 1.7 GHz processing speed and 8 GB RAM. 

RESULTS AND DISCUSSION

AWang and MCOIL datasets are used in the experimentation. The image feature vectors 
are generated from extracted features of the dataset images. In a feature table, these feature 
vectors are stored. During query execution, features from the query image are extracted, 
and a feature vector is created. This feature vector is compared to the dataset image feature 
vectors using MSE to extract matched photos from the dataset.

Tables 1 and 2 indicate the ARA of Sauvola Local Thresholding (SLT) and SBTC 
feature fusion techniques for AWang and MCOIL datasets with equal proportions, 
respectively. Results prove that the SLT and SBTC feature fusion-based technique results 
better ARA than the individual methods.

Table 1 
IR using feature fusion of SLT and SBTC features for AWang dataset

Category SLT SBTC
2-ary

SLT + SBTC
2-ary

SBTC
4-ary

SLT + SBTC
4-ary

SBTC
8-ary

SLT + SBTC
8-ary

C1 39.56 30.65 35.58 32.51 35.27 33.36 34.78
C2 18.02 22.56 22.41 24.01 23.9 24.66 24.64
C3 20.63 18.74 20.5 18.69 19.56 18.97 19.43
C4 34.25 33.03 37.09 33.03 35.85 32.58 34.12
C5 97.4 95.68 96.29 95.58 96.07 95.28 95.66
C6 32.08 37.31 37.64 37.08 37.42 37.13 37.25
C7 54.13 43.11 48.2 41.89 44.97 42.77 44.38
C8 40.58 49.77 48.2 50.74 50 50.48 50.29
C9 18.6 22.7 21.14 21.82 21.04 21.67 21.38
C10 27.96 27.27 28.41 27.39 28.38 28 28.42
C11 67.04 71.26 72.45 74.07 74.55 74.12 74.68

ARA (%) 40.93 41.10 42.54 41.53 42.46 41.73 42.28

Table 2
IR using feature fusion of SLT and SBTC features for MCOIL dataset

Category SLT SBTC
2-ary

SLT + SBTC
2-ary

SBTC
4-ary

SLT + SBTC
4-ary

SBTC
8-ary

SLT + SBTC
8-ary

1 45.62 42.38 43.42 47.01 47.16 46.97 47.05
2 55.67 43.07 51.52 40.63 43.69 37.06 38.29
3 60.57 61.84 64.00 75.52 78.01 77.78 79.53
4 68.44 72.55 75.77 93.71 94.58 96.89 97.03
5 89.33 98.90 98.80 99.61 99.48 99.81 99.92
6 100.00 98.59 100.00 99.98 100.00 100.00 100.00
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Table 3 indicates the ARA for weighted SLT and SBTC 2-ary feature fusion using the 
AWang dataset. The fusion of 0.7 for SLT and 0.3 for SBTC 2-ary features performs better 
than other proportions considered.  

Category SLT SBTC
2-ary

SLT + SBTC
2-ary

SBTC
4-ary

SLT + SBTC
4-ary

SBTC
8-ary

SLT + SBTC
8-ary

7 83.06 80.73 84.66 82.74 85.07 83.16 84.49
8 55.11 47.55 53.13 54.07 56.33 54.46 55.59
9 97.55 99.92 99.71 100.00 100.00 100.00 100.00
10 51.25 42.26 46.20 47.80 48.92 48.11 48.96
11 100.00 100.00 100.00 100.00 100.00 100.00 100.00
12 98.92 100.00 100.00 100.00 100.00 100.00 100.00
13 39.85 34.39 38.37 31.58 33.89 30.48 31.50
14 93.36 85.90 90.78 89.22 90.68 89.85 90.59
15 51.52 45.54 48.73 47.70 49.59 46.53 47.92
16 78.07 82.21 80.50 79.57 79.34 79.05 78.92
17 95.60 96.49 99.42 100.00 100.00 100.00 100.00
18 57.16 43.25 50.14 48.90 51.76 50.91 52.47
19 69.68 61.79 64.47 62.73 63.70 61.92 62.58
20 54.24 46.59 50.83 50.81 52.28 51.99 52.64

ARA (%) 72.25 69.20 72.02 72.58 73.72 72.75 73.37

Table 2 (continue)

Table 3
IR using weighted SLT and SBTC 2-ary feature fusion for AWang dataset

Category SL
T

SB
T

C
 2

-a
ry

SL
T:

 0
.9

 
SB

T
C

: 0
.1

SL
T:

0.
8 

SB
T

C
: 0

.2

SL
T:

0.
7 

SB
T

C
: 0

.3

SL
T:

0.
6 

SB
T

C
: 0

.4

SL
T:

0.
5 

SB
T

C
: 0

.5

SL
T:

0.
4 

SB
T

C
: 0

.6

SL
T:

0.
3 

SB
T

C
: 0

.7

SL
T:

0.
2 

SB
T

C
: 0

.8

SL
T:

0.
1 

SB
T

C
: 0

.9

C1 39.56 30.65 39.14 38.44 37.68 36.6 35.58 34.55 33.6 32.7 31.68
C2 18.02 22.56 19.77 20.9 21.74 22.06 22.41 22.77 22.83 22.84 22.82
C3 20.63 18.74 20.99 21.2 21.18 20.81 20.5 20.14 19.77 19.51 19.05
C4 34.25 33.03 36.57 37.7 37.88 37.76 37.09 36.58 35.74 34.79 33.9
C5 97.4 95.68 97.33 96.91 96.64 96.42 96.29 96.12 95.97 95.91 95.75
C6 32.08 37.31 34.01 35.65 36.73 37.31 37.64 37.81 37.67 37.59 37.46
C7 54.13 43.11 52.93 51.66 50.27 49.33 48.2 47.18 46.01 44.89 43.91
C8 40.58 49.77 43.23 45.13 46.52 47.49 48.2 48.72 49.14 49.3 49.59
C9 18.6 22.7 19.3 19.94 20.29 20.79 21.14 21.43 21.96 22.19 22.52
C10 27.96 27.27 28.38 28.72 28.66 28.54 28.41 28.22 28 27.81 27.52
C11 67.04 71.26 69.47 70.85 71.65 72.16 72.45 72.39 72.27 71.94 71.56

ARA(%) 40.93 41.10 41.92 42.46 42.66 42.66 42.54 42.36 42.09 41.77 41.43
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Table 4 indicates the ARA for weighted SLT and SBTC 4-ary feature fusion using the 
AWang dataset. The fusion of 0.8 for SLT and 0.2 for SBTC 4-ary features performs better 
than other proportions considered.

Table 4
IR using weighted SLT and SBTC 4-ary feature fusion for AWang dataset

Category SL
T

SB
T

C
 4

-a
ry

SL
T:

 0
.9

 
SB

T
C

: 0
.1

SL
T:

 0
.8

 
SB

T
C

: 0
.2

SL
T:

 0
.7

SB
T

C
: 0

.3

SL
T:

 0
.6

 
SB

T
C

: 0
.4

SL
T:

0.
5 

SB
T

C
: 0

.5

SL
T:

 0
.4

 
SB

T
C

: 0
.6

SL
T:

 0
.3

 
SB

T
C

: 0
.7

SL
T:

 0
.2

 
SB

T
C

:  
0.

8

SL
T:

 0
.1

 
SB

T
C

: 0
.9

C1 39.56 32.51 39.15 37.92 36.94 36.11 35.27 34.59 33.84 33.18 32.87
C2 18.02 24.01 21.48 22.93 23.51 23.71 23.9 24.05 24.06 24.01 24.00
C3 20.63 18.69 20.86 20.7 20.36 20 19.56 19.39 19.06 18.92 18.77
C4 34.25 33.03 37.99 38.05 37.37 36.49 35.85 35.1 34.45 33.96 33.47
C5 97.4 95.58 96.86 96.45 96.29 96.21 96.07 95.94 95.87 95.78 95.68
C6 32.08 37.08 35.5 36.78 37.27 37.44 37.42 37.4 37.33 37.29 37.23
C7 54.13 41.89 51.17 49.17 47.36 45.94 44.97 44.12 43.45 42.87 42.35
C8 40.58 50.74 45.39 47.86 48.87 49.54 50 50.26 50.37 50.45 50.64
C9 18.6 21.82 19.8 20.1 20.49 20.83 21.04 21.34 21.36 21.45 21.68
C10 27.96 27.39 28.92 28.88 28.8 28.59 28.38 28.21 28.03 27.79 27.61
C11 67.04 74.07 71.73 73.5 74.14 74.62 74.55 74.48 74.35 74.25 74.19

ARA (%) 40.93 41.53 42.62 42.94 42.85 42.68 42.46 42.26 42.02 41.81 41.68

Table 5 indicates the ARA for weighted SLT and SBTC 8-ary feature fusion using the 
AWang dataset. The fusion of 0.9 for SLT and 0.1 for SBTC 8-ary features performs better 
than other proportions considered.

Table 5 
IR using weighted SLT and SBTC 8-ary feature fusion for AWang dataset

Category SL
T

SB
T

C
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ar

y
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 0
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T
C

: 0
.1

SL
T:

 0
.8
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: 0
.2

SL
T:

 0
.7
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T

C
: 0
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T:

 0
.6
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: 0
.4
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T:

 0
.5
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C

: 0
.5
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T:
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T
C

: 0
.6
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T:

 0
.3

 
SB

T
C

: 0
.7

SL
T:
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.2

 
SB

T
C

:  
0.

8

SL
T:

 0
.1

 
SB

T
C

: 0
.9

C1 39.56 33.36 38.32 37.02 36.08 35.35 34.78 34.33 34.03 33.72 33.53
C2 18.02 24.66 23.11 23.93 24.46 24.6 24.64 24.68 24.69 24.72 24.74
C3 20.63 18.97 20.8 20.24 19.87 19.64 19.43 19.24 19.12 19.04 18.98
C4 34.25 32.58 37.89 36.64 35.49 34.74 34.12 33.6 33.27 32.99 32.76
C5 97.4 95.28 96.41 96.2 95.97 95.76 95.66 95.52 95.43 95.37 95.33
C6 32.08 37.13 36.87 37.31 37.52 37.41 37.25 37.25 37.24 37.25 37.19
C7 54.13 42.77 49.75 47.22 45.81 45.01 44.38 43.91 43.52 43.19 42.93
C8 40.58 50.48 47.68 49.19 49.76 50.07 50.29 50.46 50.46 50.44 50.46
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Table 6 indicates the ARA for weighted SLT and SBTC 2-ary feature fusion using the 
MCOIL dataset. The fusion of 0.8 for SLT and 0.2 for SBTC 2-ary features performs better 
than other proportions considered.  

Category SL
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SB
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SL
T:
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.7
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: 0
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 0
.5
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: 0
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.4
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.6
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T:
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.3

 
SB

T
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: 0
.7

SL
T:

 0
.2

 
SB

T
C

:  
0.

8

SL
T:

 0
.1

 
SB

T
C

: 0
.9

C9 18.6 21.67 20.11 20.49 20.95 21.3 21.38 21.41 21.59 21.68 21.7
C10 27.96 28 29.18 29.09 28.8 28.65 28.42 28.27 28.22 28.18 28.1
C11 67.04 74.12 73.86 74.77 74.97 74.79 74.68 74.47 74.34 74.3 74.18

ARA (%) 40.93 41.73 43.09 42.92 42.70 42.48 42.28 42.10 41.99 41.90 41.81

Table 5 (continue)

Table 6 
IR using weighted SLT and SBTC 2-ary feature fusion for MCOIL dataset

Category SL
T
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SL
T:
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8

SL
T:
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: 0
.9

1 45.62 42.38 44.83 44.06 43.89 43.63 43.42 43.17 42.94 42.61 42.46
2 55.67 43.07 54.36 53.67 52.95 52.28 51.52 50.46 49.23 47.45 45.47
3 60.57 61.84 62.94 64.14 64.45 64.43 64.00 63.54 63.14 62.71 62.29
4 68.44 72.55 72.86 75.04 76.08 76.18 75.77 75.29 74.50 73.65 73.07
5 89.33 98.90 93.06 95.58 97.24 98.28 98.80 99.09 99.29 99.34 99.25
6 100.0 98.59 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 99.86
7 83.06 80.73 84.59 85.44 85.88 85.59 84.66 83.74 83.14 82.52 81.50
8 55.11 47.55 55.21 54.84 54.48 53.94 53.13 52.24 51.20 49.98 48.50
9 97.55 99.92 98.44 99.02 99.31 99.56 99.71 99.83 99.88 99.88 99.92
10 51.25 42.26 49.98 49.21 48.42 47.30 46.20 45.02 43.98 43.19 42.80
11 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
12 98.92 100.0 99.56 99.90 100.0 100.0 100.0 100.0 100.0 100.0 100.0
13 39.85 34.39 39.12 38.54 38.14 38.00 38.37 38.10 37.60 36.52 35.19
14 93.36 85.90 93.54 93.04 92.42 91.51 90.78 89.99 88.99 88.02 87.02
15 51.52 45.54 50.52 49.90 49.40 49.02 48.73 48.32 47.74 46.99 46.24
16 78.07 82.21 78.82 79.44 79.90 80.09 80.50 80.81 81.17 81.58 81.93
17 95.60 96.49 97.03 98.01 98.59 99.00 99.42 99.59 99.77 99.85 99.75
18 57.16 43.25 55.96 55.02 53.65 51.99 50.14 48.44 46.91 45.58 44.21
19 69.68 61.79 68.00 66.99 65.99 65.03 64.47 63.83 63.18 62.79 62.38
20 54.24 46.59 53.38 52.68 51.99 51.49 50.83 50.12 49.36 48.53 47.70

ARA (%) 72.25 69.20 72.61 72.73 72.64 72.36 72.02 71.58 71.10 70.56 69.98
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Table 7 indicates the ARA for weighted SLT and SBTC 4-ary feature fusion using the 
MCOIL dataset. The fusion of 0.9 for SLT and 0.1 for SBTC 4-ary features performs better 
than other proportions considered.  

Table 8 indicates the ARA for weighted SLT and SBTC 8-ary feature fusion using the 
MCOIL dataset. The fusion of 0.9 for SLT and 0.1 for SBTC 8-ary features performs better 
than other proportions considered.  

Comparison with Existing Methods
Figures 6 and 7 show the performance of existing and proposed IR techniques in terms of 
ARA using Sauvola local thresholding, SBTC with 2, 4, and 8-arys, and weighted feature 
fusion of SLT and SBTC for AWang and MCOIL datasets, respectively. Weighted feature 
fusion of SLT and SBTC performs better for SBTC 2, 4, and 8-arys. Results show that the 
fusion of 0.9 for SLT and 0.1 for SBTC 8-ary features gives better results than all other 
methods considered.

Table 7 
IR using weighted SLT and SBTC 4-ary feature fusion for MCOIL dataset

Category SL
T

SB
T

C
4-

ar
y

SL
T:

 0
.9

 
SB

T
C

: 0
.1

SL
T:

 0
.8

 
SB

T
C

: 0
.2

SL
T:

 0
.7

SB
T

C
: 0

.3

SL
T:

 0
.6

 
SB

T
C

: 0
.4

SL
T:

0.
5 

SB
T

C
: 0

.5

SL
T:

 0
.4

 
SB

T
C

: 0
.6

SL
T:

 0
.3

 
SB

T
C

: 0
.7

SL
T:

 0
.2

 
SB

T
C

:  
0.

8

SL
T:

 0
.1

 
SB

T
C

: 0
.9

1 45.62 47.01 47.11 47.30 47.26 47.26 47.16 47.07 47.05 47.01 46.99
2 55.67 40.63 51.60 48.63 46.64 44.75 43.69 42.75 42.01 41.42 40.93
3 60.57 75.52 77.16 79.17 79.07 78.40 78.01 77.53 76.93 76.41 75.98
4 68.44 93.71 93.61 95.06 95.10 94.85 94.58 94.43 94.17 94.04 93.81
5 89.33 99.61 95.56 98.09 99.00 99.36 99.48 99.59 99.61 99.59 99.61
6 100.0 99.98 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
7 83.06 82.74 87.83 87.87 86.81 85.82 85.07 84.43 84.09 83.58 83.08
8 55.11 54.07 57.37 57.75 57.25 56.75 56.33 55.90 55.40 54.96 54.53
9 97.55 100.0 99.38 99.96 100.0 100.0 100.0 100.0 100.0 100.0 100.0
10 51.25 47.80 51.08 50.39 50.02 49.54 48.92 48.51 48.28 48.19 47.99
11 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
12 98.92 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
13 39.85 31.58 37.09 36.28 35.19 34.61 33.89 33.41 32.89 32.41 31.96
14 93.36 89.22 93.77 92.82 91.96 91.24 90.68 90.28 90.01 89.66 89.39
15 51.52 47.70 51.49 50.93 50.42 49.88 49.59 49.21 48.80 48.40 47.97
16 78.07 79.57 78.72 78.99 79.11 79.24 79.34 79.42 79.51 79.53 79.53
17 95.60 100.00 99.50 99.88 99.98 100.0 100.0 100.0 100.0 100.0 100.0
18 57.16 48.90 56.54 55.48 54.01 52.78 51.76 50.96 50.42 49.85 49.29
19 69.68 62.73 67.11 65.66 64.62 64.08 63.70 63.41 63.21 62.96 62.83
20 54.24 50.81 53.55 52.82 52.78 52.51 52.28 51.93 51.58 51.33 51.04

ARA (%) 72.25 72.58 74.92 74.85 74.46 74.05 73.72 73.44 73.20 72.97 72.75
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Table 8
IR using weighted SLT and SBTC 8-ary feature fusion for MCOIL dataset

Category SL
T

SB
T

C
 8

-a
ry

SL
T:

 0
.9

 
SB

T
C

: 0
.1

SL
T:

0.
8 

SB
T

C
: 0

.2

SL
T:

 0
.7

SB
T

C
: 0

.3

SL
T:

  0
.6

 
SB

T
C

: 0
.4

SL
T:

0.
5 

SB
T

C
: 0

.5

SL
T:

  0
.4

 
SB

T
C

: 0
.6

SL
T:

  0
.3

 
SB

T
C

: 0
.7

SL
T:

  0
.2

 
SB

T
C

:  
0.

8

SL
T:

 0
.1

 
SB

T
C

: 0
.9

1 45.62 46.97 47.38 47.18 47.18 47.09 47.05 47.03 47.01 47.01 46.97
2 55.67 37.06 45.29 41.67 39.87 38.91 38.29 37.83 37.64 37.42 37.23
3 60.57 77.78 81.33 80.92 80.50 79.92 79.53 79.13 78.53 78.24 78.03
4 68.44 96.89 96.66 97.18 97.13 97.11 97.03 96.93 96.82 96.88 96.88
5 89.33 99.81 98.77 99.71 99.85 99.88 99.92 99.92 99.86 99.86 99.85
6 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
7 83.06 83.16 88.10 86.65 85.53 84.80 84.49 84.09 83.89 83.66 83.37
8 55.11 54.46 58.45 57.52 56.64 55.90 55.59 55.23 54.94 54.76 54.57
9 97.55 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
10 51.25 48.11 51.23 50.35 49.75 49.36 48.96 48.71 48.55 48.32 48.19
11 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
12 98.92 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
13 39.85 30.48 35.24 33.28 32.27 31.87 31.50 31.33 31.00 30.92 30.65
14 93.36 89.85 93.09 91.90 91.24 90.76 90.59 90.41 90.18 90.03 89.97
15 51.52 46.53 50.42 49.46 48.84 48.30 47.92 47.51 47.18 46.91 46.70
16 78.07 79.05 78.61 78.72 78.88 78.84 78.92 78.95 78.95 78.99 79.01
17 95.60 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
18 57.16 50.91 57.06 54.76 53.65 53.09 52.47 52.01 51.54 51.23 51.06
19 69.68 61.92 65.14 63.91 63.16 62.83 62.58 62.42 62.31 62.17 62.06
20 54.24 51.99 53.88 53.36 53.16 52.91 52.64 52.53 52.33 52.16 52.08

ARA (%) 72.25 72.75 75.03 74.33 73.88 73.58 73.37 73.20 73.04 72.93 72.83
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Figure 6. ARA using various existing and proposed IR methods (AWang dataset)
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Statistical Significance

For statistical validation of obtained results, the proposed IR using weighted SLT and 
SBTC 8-ary feature fusion is compared with existing methods using a 2-variable t-Test, 
assuming equal variance is defined as:

H0: There is no significant difference between IR accuracy using weighted SLT and 
SBTC 8-ary and existing methods.
Ha: There is a significant difference between IR accuracy using weighted SLT and 
SBTC 8-ary and existing methods.
The obtained t-Stat, t-Critical, and P-value are given in Table 9. For the proposed method, 

when compared with the existing SLT method, the p-value for 2-tail is less than α(0.05), 
rejecting the null hypotheses (H0) and proving that the proposed weighted SLT (0.9 weight) 
and SBTC 8-ary (0.1 weight) method is statistically significant than the existing method. 

Figure 7. ARA using various existing and proposed IR methods (MCOIL dataset)
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Table 9 
Statistical validation of proposed IR techniques

Parameters

SLT: 
0.9 

SBTC: 
0.1

SLT:
0.8 

SBTC: 
0.2

SLT: 
0.7

SBTC: 
0.3

SLT:  
0.6 

SBTC: 
0.4

SLT:
0.5 

SBTC: 
0.5

SLT:  
0.4 

SBTC: 
0.6

SLT:  
0.3 

SBTC: 
0.7

SLT:  
0.2 

SBTC:  
0.8

SLT: 
0.1 

SBTC: 
0.9

Mean 63.70 63.18 62.82 62.54 62.34 62.17 62.02 61.92 61.82
t Stat -2.01 -1.46 -1.15 -0.95 -0.80 -0.68 -0.58 -0.51 -0.45

P(T<=t) two-tail 0.05 0.15 0.26 0.35 0.43 0.50 0.57 0.61 0.66
t Critical two-tail 2.04 2.04 2.04 2.04 2.04 2.04 2.04 2.04 2.04
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CONCLUSION

The research paper has presented the fusion-based IR technique using weighted features of 
Sauvola local thresholding and the SBTC technique. The proposed method is tested with 
two different standard datasets, viz. AWang and MCOIL. The introduced IR using feature 
fusion of SLT and SBTC techniques has surpassed the performance in terms of average 
retrieval accuracy of the existing methods. It has revealed the statistical significance of 
improved IR. Results show that the proposed technique with SBTC 8-ary with 0.1 weight 
and SLT with 0.9 weight feature fusion gives better ARA than all the studied methods 
across the datasets considered.

In the future, it will be interesting to explore using various color spaces for feature 
extraction using the proposed method in IR. Future work can use various similarity metrics 
in addition to the currently used mean square error like Euclidian distance, cosine distance, 
and city block distance can be explored. 
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ABSTRACT

The generalised gamma distribution (GGD) is one of the most widely used statistical 
distributions used extensively in several scientific and engineering application areas due 
to its high adaptability with the normal and exponential, lognormal distributions, among 
others. However, the estimation of the unknown parameters of the model is a challenging 
task. Many algorithms were developed for parameter estimation, but none can find the best 
solution. In this study, a simulated annealing (SA) algorithm is proposed for the assessment 
of effectiveness in determining the parameters for the GDD using modified internal rate 
of return (MIRR) data extracted from the financial report of the publicly traded Malaysian 
property companies for long term investment periods (2010–2019). The performance of the 
SA is compared to the moment method (MM) based on mean absolute error (MAE) and 
root mean squares errors (RMSE) based on the MIRR data set. The performance of this 
study reveals that the SA algorithm has a better estimate with the increases in sample size 
(long-term investment periods) compared to MM, which reveals a better estimate with a 
small sample size (short-time investment periods). The results show that the SA algorithm 
approach provides better estimates for GGD parameters based on the MIRR data set for 
the long-term investment period. 

Keywords: Generalised gamma distribution, modified 
internal rate of return, moment methods, simulated 
annealing algorithm

INTRODUCTION

Recently, one of the major concerns in the 
investment decision is stock assessment and 
forecasting. An investment decision is one of 
the vital activities in business performance. 
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Both shareholders and investors can use stock valuation models to evaluate their shares 
and make stock trading decisions accordingly. Major shareholders carried out investment 
valuations to drive them to make decisions using various models. Managers must have 
a correct grasp of the influential resources to construct an investment model for stock 
valuation, which is a vital aspect of a company’s performance in stock valuation. 

Investment modelling is all about building and analysing mathematical models to 
depict the processes by which money flows into and out of a company. It takes various 
quantitative techniques to “make financial sense of the future.”  Investors may use a variety 
of models when selecting stocks and evaluating the performance of their stock portfolios. 
Stock valuation is a strategy used in determining the worth of a firm, which may provide 
information to potential investors about the company’s profitability constraints (Besley 
& Brigham, 2015). 

Stock valuations are widely conducted based on traditional accounting methods. It 
includes the Net Present Value (NPV) and the Internal Rate of Return (IRR), and the 
Profitability Index (PI) (Bonazzi & Iotti, 2016). The implementation of IRR calculation, in 
which a single investment project came with multiple values, is one of the major flaws of 
traditional accounting methods (Kierulff, 2008; Osborne, 2010; Sabri & Sarsour, 2019). This 
problem is overcome by the application of the MIRR, which was rediscovered in the 1950s 
after its development during the 18th century, and which accounts for the periodic free cash 
flows by assuming reinvestment of cash inflows at the reinvestment rate (Baldwin, 1959; 
Biondi, 2006; Kierulff, 2008; Sabri & Sarsour, 2019). 

The MIRR is defined as the rate at which the NPV equals zero, that is, where the 
Present Value (PV) of the investment fund’s terminal value (future value of cash inflows 
assumed to be reinvested at the firm’s required rate of return) equals the present value of 
the investment outlays (cash outflows over the investment period) when discounted at the 
firm’s required rate of return (Besley & Brigham, 2015; Quiry et al., 2005). The investment 
rate of return might be accomplished using an iterative procedure to locate the root, such as 
the Newton-Raphson algorithm (Ahmad, 2015) or the modified Newton-Raphson method 
(Pascual et al., 2018). 

However, some problems arise when utilising this procedure since it does not account 
for all relevant aspects that affect the investment return, rendering their methods ineffective 
for measuring stock performance (Brealey et al., 2006; Markowitz, 1952; Ross et al., 2010). 
As a result, several researchers have devised alternate investment appraisal methodologies 
to address this issue (Sabri & Sarsour, 2019; Satyasai, 2009; Sayed & Sabri, 2022). Sabri 
and Sarsour (2019) formulate an effective approach for determining the rate of return from 
long-term investments considering a variety of financial parameters, including stock price, 
reinvested dividends, and share issuances such as splits and bonuses issues. Investment 
returns were more realistically shown in the stock investment model since it revealed the 
calculation of the MIRR using a yearly annuity-style approach to contributions.
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Sayed and Sabri (2022) extend the process of calculating the MIRR by incorporating 
treasury share dividends, which may significantly affect the investment’s rate of return. 
Moreover, the study suggests transforming the MIRR by adding the value of one to prevent 
any negative return since the return estimated on any investment appears to be more 
than minus one. Being a random variable, the rate of return will follow some statistical 
distribution. The normal distribution in finance is often used to model asset returns. For 
example, Sharpe (1964) assumed that the return follows a normal distribution while 
describing the theory of market equilibrium and Capital Asset Pricing Models. However, 
returns on financial assets do not exhibit the normal distribution (Cont, 2001). As a result, 
other distributions should be employed (Fama, 1963). 

The gamma distribution is extensively employed in several scientific and technical 
disciplines, such as banking, networking, and meteorological research (Kellison, 2009; 
Kim et al., 2003) due to its high degree of adaptability with the normal and exponential 
distributions, among others (Eric et al., 2021). This distribution is used to represent positive 
continuous variables. It logically models the waiting durations between events, like Sabri 
and Sarsours (2019), who modelled a framework with positive and continuous variables. 
A unique and flexible form of the gamma distribution is the GGD which includes special 
cases of some distributions such as the Weibull distribution, the gamma distribution, the 
exponential distribution, and the lognormal distribution (Kiche et al., 2019; Khodabina & 
Ahmadabadi, 2010; Stacy & Mihram, 1965).

Various approaches, such as the method of moment and maximum-likelihood function, 
exist to estimate the three parameters of the GGD, namely, shape, scale, and growth rate 
(Naji & Rasheed, 2019). Estimating the GGD parameters based on the numerical methods 
is problematic due to the difficulty in deriving their values from the mean and variance 
equations unless the value of one parameter is fixed and the values of the other two are 
calculated. Also, utilising the maximum-likelihood function to estimate the three parameters 
simultaneously is a mathematically complex procedure since it is difficult to derive a simple 
differentiation of the log-likelihood function concerning the shape parameter (Gomes et al., 
2008; Lakshmi & Vaidyanathan, 2016; Özsoy et al., 2020). Hence, the SA algorithm, which 
uses the log-likelihood function as an objective function and seeks to maximise it, may be 
incorporated as an alternative parameter estimation method (Idris & Muhammad, 2022).

The SA algorithm attempts to produce novel solutions to a particular problem based on 
a random process and a series of probability distributions. This random procedure does not 
necessarily improve the objective function but may still be accepted (Franzin & Stützle, 
2019). The algorithm was first employed in metallurgy as an optimisation procedure to 
attain minimal energy by progressively lowering atomic mobility, decreasing lattice defects’ 
uniformity, and reducing metal temperature (Du & Swamy, 2016). It is unaffected by any 
restraint at any local minimum and accepts any changes in the objective function with 
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indulgence, making it useful in many fields, including finance, mathematics and statistics 
(Abubakar & Sabri, 2021a, 2021b; Crama & Schyns, 2003; Orús et al., 2019).

The method of moments (MM) is a technique for estimating the parameters of a 
statistical model. It works by finding values of the parameters that result in a match 
between the sample moments and the population moments (as implied by the model). The 
MM is used as quick information about the unknown parameter or an initial guess for a 
numerical search for MLE estimates (Malá et al., 2022). Various researchers conducted 
the estimates of various statistical distributions based on MM. It includes the work of 
Hosking et al. (1985), who used the method of probability-weighted moments to derive 
estimators of the parameters and quantiles of the generalised extreme-value distribution. 
Greenstein et al. (1999) used MM to estimate the Ricean K-factor from measured power 
versus time, which is relatively cumbersome and time-consuming. Chang (2011) used MM 
compared with other numerical methods in estimating Weibull parameters for wind energy 
applications based on Monte Carlo simulation and analysis of actual wind speed. Bílková 
(2012) compare MM with L-moments based on lognormal distribution. Rocha et al. (2012) 
analysed and compared 7 (seven) numerical methods to assess effectiveness in determining 
the parameters for the Weibull distribution using wind speed data. Munkhammar et al. 
(2017) proposed a procedure based on the is based on MM, which is set up algorithmically 
to aid applicability in estimating Nth-degree polynomial approximations to be unknown 
(or known) probability density functions (PDFs) based on N statistical moments from each 
distribution. Tizgui et al. (2017) compare moment methods with other estimation methods 
for Weibull parameters in the Agadir region in Morocco. Chaurasiya et al. (2018) examine 
the effectiveness of nine different numerical methods in calculating the parameters of 
Weibull distribution for wind power density. Honore et al. (2020) introduce measures on 
how each moment contributes to the precision of parameter estimates in generalised MM 
settings. 

This study aims to demonstrate the SA algorithm’s efficacy in estimating the parameters 
of the GGD modelled on the transformed MIRR as formulated in Sayed and Sabri (2022) 
compared with the MM. The data relates to long-term investments in the stocks of 62 
publicly listed Malaysian property companies from 2010 to 2019, considering varying 
cases of one to eight-year investment periods.

MATERIALS AND METHODS

Modified Internal Rate of Return 

The MIRR model in this paper was introduced by Sabri and Sarsour (2019) and developed 
by Abubakar and Sabri (2021a) and Sayed and Sabri (2022). The MIRR model framework 
is a good fit for a long-term investment. Therefore, it requires a comprehensive search to 
collect more in-depth financial information about the companies under study, such as the 
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yearly updated dividend rate, stock issuance and daily updated stock price. It is crucial 
to focus on the form of the dividend declared for the shareholders because that tends to 
differ from one company to another, thus affecting the accumulation of their share unit g. 

In the investment theory, some companies are found practising the share split. For 
example, suppose each ordinary share is split into 2 (i. eg = 2). In that case, the number 
of the share units earned by the shareholder will be multiplied by two, thereby reducing 
the stock price to half to enhance the liquidity of the share capital traded in the market 
without any change in the investor’s capital. On the contrary, the bonus issue in which the 
company distributes the accumulated shares to the shareholders depends on the number of 
their shares. For instance, in a bonus issue of one share for two existing ordinary shares, 
the company distributes half of the accumulative share units to 1.5 share units at the end 

of the year. With such a bonus issue, the shareholder will earn 2 × (1 +
1
2

× 1) = 3  that 

makes g = 3. 
Furthermore, companies issue treasury shares or mandatory treasury shares in which 

the company distributes dividends for shareholders in cash, which does not affect the 
accumulation of the share unit g. If the company does not announce any share issuance for 
any year, then g = 1. The accumulation of share units g for a particular year is calculated 
by adding any share split or bonus issue in the same year and any treasury shares activity.

The long-term investment strategy associated with the MIRR model requires holding 
the cash out at the same level as at the beginning of every year for k years and reinvesting 
the cash dividend to increase the share units. After the desired investment’s time ends, the 
investor earns the capital with the profit of the investment after k years. If the investor gets 
less cash than the total contribution, then the MIRR may come negative. The process of 
calculating the MIRR is represented in a few steps as follows:

1. Set the investment time K. 
2. Calculate the respective terminal investment F(K) (Equation 1), which is the 

terminal value of the invested fund at the end of year K,

𝐹𝐹(𝐾𝐾) = 𝑆𝑆𝐾𝐾
(2)𝑃𝑃𝑢𝑢𝐾𝐾+1,2 + 𝐵𝐵𝐾𝐾 + 𝐷𝐷𝐷𝐷𝑉𝑉𝐾𝐾  

𝑁𝑁𝑃𝑃𝑉𝑉 = [𝑆𝑆𝐾𝐾
(2)𝑃𝑃𝑢𝑢𝐾𝐾+1,2 + 𝐵𝐵𝐾𝐾 + 𝐷𝐷𝐷𝐷𝑉𝑉𝐾𝐾](1 + 𝑟𝑟)−

𝑢𝑢𝐾𝐾+1,1−𝑢𝑢1,1
365 − 𝐶𝐶� 𝑎𝑎𝑘𝑘(1 + 𝑟𝑟)

𝐾𝐾+1

𝑘𝑘=1

−
𝑢𝑢𝑘𝑘 ,1−𝑢𝑢1,1

365

 

       (1)

where uK,1 is the date of share purchased and sold; uK,2 is the date of dividend and share 
issued based on the stock reported for year k; 𝑃𝑃𝑢𝑢𝑘𝑘 ,2   is the stock price at the date uK,2; BK 
is the cash balance of year k; DIVK is the cash dividend at year k, and r is the MIRR and 
C is the yearly fixed contribution used in Equation 2. Assuming the NPV at time zero is 
equal to zero, computed for MIRR as follows,𝐹𝐹(𝐾𝐾) = 𝑆𝑆𝐾𝐾

(2)𝑃𝑃𝑢𝑢𝐾𝐾+1,2 + 𝐵𝐵𝐾𝐾 + 𝐷𝐷𝐷𝐷𝑉𝑉𝐾𝐾  

𝑁𝑁𝑃𝑃𝑉𝑉 = [𝑆𝑆𝐾𝐾
(2)𝑃𝑃𝑢𝑢𝐾𝐾+1,2 + 𝐵𝐵𝐾𝐾 + 𝐷𝐷𝐷𝐷𝑉𝑉𝐾𝐾](1 + 𝑟𝑟)−

𝑢𝑢𝐾𝐾+1,1−𝑢𝑢1,1
365 − 𝐶𝐶� 𝑎𝑎𝑘𝑘(1 + 𝑟𝑟)

𝐾𝐾+1

𝑘𝑘=1

−
𝑢𝑢𝑘𝑘 ,1−𝑢𝑢1,1

365

  (2)
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For the year k  =  1, . . . ,K ,  𝑆𝑆𝐾𝐾
(2) 

𝑆𝑆𝐾𝐾
(2) = 𝑔𝑔𝑘𝑘 × 𝑠𝑠𝑘𝑘

(1) 

𝑠𝑠𝑘𝑘
(1) 

 is the accumulated share unit after share issuance at 
the end of year k, defined as Equation 3,

𝑆𝑆𝐾𝐾
(2) 

𝑆𝑆𝐾𝐾
(2) = 𝑔𝑔𝑘𝑘 × 𝑠𝑠𝑘𝑘

(1) 

𝑠𝑠𝑘𝑘
(1) 

        (3)

where gk is the function of share issuance, and 
𝑆𝑆𝐾𝐾

(2) 

𝑆𝑆𝐾𝐾
(2) = 𝑔𝑔𝑘𝑘 × 𝑠𝑠𝑘𝑘

(1) 

𝑠𝑠𝑘𝑘
(1) 

 is the share units at the beginning of 
year k. 

In a long-term investment based on the MIRR model, choosing the promising stock 
or the right time for investing is ineffective since the MIRR differs when holding a stock 
for an extended investment period. Also, tracking the best investment timing is difficult, 
as the MIRR measure can only be spotted annually. Therefore, this study assumes that the 
MIRR for all stocks and the time for starting an investment are common. For computation 
purposes, we define the MIRR by R tiK, where i  =  1, , ,n  stocks, t  =  t 1, . . . ,t T years of 
investment start, and K is the investment period so that K ≤ T .

The investors either expect a positive return (profit) from an investment or, in the 
worst case, they can get zero return which leads to work with a non-negative MIRR. The 
non-negative transformed rate of return was introduced by Sabri and Sarsour (2019) as 
Equation 4:

𝑋𝑋𝑡𝑡𝑡𝑡𝐾𝐾 = 1 + 𝑅𝑅𝑡𝑡𝑡𝑡𝐾𝐾          (4)

where K is the investment period, R tiK >  1 is defined as the MIRR, i  =  1, , ,nstocks, t 
=  t 1, . . . ,t T years of investment start, and K is the investment period. The non-negative 
transformed MIRR XtiK, being a random variable, should be distributed with a non-negative 
distribution such as the GGD, which will be explained in the next section.

Generalised Gamma Distribution 

The non-negative MIRR or the random variable XtiK for the i-th stock at investment 
year t over the investment period of K years may be distributed by the three 
parameters of the GGD, namely α and θ with the growth rate parameter γ. By letting 
𝑋𝑋𝑡𝑡𝑡𝑡𝐾𝐾 = (1 + 𝛾𝛾)𝐾𝐾−1𝑋𝑋𝑡𝑡𝑡𝑡1 , the probability density function (PDF) of the distribution is 
presented as Equation 5

𝑓𝑓𝑋𝑋𝑡𝑡𝑡𝑡𝐾𝐾 (𝑥𝑥;𝛼𝛼, (1 + 𝛾𝛾)𝐾𝐾−1𝜃𝜃) = �
1

Γ(𝛼𝛼) �
1

(1 + 𝛾𝛾)𝐾𝐾−1𝜃𝜃�
𝛼𝛼
𝑥𝑥𝛼𝛼−1𝑒𝑒

− 𝑥𝑥
(1+𝛾𝛾)𝐾𝐾−1𝜃𝜃 ,𝑥𝑥 > 0

0, 𝑜𝑜𝑡𝑡ℎ𝑒𝑒𝑟𝑟𝑒𝑒𝑡𝑡𝑠𝑠𝑒𝑒.
 

𝜇𝜇 = 𝛼𝛼(1 + 𝛾𝛾)𝐾𝐾−1𝜃𝜃 
𝜎𝜎2 = 𝛼𝛼[(1 + 𝛾𝛾)𝐾𝐾−1𝜃𝜃]2 

𝐿𝐿(𝛼𝛼𝐾𝐾 , (1 + 𝛾𝛾)𝐾𝐾−1𝜃𝜃𝐾𝐾|𝑥𝑥𝑡𝑡𝑡𝑡𝐾𝐾 ) = − 𝑙𝑙𝑙𝑙[Γ(𝛼𝛼𝐾𝐾)] − 𝛼𝛼𝐾𝐾 𝑙𝑙𝑙𝑙( (1 + 𝛾𝛾)𝐾𝐾−1𝜃𝜃𝐾𝐾) + 𝑙𝑙𝑙𝑙( 𝑥𝑥𝐾𝐾
𝛼𝛼𝐾𝐾−1)− 𝑥𝑥𝐾𝐾

(1+𝛾𝛾)𝐾𝐾−1𝜃𝜃𝐾𝐾
 (1) 

 (5)

with the mean and the variance presented in Equations 6 and 7, respectively, as follows,𝑓𝑓𝑋𝑋𝑡𝑡𝑡𝑡𝐾𝐾 (𝑥𝑥;𝛼𝛼, (1 + 𝛾𝛾)𝐾𝐾−1𝜃𝜃) = �
1

Γ(𝛼𝛼) �
1

(1 + 𝛾𝛾)𝐾𝐾−1𝜃𝜃�
𝛼𝛼
𝑥𝑥𝛼𝛼−1𝑒𝑒

− 𝑥𝑥
(1+𝛾𝛾)𝐾𝐾−1𝜃𝜃 ,𝑥𝑥 > 0

0, 𝑜𝑜𝑡𝑡ℎ𝑒𝑒𝑟𝑟𝑒𝑒𝑡𝑡𝑠𝑠𝑒𝑒.
 

𝜇𝜇 = 𝛼𝛼(1 + 𝛾𝛾)𝐾𝐾−1𝜃𝜃 
𝜎𝜎2 = 𝛼𝛼[(1 + 𝛾𝛾)𝐾𝐾−1𝜃𝜃]2 

𝐿𝐿(𝛼𝛼𝐾𝐾 , (1 + 𝛾𝛾)𝐾𝐾−1𝜃𝜃𝐾𝐾|𝑥𝑥𝑡𝑡𝑡𝑡𝐾𝐾 ) = − 𝑙𝑙𝑙𝑙[Γ(𝛼𝛼𝐾𝐾)] − 𝛼𝛼𝐾𝐾 𝑙𝑙𝑙𝑙( (1 + 𝛾𝛾)𝐾𝐾−1𝜃𝜃𝐾𝐾) + 𝑙𝑙𝑙𝑙( 𝑥𝑥𝐾𝐾
𝛼𝛼𝐾𝐾−1)− 𝑥𝑥𝐾𝐾

(1+𝛾𝛾)𝐾𝐾−1𝜃𝜃𝐾𝐾
 (1) 

        (6)
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𝑓𝑓𝑋𝑋𝑡𝑡𝑡𝑡𝐾𝐾 (𝑥𝑥;𝛼𝛼, (1 + 𝛾𝛾)𝐾𝐾−1𝜃𝜃) = �
1

Γ(𝛼𝛼) �
1

(1 + 𝛾𝛾)𝐾𝐾−1𝜃𝜃�
𝛼𝛼
𝑥𝑥𝛼𝛼−1𝑒𝑒

− 𝑥𝑥
(1+𝛾𝛾)𝐾𝐾−1𝜃𝜃 ,𝑥𝑥 > 0

0, 𝑜𝑜𝑡𝑡ℎ𝑒𝑒𝑟𝑟𝑒𝑒𝑡𝑡𝑠𝑠𝑒𝑒.
 

𝜇𝜇 = 𝛼𝛼(1 + 𝛾𝛾)𝐾𝐾−1𝜃𝜃 
𝜎𝜎2 = 𝛼𝛼[(1 + 𝛾𝛾)𝐾𝐾−1𝜃𝜃]2 

𝐿𝐿(𝛼𝛼𝐾𝐾 , (1 + 𝛾𝛾)𝐾𝐾−1𝜃𝜃𝐾𝐾|𝑥𝑥𝑡𝑡𝑡𝑡𝐾𝐾 ) = − 𝑙𝑙𝑙𝑙[Γ(𝛼𝛼𝐾𝐾)] − 𝛼𝛼𝐾𝐾 𝑙𝑙𝑙𝑙( (1 + 𝛾𝛾)𝐾𝐾−1𝜃𝜃𝐾𝐾) + 𝑙𝑙𝑙𝑙( 𝑥𝑥𝐾𝐾
𝛼𝛼𝐾𝐾−1)− 𝑥𝑥𝐾𝐾

(1+𝛾𝛾)𝐾𝐾−1𝜃𝜃𝐾𝐾
 (1) 

       (7)

The likelihood function of Equation 5 is defined as Equation 8, 

       𝐿𝐿(𝛼𝛼𝐾𝐾 , (1 + 𝛾𝛾)𝐾𝐾−1𝜃𝜃𝐾𝐾|𝑥𝑥𝑡𝑡𝑡𝑡𝐾𝐾 ) = −𝑙𝑙𝑙𝑙[𝛤𝛤(𝛼𝛼𝐾𝐾)] − 𝛼𝛼𝐾𝐾 𝑙𝑙𝑙𝑙( (1 + 𝛾𝛾)𝐾𝐾−1𝜃𝜃𝐾𝐾) + 𝑙𝑙𝑙𝑙( 𝑥𝑥𝐾𝐾
𝛼𝛼𝐾𝐾−1) − 𝑥𝑥𝐾𝐾

(1+𝛾𝛾)𝐾𝐾−1𝜃𝜃𝐾𝐾
 

       𝐿𝐿(𝛼𝛼𝐾𝐾 , (1 + 𝛾𝛾)𝐾𝐾−1𝜃𝜃𝐾𝐾|𝑥𝑥𝑡𝑡𝑡𝑡𝐾𝐾 ) = −𝑙𝑙𝑙𝑙[𝛤𝛤(𝛼𝛼𝐾𝐾)] − 𝛼𝛼𝐾𝐾 𝑙𝑙𝑙𝑙( (1 + 𝛾𝛾)𝐾𝐾−1𝜃𝜃𝐾𝐾) + 𝑙𝑙𝑙𝑙( 𝑥𝑥𝐾𝐾
𝛼𝛼𝐾𝐾−1) − 𝑥𝑥𝐾𝐾

(1+𝛾𝛾)𝐾𝐾−1𝜃𝜃𝐾𝐾
         (8)Equation 9 is the log-likelihood function of Equation 8:    

𝑙𝑙(𝛼𝛼𝐾𝐾 , (1 + 𝛾𝛾)𝐾𝐾−1𝜃𝜃𝐾𝐾�𝑥𝑥𝑡𝑡𝑡𝑡𝐾𝐾 ) = −∑ 𝑙𝑙𝑙𝑙[𝛤𝛤(𝛼𝛼𝐾𝐾)]𝐾𝐾∗
𝐾𝐾−1 −∑ [𝛼𝛼𝐾𝐾 𝑙𝑙𝑙𝑙( (1 + 𝛾𝛾)𝐾𝐾−1𝜃𝜃𝐾𝐾)]𝐾𝐾∗

𝐾𝐾=1 +

∑ 𝑙𝑙𝑙𝑙( 𝑥𝑥𝐾𝐾
𝛼𝛼𝐾𝐾−1)𝐾𝐾∗

𝐾𝐾=1 − ∑ 𝑥𝑥𝐾𝐾
(1+𝛾𝛾)𝐾𝐾−1𝜃𝜃𝐾𝐾

.𝐾𝐾∗
𝐾𝐾−1            (1) 

Method of Moment (MM) 

          (9)

Method of Moment (MM)

The MM is one of the existing methods used in estimating the parameters of the statistical 
distribution function. However, estimating the three parameters of Equation 5 using the MM 
is not ideal because of the difficulty of constructing the values of the three parameters from 
the mean and variance equations unless one of the values is fixed and solved for the other 
two. Therefore, in this study, we fix the value of the growth rate parameter γ to estimate 
the shape parameter α and the scale parameter θ using the MM. The fixed value of the 
growth parameter γ should be selected precisely to provide us with a closer estimation of 
α and θ to their true values. For the period of investment, K, the MM estimates of μs and 
σs can be defined as Equations 10 and 11:

 

𝛼𝛼𝜃𝜃 = ∑∑ 𝑥𝑥𝑡𝑡𝑙𝑙
𝑡𝑡=1
𝑙𝑙

= 𝑚𝑚1𝐾𝐾        (1) 

      𝛼𝛼𝜃𝜃2 + (𝛼𝛼𝜃𝜃)2 = ∑∑ 𝑥𝑥𝑡𝑡
2𝑙𝑙

𝑡𝑡=1
𝑙𝑙

= 𝑚𝑚2𝐾𝐾                                          (2) 
Thus, it gives the following Equations 12 and 13  
 
 

𝜃𝜃� = 𝑚𝑚2𝐾𝐾−𝑚𝑚1𝐾𝐾
2

𝑚𝑚2𝐾𝐾
       (3) 

𝛼𝛼� = 𝑚𝑚1𝐾𝐾
2

𝑚𝑚2𝐾𝐾−𝑚𝑚1𝐾𝐾
2         

       (10)

 

𝛼𝛼𝜃𝜃 = ∑∑ 𝑥𝑥𝑡𝑡𝑙𝑙
𝑡𝑡=1
𝑙𝑙

= 𝑚𝑚1𝐾𝐾        (1) 

      𝛼𝛼𝜃𝜃2 + (𝛼𝛼𝜃𝜃)2 = ∑∑ 𝑥𝑥𝑡𝑡
2𝑙𝑙

𝑡𝑡=1
𝑙𝑙

= 𝑚𝑚2𝐾𝐾                                          (2) 
Thus, it gives the following Equations 12 and 13  
 
 

𝜃𝜃� = 𝑚𝑚2𝐾𝐾−𝑚𝑚1𝐾𝐾
2

𝑚𝑚2𝐾𝐾
       (3) 

𝛼𝛼� = 𝑚𝑚1𝐾𝐾
2

𝑚𝑚2𝐾𝐾−𝑚𝑚1𝐾𝐾
2         

      (11)

Thus, it gives the following Equations 12 and 13

 

𝛼𝛼𝜃𝜃 = ∑∑ 𝑥𝑥𝑡𝑡𝑙𝑙
𝑡𝑡=1
𝑙𝑙

= 𝑚𝑚1𝐾𝐾        (1) 

      𝛼𝛼𝜃𝜃2 + (𝛼𝛼𝜃𝜃)2 = ∑∑ 𝑥𝑥𝑡𝑡
2𝑙𝑙

𝑡𝑡=1
𝑙𝑙

= 𝑚𝑚2𝐾𝐾                                          (2) 
Thus, it gives the following Equations 12 and 13  
 
 

𝜃𝜃� = 𝑚𝑚2𝐾𝐾−𝑚𝑚1𝐾𝐾
2

𝑚𝑚2𝐾𝐾
       (3) 

𝛼𝛼� = 𝑚𝑚1𝐾𝐾
2

𝑚𝑚2𝐾𝐾−𝑚𝑚1𝐾𝐾
2         

        (12)

 

𝛼𝛼𝜃𝜃 = ∑∑ 𝑥𝑥𝑡𝑡𝑙𝑙
𝑡𝑡=1
𝑙𝑙

= 𝑚𝑚1𝐾𝐾        (1) 

      𝛼𝛼𝜃𝜃2 + (𝛼𝛼𝜃𝜃)2 = ∑∑ 𝑥𝑥𝑡𝑡
2𝑙𝑙

𝑡𝑡=1
𝑙𝑙

= 𝑚𝑚2𝐾𝐾                                          (2) 
Thus, it gives the following Equations 12 and 13  
 
 

𝜃𝜃� = 𝑚𝑚2𝐾𝐾−𝑚𝑚1𝐾𝐾
2

𝑚𝑚2𝐾𝐾
       (3) 

𝛼𝛼� = 𝑚𝑚1𝐾𝐾
2

𝑚𝑚2𝐾𝐾−𝑚𝑚1𝐾𝐾
2                 (13)

Simulated Annealing Algorithm (SA)

The Simulated Annealing (SA) algorithm is a heuristic technique proposed separately by 
Kirkpatrick et al. (1983) and Cerny (1985). It is one of the most popular metaheuristics 
algorithms that rely on logic and rules to optimise model parameters. This process is based 
on Physical Annealing, which mimics the physical melting process of heating a material 
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to its melting point and then slowly cooling it to achieve the required structure. The SA 
algorithm optimises by systematically decreasing the temperature and minimising the 
search region.  

Estimating the parameters using the SA algorithm requires selecting values of control 
parameters, such as the temperature parameter and the initial set of the modelling parameters 
that meet the study purpose. Since this study focuses on estimating the GGD parameters 
to maximise the likelihood function, choosing a high enough temperature parameter 
is necessary. The likelihood function should be multiplied by (-1) to be appropriately 
maximised. Such persuading can be done using MATLAB programming. The SA algorithm 
adopted in this paper was explained in-depth in Abubakar and Sabri (2021a) and Idris and 
Muhammad (2022) and summed up here as follows:

(i) Start the function folder with a big enough sample of data X and the problem 
function f = (Y,X) where Y is the maximum likelihood function.

(ii) Select controlling parameters for the SA, for example, S0, S1, S2, S3 such that 
while S1 > S0, S1 = S2 × S1 

(iii) Generate random values a, b, and c within the initial lower and upper bounds.
(iv) Compute the likelihood function (L) at a, b, and c using Equation 8
(v) Generate neighbour values a1, b1, and c1 within the initial lower and upper bounds.
(vi) Compute the likelihood function L1 at a1, b1, and c1.
(vii) If L1 > L then L1 = L and a = a1, b = b1, and c = c1.
(viii) Else generate a random value 𝑚𝑚 ∈ (0,1). 

(ix) -𝑡𝑡𝑓𝑓𝑒𝑒−
(𝐿𝐿1−𝐿𝐿)
𝑆𝑆1 > 𝑚𝑚   thena = a1, b = b1, and c = c1.

(x) Print a, b, and c, which are α, θ, and γ.

Data Collection and Experiment

The data in this study was extracted from property companies based on the Malaysian 
market from 2010 to 2019. The company’s financial data and stock prices were collected 
from trusted resources, such as the Bursa Malaysia website (www.bursama-laysia.com) 
and The Wall Street Journal website (www.wsj.com). The data analysis involved Excel 
modelling, starting from listed companies’ historical stock prices, the dividends declared 
yearly, and their share issuance for calculating the MIRR in annuity form for each year 
of the ten years using Equation 2. After that, the collected MIRR data was transformed 
into a non-negative form according to Equation 4. Since the study supports a long-term 
investment method, the investor is expected to hold on to a share for a minimum of one 
year to a maximum of ten years. Each data sample with different sizes was obtained (620, 
558, 496, 434, 372, 310, 248, 186). 

This study aims at modelling the MIRR data distribution on the assumption of GGD. 
There is a need for a good estimator to estimate the distribution parameters (α, θ, γ). In this 
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experiment, the two parameters α and θ of the distribution are estimated using the SA and 
MM, considering the fixed values (-0.0001, 0.0001) of the third parameter γ to get an initial 
impression of the parameters. Based on this information, the SA algorithm explained above 
estimates the three parameters of our model. We can finally determine our SA algorithm’s 
effectiveness by obtaining parameters close enough to the initial parameters to maximise 
the likelihood function and minimise the variance nicely. To measure the closeness of the 
estimated parameters to the initial ones, we compute the mean absolute errors (MAE) and 
root mean square errors (RMSE) for each investment period of the estimated parameters 
according to Equations 14 and 15 respectively, 

                  𝑀𝑀𝑀𝑀𝑀𝑀 = 1
𝑙𝑙
∑ �𝑉𝑉�𝑡𝑡 − 𝑉𝑉�𝑙𝑙
𝑡𝑡=1                     

(1) 

      𝑅𝑅𝑀𝑀𝑆𝑆𝑀𝑀𝑉𝑉𝑡𝑡 = �∑(𝑉𝑉�𝑡𝑡−𝑉𝑉)2

𝑙𝑙
, 

       (14)

 

                  𝑀𝑀𝑀𝑀𝑀𝑀 = 1
𝑙𝑙
∑ �𝑉𝑉�𝑡𝑡 − 𝑉𝑉�𝑙𝑙
𝑡𝑡=1                     

(1) 

      𝑅𝑅𝑀𝑀𝑆𝑆𝑀𝑀𝑉𝑉𝑡𝑡 = �∑(𝑉𝑉�𝑡𝑡−𝑉𝑉)2

𝑙𝑙
,        (15)

where i  =  1, , ,n is the number of observations, V is the observed value and 𝑉𝑉�   is the 
predicted value of the distribution.

RESULTS AND DISCUSSION

The parameters of the GGD are estimated based on the transformed modified internal 
rate of return datasets using a SA in comparison with MM for investment modelling. The 
estimated results are presented in Tables 1 and 2. The results in Tables 1 and 2 are plotted 
in Figures 1 and 2 for further analysis. 

Table 1 shows the initial parameters estimation of the transformed MIRR distributed 
using GGD as in Equation 1, with two unknown parameters α and θ and the fixed growth 
parameter γ = - 0.0001, 0, 0.001 over eight years investment periods of 62 property sector 
stocks in Malaysia from 2010 to 2019, using the method of the moment. From Table 1, 
it is observed that the estimated values α and θ are close to the actual values. Moreover, 
the mean, variance and maximum-likelihood function values are very close to different 
growth rate parameter values for each investment period, thus providing a steady initial 
assumption of the parameters generated. 

Table 2 displays the estimated values for the three parameters GGD using SA. According 
to the trends, it is noticed that the larger the data set (Investment periods), the closer the 
estimated parameters are to the initial parameters. It is further observed that the estimated 
parameters based on SA maximise the maximum-likelihood function and minimise the 
variance in most cases, emphasising the efficiency of using the SA algorithm in estimating 
the parameters for the GGD based on MIRR data from the Malaysian property sector.

Figure 1 depicts the trends of the MAE values of the estimation methods used in this 
study in estimating the parameters of GGD using MIRR data from the property sector in 
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Table 1
Estimated parameters via method of moment

Investment Periods
K 1 2 3 4 5 6 7 8
nK 620 558 496 434 372 310 248 186

m1K 1.12037 1.07290 1.06335 1.05949 1.04194 1.02725 1.01692 1.01046
m2K 1.67559 1.26850 1.19862 1.17247 1.12006 1.07969 1.05239 1.03564

γ = 0

E(XK) 1.1204 1.0729 1.0633 1.0595 1.0419 1.0273 1.0169 1.0105

Var(XK) 0.4204 0.1174 0.0679 0.0499 0.0344 0.0244 0.0183 0.0146

αK 2.9861 9.8058 16.6495 22.4730 31.5448 43.1858 56.5871 69.8467

θK 0.3752 0.1094 0.0639 0.0471 0.0330 0.0238 0.0180 0.0145

l(αK, θK, γK) -416.81 -115.37 3.8792 57.630 108.29 136.876 142.16 125.92
γ = -0.0001

E(XK) 1.1204 1.0727 1.0629 1.0589 1.0411 1.0262 1.0157 1.0090

Var(XK) 0.4204 0.1173 0.0679 0.0499 0.0344 0.0244 0.0182 0.0146

αK 2.9861 9.8058 16.6495 22.4730 31.5448 43.1858 56.5871 69.8467

θK  0.3752 0.1094 0.0639 0.0471 0.0330 0.0238 0.0180 0.0145

l(αK, θK, γK) -416.81 -115.37 3.8785 57.629 108.28 136.870 142.15 125.90
γ = 0.0001

E(XK) 1.1204 1.0731 1.0638 1.0638 1.0428 1.0283 1.0181 1.0119

Var(XK) 0.4204 0.1174 0.0680 0.0680 0.0345 0.0245 0.0183 0.0147

αK 2.9861 9.8058 16.649 22.473 31.544 43.1858 56.587 69.846

θK 0.3752 0.1094 0.0639 0.0472 0.0330 0.0238 0.0180 0.0145

l(αK, θK, γK) -416.81 -115.37 3.8785 57.629 108.28 136.870 142.15 125.90

Note. nK = n (T - K + 1) ; n = 62 and T = 8. Furthermore, l(αK, θK, γK) indicate log-likelihood

Table 2 
Estimated parameters via simulated annealing

Investment Periods
K 1 2 3 4 5 6 7 8
nK 620 558 496 434 372 310 248 186

αK 2.9299 9.6941 17.3998 22.5085 32.4969 43.6111 57.2080 70.2149

θK 0.3709 0.1071 0.0610 0.0473 0.0321 0.0235 0.0177 0.0143

γK -0.000098 -0.000085 -0.000098 -0.00009 -0.00009 -0.00009 -0.00009 -0.00009

E(XK) 1.0866 1.0384 1.0619 1.0652 1.0432 1.0244 1.0128 1.0045

Var(XK) 
0.4030 0.1112 0.0648 0.0504 0.0335 0.0241 0.0179 0.0144

l(αK, θK, γK)-
421.107

-119.065 5.0878 57.5151 108.3712 136.807 142.003 125.672
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Malaysia. The estimated parameters in both SA and MM approaches are close to the initial 
parameters as the values of their MAE approaches are zero. The SA approach’s performance 
improved with the investment period increase.   

In Figure 2, the performance of SA and MM is displayed in terms of their RMSE 
accumulations throughout the investment periods. According to the trends, it can be 
observed that both the SA and MM have lower RMSE accumulation which is close to 
zero. The two methods’ understudy exhibits similar trends as the initial investment period 
but disagrees as the investment period grows. The SA algorithm utilised to estimate the 
GGD parameters provides efficient results by displaying lower error accumulation even 
with a larger sample size. Moreover, the longer the investment period, the lower the RMSE 
because holding on to a stock for a longer period minimises the variance and hence the risk 
recommended in stock investment. The SA employs an optimisation strategy similar to 
how metallurgy and glass are produced. SA varies from most other iterative improvement 

Figure 2. Comparing the RMSEVi of the estimation methods

Figure 1. Comparing MAE of the estimation methods
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algorithms in that, depending on a pseudo-temperature variable, candidate solutions of 
poorer quality than present can be allowed during the algorithm’s iterations. However, 
SA’s performance is better than MM’s, especially when the sample size is large (long-term 
investment period). It indicates that SA can be used for parameter estimation when a large 
sample is used. The process is relatively easy and fast compared to traditional estimation 
methods.

CONCLUSION

This study’s results demonstrate the SA’s capability to estimate the parameters of the 
GGD using the transformed MIRR data. It reveals how the SA parameters are close to 
the initial ones and can be utilised to maximise the likelihood function and minimise the 
variance. Moreover, comparing the values of the SA estimated parameters with the initial 
parameters validates our long-term investment strategy. Such an algorithm performs 
better with the initial assumptions about the parameters. We used the MM to estimate 
our model’s shape and scale parameters while keeping the growth rate parameter values 
fixed. It provided us with suitable initial parameters to use with SA. The results reveal 
the efficacy of the SA algorithm in parameter estimation problems. Hence, the algorithm 
can be applied to multiple generalised distributions belonging to the same family, thereby 
assisting in resolving modelling difficulties associated with real-world data. In addition, 
the performance of SA can be improved by hybridising with other estimation methods, 
such as the Election algorithm, variable neighbourhood search, and differential evolution 
algorithm, to achieve more robust and more efficient implementations. 
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ABSTRACT

Bioacoustic signals have been used as a modality in environmental monitoring and 
biodiversity research. These signals also carry species or individual information, thus 
allowing the recognition of species and individuals based on vocals. Nevertheless, vocal 
communication in a crowded social environment is a challenging problem for automated 
bioacoustic recogniser systems due to interference problems in concurrent signals from 
multiple individuals. The bioacoustics sources are separated from the mixtures of multiple 
individual signals using a technique known as Blind source separation (BSS) to address the 
abovementioned issue. In this work, we explored the BSS of an underdetermined mixture 
based on a two-stage sparse component analysis (SCA) approach that consisted of (1) 
mixing matrix estimation and (2) source estimation. The key point of our procedure was 
to investigate the algorithm’s robustness to noise and the effect of increasing the number 
of sources. Using the two-stage SCA technique, the performances of the estimated mixing 
matrix and the estimated source were evaluated and discussed at various signal-to-noise 
ratios (SNRs). The use of different sources is also validated. Given its robustness, the SCA 
algorithm presented a stable and reliable performance in a noisy environment with small 
error changes when the noise level was increased. 

Keywords: Bioacoustic signals, blind source separation, sparse component analysis, underdetermined mixtures

INTRODUCTION

Bioacoustics can be defined as the study 
of animal sound communication and can 
be considered one of the most effective 
methods in environmental monitoring 
applications and biodiversity research 
(Huang et al., 2009). In particular, vocalising 
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animals, such as frogs, primarily rely on sound to interact with conspecies or other species 
by making a range of different calls for various purposes. Humans can use such sounds to 
extract additional detailed species information and identify species (Stevenson et al., 2015). 
Most studies on animal call recognition focused on animal species identification. However, 
identifying different animal species in accordance with recorded calls, which frequently 
contain vocalisations from more than one individual, is difficult (Hassan & Ramli, 2018). 
This situation makes identifying the source data from a given mixture of data challenging. 
Therefore, postprocessing approaches are needed to separate individual bioacoustic sources 
from sound mixtures to enhance the process further. Blind source separation (BSS) is often 
used in audio, digital communication, biomedical, and signal processing to separate source 
signals from mixed signals (Santamaria, 2013).

Depending on the number of sources, N and the number of sensors, M, BSS can be 
classified into determined (N = M), overdetermined (N < M) and underdetermined (N > M) 
cases. In determined cases, the mixing matrix A can be invertible as it is a square matrix. 
Therefore, the source can be recovered easily by multiplying the mixture with the inverse 
of A after discovering the mixing matrix. Independent component analysis is a well-known 
method for determining cases (Hyvarinen, 2012). For overdetermined cases, the mixing 
matrix can be transformed into a square using principal component analysis (Winter et 
al., 2006). Underdetermined cases are the most popular among these three cases because 
they best fit the practical application. For underdetermined mixtures cases, the mixing 
matrix is not square and is therefore insufficient for reconstructing the sources because 
of the noninvertible mixing matrix. Therefore, the algorithms used for the determined 
and overdetermined cases may not work when dealing with a complex problem, such as 
underdetermined mixtures. Therefore, important prior information from sources, such 
as sparsity, is required to resolve the underdetermined problem. If an appropriate linear 
transformation is applied, the sources not sparse in the time domain can be sparse in the 
time-frequency (TF) domain. Some algorithms for achieving sparsity in the transform 
domain, namely short-time Fourier transform (STFT) (Linh-Trung et al., 2005; Lu et al., 
2019; Su et al., 2017) and wavelet packet transform (Li et al., 2003; Miao et al., 2021; 
Sadhu et al., 2011), have been proposed thus far.

The main method for underdetermined cases is Sparse Component Analysis (SCA) 
(Li et al., 2003). Most existing SCA algorithms that exploit the sparse representation of 
the mixtures X(t) are composed of two stages, as shown in Figure 1.

The underdetermined problem is solved by estimating the sources from the observed 
signals using the mixing matrix estimated in the first stage. If the mixing matrix is identified 
as inaccurate, the source cannot recover. Hence, the first stage is very important. The 
mixing matrix estimation method can further be classified into two categories, i.e., single 
source point (SSP) detection and clustering. In the second stage, a series of least-squares 
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problems is used to recover the estimated sources. Recently, many studies have focused 
on underdetermined problems based on the SCA framework. For example, the works of 
(Reju et al., 2009) identified SSPs by the fact that the absolute orientations of the real and 
imaginary sections of the Fourier transform coefficient vectors of the mixed signals are the 
same. The detected SSPs are then used to estimate the mixing matrix using hierarchical 
clustering. Finally, the degenerate unmixing estimation algorithm introduced by (Jourjine 
et al., 2000) recovers the source signals based on the ratio of the observed mixing signals’ 
TF transforms. 

The performances of the algorithms (Jourjine et al., 2000; Reju et al., 2009) depend on 
this ratio to detect SSPs. (Li et al., 2016) present an improved algorithm by utilising the TF 
coefficients of the mixed signals and complex conjugates of the coefficient for identifying 
SSPs. On the other hand, most SSPs-based underdetermined mixtures only consider a 
single SSP and ignore the relationship between SSPs. As a result of this situation, SSPs 
have low identification accuracy, particularly in noisy cases. The work of (Zhen et al., 
2017) introduced blind source separation for underdetermined mixtures based on STFT, 
with SSPs identified using sparse coding. This method can exhibit excellent estimation 
performance even in low signal-to-noise ratio (SNR) cases, as the sparse coding strategy 
considers the linear relations between SSPs. This work aims to investigate the performance 
of BSS for underdetermined mixtures using the method of (Zhen et al., 2017) on our 
bioacoustic signals. As in real life, the underdetermined mixtures are formed by a pair of 
random mixing matrices with different selected source vectors. The mixture of sources is 
dynamic because the position of sources and the sensors are subject to change with time.

METHODOLOGY

The underdetermined mixtures’ linear instantaneous mixed model can be written as 
Equation 1:

𝑋𝑋(𝑡𝑡) =  𝐴𝐴𝐴𝐴(𝑡𝑡), 

𝑋𝑋(𝑡𝑡) = [𝑋𝑋1,𝑋𝑋2, … . ,𝑋𝑋𝑀𝑀]𝑇𝑇  and 𝐴𝐴(𝑡𝑡) = [𝐴𝐴1,𝐴𝐴2, … . , 𝐴𝐴𝑁𝑁]𝑇𝑇   

𝑁𝑁.  𝐴𝐴 = [𝑎𝑎1,𝑎𝑎2, . . . . ,𝑎𝑎𝑁𝑁] 

,        [1]

where 

𝑋𝑋(𝑡𝑡) =  𝐴𝐴𝐴𝐴(𝑡𝑡), 

𝑋𝑋(𝑡𝑡) = [𝑋𝑋1,𝑋𝑋2, … . ,𝑋𝑋𝑀𝑀]𝑇𝑇  and 𝐴𝐴(𝑡𝑡) = [𝐴𝐴1,𝐴𝐴2, … . , 𝐴𝐴𝑁𝑁]𝑇𝑇   

𝑁𝑁.  𝐴𝐴 = [𝑎𝑎1,𝑎𝑎2, . . . . ,𝑎𝑎𝑁𝑁] 

 and 

𝑋𝑋(𝑡𝑡) =  𝐴𝐴𝐴𝐴(𝑡𝑡), 

𝑋𝑋(𝑡𝑡) = [𝑋𝑋1,𝑋𝑋2, … . ,𝑋𝑋𝑀𝑀]𝑇𝑇  and 𝐴𝐴(𝑡𝑡) = [𝐴𝐴1,𝐴𝐴2, … . , 𝐴𝐴𝑁𝑁]𝑇𝑇   

𝑁𝑁.  𝐴𝐴 = [𝑎𝑎1,𝑎𝑎2, . . . . ,𝑎𝑎𝑁𝑁] 

 are the vectors of the mixtures 
and sources in the time domain of transposition operation. M and N are the numbers of 

Figure 1. Two-stage method for SCA
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mixed and source signals, respectively, where M is lesser than N. 

𝑋𝑋(𝑡𝑡) =  𝐴𝐴𝐴𝐴(𝑡𝑡), 

𝑋𝑋(𝑡𝑡) = [𝑋𝑋1,𝑋𝑋2, … . ,𝑋𝑋𝑀𝑀]𝑇𝑇  and 𝐴𝐴(𝑡𝑡) = [𝐴𝐴1,𝐴𝐴2, … . , 𝐴𝐴𝑁𝑁]𝑇𝑇   

𝑁𝑁.  𝐴𝐴 = [𝑎𝑎1,𝑎𝑎2, . . . . ,𝑎𝑎𝑁𝑁]  is 
the mixing matrix. The entries of each matrix A are determined by several characteristics, 
which include source locations, sensor locations, and acoustical properties. The BSS of 
underdetermined mixtures aims to estimate the source signals when A and S are unknown.

Data Preparation

Seven bioacoustic sources from an in-house database are used in this experiment. Figure 
2 presents the dataset of the bioacoustic signals SN(t) employed in this study. The species 
name of each source is given below:

Source 1: Ameerega trivittata
Source 2: Adenomera andre

Figure 2. Dataset of bioacoustic source signals
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Source 3: Leptodactylus hylaedactylus 
Source 4: Leptodactylus fuscus 
Source 5: Geocrinia victoriana 
Source 6: Geocrinia victoriana
Source 7: Limnodynastes convexiusculus
The signals were recorded in wav format in the monochannel at 16-bit and 16 kHz.

Mixed Signal Generation

In a real-life environment, the nature of mixtures varies in accordance with the position 
of animals and sensors. Mixed signals were generated using Equation 1 with the random 

Figure 3. The procedure of mixed-signal generation

selection of sources from 1: N and with a 
random mixing matrix (M × N) to mimic 
the behaviour of the real-life system. Each 
nerated mixed signal X(t) had a different 
entry of sources and mixing matrix. To 
our knowledge, no standard way exists for 
the dynamic/nonstatic underdetermined 
mixtures of bioacoustic signals. In our 
case, the term dynamic indicates that the 
sources and weight are not static but subject 
to change. Therefore, we decided to create 
one based on our data through the procedure 
illustrated in Figure 3. Here, A represents 
the weight from a source to a sensor, and 
the different selections of sources represent 
the different locations of sources.

Domain Transformation
Natural signals, such as bioacoustic ones, are sparse in the time domain. Therefore, the 
STFT transformation was applied to Equation 1 to increase the sparsity of source signals. 
The STFT of the m-th mixture xm(t) is given by Equation 2:

𝑋𝑋𝑚𝑚 (𝑡𝑡,𝑓𝑓) = � 𝑥𝑥𝑚𝑚 (𝜏𝜏)ℎ(𝑡𝑡 −
∞

−∞
𝜏𝜏)𝑒𝑒−𝑗𝑗2𝜋𝜋𝑓𝑓𝜏𝜏 𝑑𝑑𝜏𝜏 

𝑋𝑋�(𝑡𝑡,𝑓𝑓)  =  𝐴𝐴𝐴𝐴�(𝑡𝑡,𝑓𝑓), 

𝑋𝑋�(𝑡𝑡,𝑓𝑓 )  =  [𝑋𝑋�1 (𝑡𝑡,𝑓𝑓 ),𝑋𝑋�2 (𝑡𝑡,𝑓𝑓 ), . . . . ,𝑋𝑋�𝑀𝑀]𝑇𝑇 and �̃�𝐴(𝑡𝑡,𝑓𝑓 )  =  [�̃�𝐴1 (𝑡𝑡,𝑓𝑓 ), �̃�𝐴2 (𝑡𝑡,𝑓𝑓 ), . . . . , �̃�𝐴𝑁𝑁]𝑇𝑇  

     [2]

where h(t) is the window function. Given that A is constant and that STFT is used on 
both sides of Equation 1, the mixing model in the time-frequency domain is obtained as 
Equation 3:
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𝑋𝑋𝑚𝑚 (𝑡𝑡,𝑓𝑓) = � 𝑥𝑥𝑚𝑚 (𝜏𝜏)ℎ(𝑡𝑡 −

∞

−∞
𝜏𝜏)𝑒𝑒−𝑗𝑗2𝜋𝜋𝑓𝑓𝜏𝜏 𝑑𝑑𝜏𝜏 

𝑋𝑋�(𝑡𝑡,𝑓𝑓)  =  𝐴𝐴𝐴𝐴�(𝑡𝑡,𝑓𝑓), 

𝑋𝑋�(𝑡𝑡,𝑓𝑓 )  =  [𝑋𝑋�1 (𝑡𝑡,𝑓𝑓 ),𝑋𝑋�2 (𝑡𝑡,𝑓𝑓 ), . . . . ,𝑋𝑋�𝑀𝑀]𝑇𝑇 and �̃�𝐴(𝑡𝑡,𝑓𝑓 )  =  [�̃�𝐴1 (𝑡𝑡,𝑓𝑓 ), �̃�𝐴2 (𝑡𝑡,𝑓𝑓 ), . . . . , �̃�𝐴𝑁𝑁]𝑇𝑇  

       [3]

w h e r e  

𝑋𝑋𝑚𝑚 (𝑡𝑡,𝑓𝑓) = � 𝑥𝑥𝑚𝑚 (𝜏𝜏)ℎ(𝑡𝑡 −
∞

−∞
𝜏𝜏)𝑒𝑒−𝑗𝑗2𝜋𝜋𝑓𝑓𝜏𝜏 𝑑𝑑𝜏𝜏 

𝑋𝑋�(𝑡𝑡,𝑓𝑓)  =  𝐴𝐴𝐴𝐴�(𝑡𝑡,𝑓𝑓), 

𝑋𝑋�(𝑡𝑡,𝑓𝑓 )  =  [𝑋𝑋�1 (𝑡𝑡,𝑓𝑓 ),𝑋𝑋�2 (𝑡𝑡,𝑓𝑓 ), . . . . ,𝑋𝑋�𝑀𝑀]𝑇𝑇 and �̃�𝐴(𝑡𝑡,𝑓𝑓 )  =  [�̃�𝐴1 (𝑡𝑡,𝑓𝑓 ), �̃�𝐴2 (𝑡𝑡,𝑓𝑓 ), . . . . , �̃�𝐴𝑁𝑁]𝑇𝑇  a n d  

𝑋𝑋𝑚𝑚 (𝑡𝑡,𝑓𝑓) = � 𝑥𝑥𝑚𝑚 (𝜏𝜏)ℎ(𝑡𝑡 −
∞

−∞
𝜏𝜏)𝑒𝑒−𝑗𝑗2𝜋𝜋𝑓𝑓𝜏𝜏 𝑑𝑑𝜏𝜏 

𝑋𝑋�(𝑡𝑡,𝑓𝑓)  =  𝐴𝐴𝐴𝐴�(𝑡𝑡,𝑓𝑓), 

𝑋𝑋�(𝑡𝑡,𝑓𝑓 )  =  [𝑋𝑋�1 (𝑡𝑡,𝑓𝑓 ),𝑋𝑋�2 (𝑡𝑡,𝑓𝑓 ), . . . . ,𝑋𝑋�𝑀𝑀]𝑇𝑇 and �̃�𝐴(𝑡𝑡,𝑓𝑓 )  =  [�̃�𝐴1 (𝑡𝑡,𝑓𝑓 ), �̃�𝐴2 (𝑡𝑡,𝑓𝑓 ), . . . . , �̃�𝐴𝑁𝑁]𝑇𝑇   

𝑋𝑋𝑚𝑚 (𝑡𝑡,𝑓𝑓) = � 𝑥𝑥𝑚𝑚 (𝜏𝜏)ℎ(𝑡𝑡 −
∞

−∞
𝜏𝜏)𝑒𝑒−𝑗𝑗2𝜋𝜋𝑓𝑓𝜏𝜏 𝑑𝑑𝜏𝜏 

𝑋𝑋�(𝑡𝑡,𝑓𝑓)  =  𝐴𝐴𝐴𝐴�(𝑡𝑡,𝑓𝑓), 

𝑋𝑋�(𝑡𝑡,𝑓𝑓 )  =  [𝑋𝑋�1 (𝑡𝑡,𝑓𝑓 ),𝑋𝑋�2 (𝑡𝑡,𝑓𝑓 ), . . . . ,𝑋𝑋�𝑀𝑀]𝑇𝑇 and �̃�𝐴(𝑡𝑡,𝑓𝑓 )  =  [�̃�𝐴1 (𝑡𝑡,𝑓𝑓 ), �̃�𝐴2 (𝑡𝑡,𝑓𝑓 ), . . . . , �̃�𝐴𝑁𝑁]𝑇𝑇  represent the STFT complex coefficients of X(t) and S(t) at TF point 
(t , f ) , respectively. The underdetermined mixtures in the time domain and the TF domain 
of three mixtures and four sources are illustrated in Figures 4 and 5, respectively. Figure 
4 shows that the mixtures’ direction is unclear due to the sources’ weak sparsity. After the 
STFT is addressed, the scatter plot in Figure 5 clearly shows the column directions of the 
mixing matrix.

Figure 4. Mixed bioacoustic signals in the time-domain Figure 5. Mixed bioacoustic signals in the TF domain

The Mixing Matrix Estimation

The mixing matrix was estimated using the TF domain mixing model. Mixing matrix 
estimation is an important procedure in SCA and can be improved in two ways: SSP 
detection and clustering. Two assumptions were made to estimate the mixing matrix:

A1) Any column vector is linearly independent in the mixing matrix A.
A2) There are some TF points (t , f )  for each source (𝑡𝑡, 𝑓𝑓) for each source 𝑠𝑠𝑖𝑖′  in which only 𝑠𝑠𝑖𝑖′  is dominant, ��̃�𝐴𝑖𝑖(𝑡𝑡,𝑓𝑓)� ≥ ��̃�𝐴𝑗𝑗 (𝑡𝑡,𝑓𝑓)�∀𝑗𝑗≠ 𝑖𝑖.  in which only (𝑡𝑡, 𝑓𝑓) for each source 𝑠𝑠𝑖𝑖′  in which only 𝑠𝑠𝑖𝑖′  is dominant, ��̃�𝐴𝑖𝑖(𝑡𝑡,𝑓𝑓)� ≥ ��̃�𝐴𝑗𝑗 (𝑡𝑡,𝑓𝑓)�∀𝑗𝑗≠ 𝑖𝑖.  is dominant, 

(𝑡𝑡, 𝑓𝑓) for each source 𝑠𝑠𝑖𝑖′  in which only 𝑠𝑠𝑖𝑖′  is dominant, ��̃�𝐴𝑖𝑖(𝑡𝑡,𝑓𝑓)� ≥ ��̃�𝐴𝑗𝑗 (𝑡𝑡,𝑓𝑓)�∀𝑗𝑗≠ 𝑖𝑖. .
The stability of SSP detection can be increased by using both assumptions. The steps 

of mixing matrix estimation can be summarised as follows:
1. Generate the underdetermined mixtures.
2. Transform the time domain underdetermined mixtures X(t) into the TF domain 

𝑋𝑋�(𝑡𝑡,𝑓𝑓) .
3. Detect the SSP: Compute the sparse coding coefficients
4. Through l1-norm optimisation to detect the SSP for each of the TF vectorisation. 

The problem of  sparse coding can be formulated as Equation 4:
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𝐽𝐽(𝑐𝑐𝑖𝑖 : 𝜆𝜆)  =  
1
2 �

𝑦𝑦𝑖𝑖 − 𝑌𝑌𝐶𝐶𝑖𝑖�2
2 + 𝜆𝜆‖𝑐𝑐𝑖𝑖‖1 𝑠𝑠. 𝑡𝑡𝑐𝑐𝑖𝑖𝑖𝑖  =  0 ,    [4]

where 𝑐𝑐𝑖𝑖  is the  ‖𝑐𝑐𝑖𝑖‖1 𝑙𝑙1-norm and 𝑦𝑦𝑖𝑖 − 𝑌𝑌𝐶𝐶𝑖𝑖   is the reconstruction error between each mixture 
TF vector and the linear combination of it. The SSP is the sparse coding coefficient with 
only one nonzero element at the TF point.

Apply the hierarchical clustering technique to the detected single-source mixture TF 
vectors to obtain clustering centres, which can then be used to calculate the estimated 
mixing matrix �̃�𝐴 .

The Source Recovery Estimation

Following the estimation of the mixing matrix, the bioacoustic source �̃�𝐴 

𝑀𝑀𝑥𝑥(𝑀𝑀 − 1) 

𝑨𝑨 =  �𝑨𝑨𝒊𝒊�𝑨𝑨𝒊𝒊 = [ 𝒂𝒂�𝜽𝜽𝟏𝟏,𝒂𝒂�𝜽𝜽𝟐𝟐,.....,𝒂𝒂�𝜽𝜽𝑴𝑴−𝟏𝟏 ]� 

𝑨𝑨∗ =  �𝑨𝑨𝒊𝒊�𝑨𝑨𝒊𝒊 = [ 𝒂𝒂�𝜽𝜽𝟏𝟏,𝒂𝒂�𝜽𝜽𝟐𝟐,.....,𝒂𝒂�𝜽𝜽𝑴𝑴−𝟏𝟏 ]� 

 is estimated. 
Given that Equation 1 is underdetermined, its solution is not unique even when �̃�𝐴  is 
known. Assumption A2 is needed to achieve source recovery. Let A be a set consisting of 
all 

�̃�𝐴 

𝑀𝑀𝑥𝑥(𝑀𝑀 − 1) 

𝑨𝑨 =  �𝑨𝑨𝒊𝒊�𝑨𝑨𝒊𝒊 = [ 𝒂𝒂�𝜽𝜽𝟏𝟏,𝒂𝒂�𝜽𝜽𝟐𝟐,.....,𝒂𝒂�𝜽𝜽𝑴𝑴−𝟏𝟏 ]� 

𝑨𝑨∗ =  �𝑨𝑨𝒊𝒊�𝑨𝑨𝒊𝒊 = [ 𝒂𝒂�𝜽𝜽𝟏𝟏,𝒂𝒂�𝜽𝜽𝟐𝟐,.....,𝒂𝒂�𝜽𝜽𝑴𝑴−𝟏𝟏 ]� 

 submatrices of �̃�𝐴  (Equation 5):
�̃�𝐴 

𝑀𝑀𝑥𝑥(𝑀𝑀 − 1) 

𝑨𝑨 =  �𝑨𝑨𝒊𝒊�𝑨𝑨𝒊𝒊 = [ 𝒂𝒂�𝜽𝜽𝟏𝟏,𝒂𝒂�𝜽𝜽𝟐𝟐,.....,𝒂𝒂�𝜽𝜽𝑴𝑴−𝟏𝟏 ]� 

𝑨𝑨∗ =  �𝑨𝑨𝒊𝒊�𝑨𝑨𝒊𝒊 = [ 𝒂𝒂�𝜽𝜽𝟏𝟏,𝒂𝒂�𝜽𝜽𝟐𝟐,.....,𝒂𝒂�𝜽𝜽𝑴𝑴−𝟏𝟏 ]� 

.     [5]

Then, for any TF point (t , f )  there must exist a matrix element 
𝑨𝑨∗ =  �𝑨𝑨𝒊𝒊�𝑨𝑨𝒊𝒊 = [ 𝒂𝒂�𝜽𝜽𝟏𝟏,𝒂𝒂�𝜽𝜽𝟐𝟐,.....,𝒂𝒂�𝜽𝜽𝑴𝑴−𝟏𝟏 ]� 

𝑋𝑋�(𝑡𝑡,𝑓𝑓) = 𝑨𝑨∗𝑨𝑨∗
† 𝑋𝑋�(𝑡𝑡,𝑓𝑓), 

 that fulfils Equation 6:𝑨𝑨∗ =  �𝑨𝑨𝒊𝒊�𝑨𝑨𝒊𝒊 = [ 𝒂𝒂�𝜽𝜽𝟏𝟏,𝒂𝒂�𝜽𝜽𝟐𝟐,.....,𝒂𝒂�𝜽𝜽𝑴𝑴−𝟏𝟏 ]� 

𝑋𝑋�(𝑡𝑡,𝑓𝑓) = 𝑨𝑨∗𝑨𝑨∗
† 𝑋𝑋�(𝑡𝑡,𝑓𝑓), ,       [6]

where † is the pseudoinverse of 𝑨𝑨∗ =  �𝑨𝑨𝒊𝒊�𝑨𝑨𝒊𝒊 = [ 𝒂𝒂�𝜽𝜽𝟏𝟏,𝒂𝒂�𝜽𝜽𝟐𝟐,.....,𝒂𝒂�𝜽𝜽𝑴𝑴−𝟏𝟏 ]� 

𝑋𝑋�(𝑡𝑡,𝑓𝑓) = 𝑨𝑨∗𝑨𝑨∗
† 𝑋𝑋�(𝑡𝑡,𝑓𝑓), 

. Then, Equation 7 can estimate source signals:

�̃�𝐴𝑗𝑗 (𝑡𝑡, 𝑓𝑓)  = � 𝑖𝑖 ,
0,

𝑖𝑖𝑓𝑓  𝑗𝑗=∅1
𝑜𝑜𝑡𝑡ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑠𝑠𝑒𝑒 , 

𝑨𝑨∗  =  �𝑋𝑋�(𝑡𝑡,𝑓𝑓)  −  𝑨𝑨∗𝑨𝑨∗
† 𝑋𝑋�(𝑡𝑡,𝑓𝑓) �𝟐𝟐𝑨𝑨𝒊𝒊 ∈ 𝑨𝑨  

𝒂𝒂𝒂𝒂𝒂𝒂 𝒎𝒎𝒊𝒊𝒎𝒎
. 

       [7]

where  𝑒𝑒 = [𝑒𝑒1, 𝑒𝑒2, . . . . . , 𝑒𝑒𝑀𝑀−1]𝑇𝑇 = 𝑨𝑨∗† 𝑋𝑋�(𝑡𝑡,𝑓𝑓) and 𝐴𝐴∗  and 𝑨𝑨∗ =  �𝑨𝑨𝒊𝒊�𝑨𝑨𝒊𝒊 = [ 𝒂𝒂�𝜽𝜽𝟏𝟏,𝒂𝒂�𝜽𝜽𝟐𝟐,.....,𝒂𝒂�𝜽𝜽𝑴𝑴−𝟏𝟏 ]� 

𝑋𝑋�(𝑡𝑡,𝑓𝑓) = 𝑨𝑨∗𝑨𝑨∗
† 𝑋𝑋�(𝑡𝑡,𝑓𝑓), 

 is produced by Equation 8:�̃�𝐴𝑗𝑗 (𝑡𝑡, 𝑓𝑓)  = � 𝑖𝑖 ,
0,

𝑖𝑖𝑓𝑓  𝑗𝑗=∅1
𝑜𝑜𝑡𝑡ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑠𝑠𝑒𝑒 , 

𝑨𝑨∗  =  �𝑋𝑋�(𝑡𝑡,𝑓𝑓)  −  𝑨𝑨∗𝑨𝑨∗
† 𝑋𝑋�(𝑡𝑡,𝑓𝑓) �𝟐𝟐𝑨𝑨𝒊𝒊 ∈ 𝑨𝑨  

𝒂𝒂𝒂𝒂𝒂𝒂 𝒎𝒎𝒊𝒊𝒎𝒎
. .    [8]

Finally, using inverse STFT, the time domain of the estimated bioacoustic signal S (t) 
can be easily obtained.

RESULTS AND DISCUSSION

Experimental Setup

For the experimental setup, randomly selected sources from 1: N of S(t) were mixed with 
100 random mixing matrices using Equation 1 to generate 100 random mixtures X(t). 
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This setup was intended to represent a real environment wherein some sensors are placed 
in different positions to receive mixed signals. The algorithm was implemented on each 
mixture signal to separate the bioacoustic source signals. The STFT size of each mixture 
signal was set to 1024 with the time step was 512, and the weighting function was a 
Hamming window. The averages of 100 Monte Carlo simulation tests were obtained to 
evaluate the performance of the SCA method. We performed the following at each stage 
of the SCA algorithm: 

(1) We investigated the algorithm’s robustness concerning the noise by evaluating 
system performance at different SNRs. Compared to background noise, SNR is a 
metric that measures the level of the desired signal with that of the background. 

(2) We also assessed the algorithm’s performance by using the setting of different 
numbers of mixtures M and the numbers of sources N where M×N = 3×4, 3×5, 
3×6, 4×5, 4×6.

3×4, 3×5 and 3×6 indicate that four, five, and six sources are received by three sensors, 
respectively, whereas 4×5, 4×6, and 4×7 indicate that five, six and seven sources are 
received by four sensors, respectively.

First Stage: Performance of Mixing Matrix Estimation

The following Equation 9 was used to quantify the performance of mixing matrix estimation:

𝐸𝐸𝑒𝑒𝑒𝑒𝑜𝑜𝑒𝑒 =  1
𝑁𝑁
∑ (1 −  𝑎𝑎𝑖𝑖

𝑇𝑇𝑎𝑎�𝑖𝑖
‖𝑎𝑎𝑖𝑖‖‖𝑎𝑎�𝑖𝑖‖

𝑛𝑛
𝑡𝑡−1 ), ,      [9]

where the number of sources is represented by N and  𝑎𝑎�𝑖𝑖   represents the estimation of mixing 
vector  𝑎𝑎�𝑖𝑖  . As the error decreases, the accuracy of mixing matrix estimation increases. 
Gaussian white noise is added to the mixed signal to compare how robust the method is 
to noise. The noise performance of the algorithm at various signal-to-noise ratios (SNR) 
ranging from 5 dB to 45 dB was tested.

Figures 6 and 7 show the averaged error obtained by 100 Monte Carlo tests in 
estimating the mixing matrix for three and four mixtures with different numbers of sources, 
respectively. As inferred from Figure 6, the error values tended to decrease as the SNR was 
increased in all settings. Figure 7 also illustrates the same trend. This result indicated that 
the mixing matrix’s accuracy improved as the SNR value was increased. The robustness of 
SCA concerning noise was demonstrated here, given that it presented a stable and reliable 
performance when the noise level was increased from 45 dB to 5 dB with error changes 
less than 0.15. Comparing the performances of different settings in Figures 6 and 7 revealed 
that the three mixture settings obtained small average errors at the SNR of 45 dB. This 
result showed that mixing matrix estimation in the three-mixture setting was superior to 
that in the four-mixture setting. Figures 6 and 7 illustrated that the performances under 
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Figure 6. Comparison of the mixing matrix estimation 
performances of three mixtures with different 
numbers of sources at different SNRs

Figure 7 .  Comparison of the mixing matrix 
estimation performances of four mixtures with 
different numbers of sources at different SNRs

Figure 8. Comparison of the mixing matrix estimation 
performances of three mixtures for different methods 
at different SNRs

different sensor settings degraded when the number of sources was increased. This finding 
indicated that the number of sources and sensors strongly correlates with performance. 

Next, the three-mixture setting using Zhen’s method, which utilised sparse coding 
to identify the SSPs, was chosen for a quantitative comparison in estimating the mixing 
matrix with V.G. Reju’s (Reju et al., 2009) and the TIFROM (Abrard & Deville, 2005) 
methods. We applied the same setting to both comparison methods. Figure 8 compares 
the performance of different mixing matrix estimation methods after 100 Monte Carlo 
trials for bioacoustic signals. Observing the error with changes in SNR from 5 to 45dB 
shows that all errors from different approaches diminish with rising SNR for bioacoustic 
signals. The estimation performance of V.G. 
Reju, TIFROM and the method proposed 
by Zhen differs significantly when the SNR 
is less than 30 dB. All methods have lower 
estimation performance when the SNR 
is greater than 30dB. The three-mixture 
setting using Zhen’s method has a more 
consistent and dependable performance. 
In the noisy case, the three-mixture setting 
using Zhen’s method outperforms V.G. Reju 
and TIFROM by more than 0.5dB in error 
when SNR declines from 45dB to 5dB. The 
suggested technique provides a low error 
rate when implemented for bioacoustic 
signals. 
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Second Stage: The Source Recovery Estimation 

After estimating the mixing matrix, the source recovery was quantified. The accuracy of 
source recovery is determined by how well we estimate the mixing matrix. The quality of 
the separation was tested by using the following measures to achieve bioacoustic source 
recovery (Equation 10):

𝑀𝑀𝑒𝑒𝑎𝑎𝑛𝑛 𝐴𝐴𝑆𝑆𝑆𝑆𝑎𝑎𝑒𝑒𝑒𝑒𝑑𝑑 𝐸𝐸𝑒𝑒𝑒𝑒𝑜𝑜𝑒𝑒,𝑀𝑀𝐴𝐴𝐸𝐸 = 10𝑙𝑙𝑜𝑜𝑙𝑙10(1
𝑛𝑛
∑ 𝑚𝑚𝑖𝑖𝑛𝑛

𝛿𝛿

�𝑠𝑠𝑖𝑖 
′ − 𝛿𝛿𝑠𝑠�𝑖𝑖

′ �2
2

�𝑠𝑠𝑖𝑖
′ �2

2
𝑛𝑛𝑡𝑡
𝑡𝑡=1 ), , [10]

where (𝑡𝑡, 𝑓𝑓) for each source 𝑠𝑠𝑖𝑖′  in which only 𝑠𝑠𝑖𝑖′  is dominant, ��̃�𝐴𝑖𝑖(𝑡𝑡,𝑓𝑓)� ≥ ��̃�𝐴𝑗𝑗 (𝑡𝑡,𝑓𝑓)�∀𝑗𝑗≠ 𝑖𝑖.  represents the ith source, 𝑠𝑠�𝑖𝑖′    is the estimated source, and δ is a scalar that reflects 
the scalar ambiguity. Figures 9 and 10 show the comparison of the performances of the 
three and four mixtures with different numbers of sources in source recoveries at different 
SNRs. The average results were taken from 100 Monte Carlo simulations. The trend in 
Figures 9 and 10 showed that as the SNR was increased, the MSE decreased under all 
settings, in agreement with the finding reported by (Zhen et al., 2017). At 45dB SNR, the 
three-mixture setting provided a smaller MSE value than the four-mixture setting. A small 
MSE indicates high accuracy in source recovery. Figures 9 and 10 indicate that accuracy 
degraded when the number of sources was increased. When additional sources were used, 
the performance degradation may be attributed to the difficulty in satisfying the restriction 
in assumption A2, wherein only one source is active at any TF point.

We evaluated performance by using three metrics, namely, signal-to-distortion ratio 
(SDR), signal-to-interferences ratio (SIR), and signal-to-artefacts ratio (SAR), to measure 
the quality of the separated bioacoustic source signals (Vincent et al., 2006). High values 
of the metrics indicate good quality of separation. The results summarised in Figure 11 

Figure 9 .  Comparison of  source recovery 
performances by the three-mixture setting with 
different numbers of sources at different SNRs 

Figure 10. Comparison of the source recovery 
performances of the four-mixture setting with 
different numbers of sources at different SNRs
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demonstrated that 3×4 and 3×5 exhibited high SDR, SIR, and SAR values under all 
settings, thus showing that the sources were well separated. On the other hand, the 3×6 
setting obtained low SDR and SIR values for Source 2. This situation showed that the 
increasing number of sources does impact the source recovery performance. Figure 12 
depicts that for each setting, 4×5 can separate all the sources well, whereas the setting 
for 4×6 can only separate sources 2 and 3, and 4×7 can only separate source 1. In short, 
the discrepancy between the number of sources and the number of sensors influences the 
separation performance of our underdetermined bioacoustic mixtures.

Some simulation results are also presented to illustrate the performance of the 
separation algorithms. The simulation results related to the performance in Figure 11 are 
shown in Figures 13, 14, and 15. Figure 13 presents the simulation result of separating four 
sources from three mixtures. All estimated sources were sufficiently close to the sources. 
Figure 14 provides the simulation result of separating five sources from three mixtures. 
Given the simulation results, the estimated source 5 was not fully recovered but can still 
be identified as source 5. Figure 15 gives the simulation result of separating six sources 
from three mixtures, indicating that four sources were effectively recovered while source 
2 was incompletely recovered. The simulation results related to the performance depicted 
in Figure 12 are shown in Figures 16, 17, and 18, illustrating the results of separating five, 
six, and seven sources from four mixtures, respectively. In Figure 16, all estimated sources 
were fully recovered except for estimated source 5. Figure 17 shows that only estimated 
sources 2 and 4 were recognisable. Meanwhile, in Figure 18, only estimated source 1 was 
recovered. The results indicated that the SCA algorithm using our bioacoustic signals 
performed best with three mixtures with increasing numbers of sources at different SNRs.

Figure 11. Comparison of the bioacoustic signal separation performances of three mixtures with different 
numbers of sources
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Figure 12. Comparison of the bioacoustic signal separation performances of four mixtures with different 
numbers of sources

Figure 13. Simulation result of the separation of four sources from three mixtures. First row: Bioacoustic 
source signals. Second row: Mixtures. Third row: Estimated source signals

SDR
SIR
SAR

   1        2      3       4      5

4×5

25.00

20.00

15.00

10.00

5.00

0.00

-5.00

-10.00

-15.00

-20.00

-25.00

  1       2       3      4       5      6

4×6

  1       2       3      4       5      6       7

4×7



2269Pertanika J. Sci. & Technol. 31 (5): 2257 - 2272 (2023)

Underdetermined Blind Source Separation

Figure 14. Simulation result of separating five sources from three mixtures. First row: Bioacoustic source 
signals. Second row: Mixtures. Third row: Estimated source signals

Figure 15. Simulation result of separating six sources from three mixtures. First row: Bioacoustic source 
signals. Second row: Mixtures. Third row: Estimated source signals

Figure 16. Simulation result of separating five sources from four mixtures. First row: Bioacoustic source 
signals. Second row: Mixtures. Third row: Estimated source signals
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CONCLUSION

This study exploited the SCA algorithm miming the real environment procedure for 
underdetermined bioacoustic mixtures. The sources in the underdetermined mixtures 
presented here exhibited sparse behaviour after being transformed into the TF domain 
using STFT. SSPs were discovered by estimating the mixing matrix with sparse coding. A 
series of least-square problems were used to recover the estimated sources. The robustness 
of the SCA algorithm also demonstrated that the algorithm presented a stable and reliable 

Figure 18. Simulation result of separating seven sources from four mixtures. First row: Bioacoustic source 
signals. Second row: Mixtures. Third row: Estimated source signals

Figure 17. Simulation result of separating six sources from four mixtures. First row: Bioacoustic source signals. 
Second row: Mixtures. Third row: Estimated source signals
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performance in a noisy environment with small error changes when the SNR was increased. 
The influences of different numbers of sources and sensors on the SCA algorithm were 
examined. The experimental results revealed that the performances varied when different 
numbers of sources and sensors were used. Moreover, the performances of the SCA 
algorithm using bioacoustic signals degraded when the number of sources was increased, 
and the number of sensors was fixed.
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ABSTRACT

Pepper processing is one of the largest productions that significantly contribute (98%) to 
Sarawak, Malaysia’s economic and agricultural sectors. The prolonged retting process 
of pepper berries would cause undesirable dark colour and acidic wastewater. This 
study aims to evaluate the performance of an electrocoagulation treatment using nickel 
and copper electrodes for the changes in turbidity and pH of pepper wastewater. Some 
analyses (correlation studies and kinetic modelling) were studied. The electrocoagulation 
treatment was conducted by having two conditions nickel and copper electrodes immersed 
in 400 mL of pepper wastewater for 30 minutes. Every 5 minutes, it was monitored, and 
the sample was taken for further analysis. The results indicated a significant decrease in 
the turbidity of pepper wastewater for nickel (98.25%) and copper electrodes (86.32%) 
was noticed with the increase in the electrocoagulation treatment time. At the same time, 
the pH values for nickel and copper electrodes were increased by 27.43% and 31%, 

respectively. The results were evaluated by 
using Principal Component Analysis (PCA). 
PCA describes the correlation between the 
wastewater qualities in this study within 
less time. Among four models (zero, first 
and second-order) applied in this study, the 
turbidity for nickel and copper electrodes 
had the highest R2 values (0.9457 and 
0.9899) in the zero-order model. For pH, 
the second-order model had the highest R2 
values (0.9508 and 0.9657) for nickel and 
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copper electrodes. Electrocoagulation using nickel and process electrodes is a practical 
method to treat pepper wastewater.

Keywords: Correlation, electrocoagulation, kinetic, pepper, pH, treatment, turbidity, wastewater

INTRODUCTION

Pepper is known as the ‘King of Spices’, which has a sharp, pungent aroma and flavour 
and light colour. The pepper processing is one of the largest productions in Sarawak, 
Malaysia, by 98% (Rosnah & Chan, 2014). According to International Pepper Community 
and Malaysian Pepper Board, Malaysia was the fifth-largest pepper producer in the world 
production. The retting process is necessary to soften the pericarp of mature pepper berries 
to produce the white pepper. The main source of water pollution is bioactive compounds 
and organic matter leached into the water during the prolonged retting process of pepper 
berries and pericarp degradation (Aziz et al., 2019). It was caused by the high turbidity 
of wastewater, which was the presence of suspended particulates in water inhabiting the 
passage of light that caused the dark colour produced (Mandal, 2014). Meanwhile, the 
low pH would be produced acidic wastewater. At the same time, the inorganic matter 
and microorganisms in the water produced low-quality wastewater. The low quality of 
wastewater produced harms the environment and living things. Pepper wastewater should 
be treated before discharge to minimise its negative effects on the environment and living 
things. There are national standards of turbidity and pH for wastewater discharge limit by 
the Department of Environment (DOE). Therefore, the standard discharge limit for turbidity 
and pH is 50 NTU and 6-9, respectively. 

In order to treat the pepper wastewater, electrocoagulation is used to reduce the turbidity 
and increase the pH. Electrocoagulation implies simple equipment that can be performed in 
small and tiny treatment facilities (Dura, 2013). In its most basic form, an electrochemical 
cell consists of two electrodes, the anode and the cathode. It is immersed in a conducting 
solution or electrolyte and connected by an electrical circuit with a current source and 
control device. The reduction occurred at the cathode, while oxidation occurred at the anode. 
There are three electrocoagulation stages: coagulation, destabilisation of contaminants and 
particulate suspension, and floatation (Dura, 2013). According to Danial et al. (2017), Liu 
et al. (2017) and Bakshi et al. (2019), the following are the chemical reactions that occurred 
at the anode and cathode as shown in Equations 1 to 4.

For cathode:

2H+
(aq ) + 2e− → H2(g) 

Cu(s) → Cu2+
(aq ) + 2e−         (2) 

Cu2+
(aq ) + H+

(aq ) + 1
4

O2(g)
→ Cu2+

(aq ) + 1
2

H2O(l)      (3) 

Cu2+
(aq ) + 2H2O(l) → Cu(OH)2(s) + 2H+

(aq ) 

       (1)

For anode: 2H+
(aq ) + 2e− → H2(g) 

Cu(s) → Cu2+
(aq ) + 2e−         (2) 

Cu2+
(aq ) + H+

(aq ) + 1
4

O2(g)
→ Cu2+

(aq ) + 1
2

H2O(l)      (3) 

Cu2+
(aq ) + 2H2O(l) → Cu(OH)2(s) + 2H+

(aq ) 

       (2)
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2H+
(aq ) + 2e− → H2(g) 

Cu(s) → Cu2+
(aq ) + 2e−         (2) 

Cu2+
(aq ) + H+

(aq ) + 1
4

O2(g)
→ Cu2+

(aq ) + 1
2

H2O(l)      (3) 

Cu2+
(aq ) + 2H2O(l) → Cu(OH)2(s) + 2H+

(aq ) 

    (3)

2H+
(aq ) + 2e− → H2(g) 

Cu(s) → Cu2+
(aq ) + 2e−         (2) 

Cu2+
(aq ) + H+

(aq ) + 1
4

O2(g)
→ Cu2+

(aq ) + 1
2

H2O(l)      (3) 

Cu2+
(aq ) + 2H2O(l) → Cu(OH)2(s) + 2H+

(aq )     (4)

Since the turbidity and pH of pepper wastewater were changed during the 
electrocoagulation treatment, the correlation between wastewater qualities and treatment 
time was studied. The experimental results were also evaluated using statistical analysis 
such as Principal Component Analysis (PCA). PCA includes identifying the significant 
parameters in the experiment and determining the correct relationship between the 
parameters within less time (Patil & Dwivedi, 2020).

The kinetic orders of reactions, such as the zero, first and second-order models, are 
used to predict changes in turbidity and pH. The rate equations for zero, first and second-
order mathematically express the changes (Li et al., 2022). The orders of reaction are 
included in the rate equation. There is a lack of studies about the changes in turbidity and 
pH of pepper wastewater during the electrocoagulation treatment using nickel and copper 
electrodes. As a result, the objectives of this study were to (1) determine the changes in 
turbidity and pH of pepper wastewater during the electrocoagulation treatment, (2) perform 
PCA in determining the clustering turbidity and pH of pepper wastewater within nickel 
and copper electrodes used during the electrocoagulation treatment and (3) develop kinetic 
models that express the changes in turbidity and pH of the wastewater. 

MATERIALS AND METHODS

Sample Preparation

The wastewater produced from the retting process of pepper berries after 7 days were 
collected and used as a sample.

Figure 1. Schematic diagram of the electrocoagulation 
treatment of pepper wastewater

Experimental Set-Up

This study conducted the electrocoagulation 
treatment of wastewater from the retting 
process of pepper berries using a laboratory 
scale. The container was made up of 
transparent plexiglass with dimensions 
of 12.5 cm (height) × 8 cm (diameter). 
The experiment of the electrocoagulation 
treatment of pepper wastewater was set up 
(Figure 1). 

About 400 mL of wastewater was placed 
into the container with two vertical electrode 

Anode Cathode

Water

DC power 
supply

Container
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plates as an anode and cathode with an interspacing distance of 0.5 cm (Tharmalingam 
et al., 2017). The electrodes used were made of nickel and copper with the dimensions of 
15 cm (length) × 5 cm ( width) × 0.1 cm (thickness) (Che et al., 2020). A DC-regulated 
power supply (MCP M10-SP6005 L) provided current intensities in 0-1A. All runs were 
done at room temperature. The electrocoagulation treatment was monitored for 30 minutes. 
The samples were taken at different retention times (0, 5, 10, 15, 20, 25, and 30 minutes) 
to evaluate the performance of the changes in turbidity and pH of the wastewater using 
nickel and copper electrodes. After electrocoagulation treatment, the wastewater was 
allowed to settle for 30 minutes before being collected for analysing turbidity and pH. 
The electrodes were properly washed with deionised water between runs to remove any 
solid residue on the surface. Determining turbidity and pH of wastewater were recorded 
and replicated five times.

Determination of Turbidity 

The change in turbidity of wastewater during the electrocoagulation treatment was evaluated 
using a turbidity meter (2100 Q, HACH, USA). About 10 mL of the wastewater was used 
to determine turbidity every 5 minutes.

Determination of pH

The change in pH of wastewater during the electrocoagulation treatment was investigated 
using a pH meter (Spear pH Tester, China). About 30 mL of the wastewater was used to 
determine pH every 5 minutes.

Turbidity and pH removal efficiencies after each treatment were calculated using 
Equation 5 (Tharmalingam et al., 2017):

Removal efficiency =  
𝐶𝐶0 − 𝐶𝐶

𝐶𝐶0
× 100%      (5)

where C0 and C are turbidity or pH of wastewater before and after treatment.

Kinetic Study

In this study, zero, first, and second-order models described the kinetics of the changes in 
turbidity and pH determined for wastewater during the electrocoagulation treatment. The 
coefficient (R2) was determined to evaluate the best kinetic model-fitting analysis. The 
zero, first and second-order kinetic models were expressed as Equations 6 to 8 (Azman 
et al., 2020):

𝑍𝑍𝑍𝑍𝑍𝑍𝑍𝑍 𝑍𝑍𝑍𝑍𝑜𝑜𝑍𝑍𝑍𝑍 = 𝐶𝐶 = −𝑘𝑘𝑘𝑘 + 𝐶𝐶0     (6) 

𝐹𝐹𝐹𝐹𝑍𝑍𝐹𝐹𝑘𝑘 𝑍𝑍𝑍𝑍𝑜𝑜𝑍𝑍𝑍𝑍 = 𝐶𝐶 = −𝑘𝑘𝑘𝑘 + 𝑙𝑙𝑙𝑙𝐶𝐶0     (7) 

𝑆𝑆𝑍𝑍𝑆𝑆𝑍𝑍𝑙𝑙𝑜𝑜 𝑍𝑍𝑍𝑍𝑜𝑜𝑍𝑍𝑍𝑍 =  1
𝐶𝐶

= 𝑘𝑘𝑘𝑘 + 1
𝐶𝐶0

  

      (6)𝑍𝑍𝑍𝑍𝑍𝑍𝑍𝑍 𝑍𝑍𝑍𝑍𝑜𝑜𝑍𝑍𝑍𝑍 = 𝐶𝐶 = −𝑘𝑘𝑘𝑘 + 𝐶𝐶0     (6) 

𝐹𝐹𝐹𝐹𝑍𝑍𝐹𝐹𝑘𝑘 𝑍𝑍𝑍𝑍𝑜𝑜𝑍𝑍𝑍𝑍 = 𝐶𝐶 = −𝑘𝑘𝑘𝑘 + 𝑙𝑙𝑙𝑙𝐶𝐶0     (7) 

𝑆𝑆𝑍𝑍𝑆𝑆𝑍𝑍𝑙𝑙𝑜𝑜 𝑍𝑍𝑍𝑍𝑜𝑜𝑍𝑍𝑍𝑍 =  1
𝐶𝐶

= 𝑘𝑘𝑘𝑘 + 1
𝐶𝐶0

  

      (7)
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𝑍𝑍𝑍𝑍𝑍𝑍𝑍𝑍 𝑍𝑍𝑍𝑍𝑜𝑜𝑍𝑍𝑍𝑍 = 𝐶𝐶 = −𝑘𝑘𝑘𝑘 + 𝐶𝐶0     (6) 

𝐹𝐹𝐹𝐹𝑍𝑍𝐹𝐹𝑘𝑘 𝑍𝑍𝑍𝑍𝑜𝑜𝑍𝑍𝑍𝑍 = 𝐶𝐶 = −𝑘𝑘𝑘𝑘 + 𝑙𝑙𝑙𝑙𝐶𝐶0     (7) 

𝑆𝑆𝑍𝑍𝑆𝑆𝑍𝑍𝑙𝑙𝑜𝑜 𝑍𝑍𝑍𝑍𝑜𝑜𝑍𝑍𝑍𝑍 =  1
𝐶𝐶

= 𝑘𝑘𝑘𝑘 + 1
𝐶𝐶0

        (8)

where C = the measured value for each parameter (turbidity and pH); C0 = the initial 
value of the measured turbidity and pH of wastewater; k = rate constant; t = time of 
electrocoagulation treatment.

Statistical Analysis

A Tukey’s test was applied to all data as a function of time by performing a one-way 
Analysis of Variance (ANOVA) analysis to differentiate and determine the significance of 
the mean values. Each analysis was analysed for triplicate data, and the mean and standard 
were reported. The confidence limits were considered as 95% (p < 0.05). Correlations 
between each parameter, including turbidity and pH of wastewater, were assessed by 
performing the Pearson correlation coefficient (p < 0.05). Statistical analyses, including 
PCA, were performed using Minitab Statistic 16 Edition. 

RESULTS AND DISCUSSION

Turbidity and pH of pepper wastewater are the most important factors affecting white 
pepper quality. Therefore, the pepper wastewater should be monitored and evaluated to 
ensure that its discharge was followed according to the discharge limit standards by DOE. 
Table 1 shows the changes in turbidity and pH of wastewater during the electrocoagulation 
treatment using nickel and copper electrodes.

Determination of Turbidity 

The initial turbidity of wastewater for nickel electrodes was 830.67 ± 0.58 NTU. Based on 
Table 1, the turbidity of wastewater for nickel electrodes had decreased steadily with the 
value of 558.00 ± 1.00 NTU after 5 minutes of electrocoagulation treatment. It continued 
to decrease until it reached 14.53 ± 0.58 NTU after 30 minutes of the treatment with a 
removal efficiency of 98.25%. Next, copper electrodes had the same value of turbidity as 
nickel electrodes. The wastewater turbidity attained after 5 minutes for copper electrodes 
was 721.00 ± 1.00 NTU. After 30 minutes of electrocoagulation treatment, it decreased 
gradually by 86.32% with a value of 113.67 ± 0.58 NTU. 

As can be seen in Figure 2(a), the turbidity of wastewater significantly (p < 
0.05) decreased from 5 minutes until it reached the lowest value after 30 minutes of 
electrocoagulation treatment using nickel and copper electrodes. The percentage of turbidity 
removal efficiency for nickel (98.25%) and copper electrodes (86.32%) could be observed 
with electrocoagulation treatment. The increment in OH- ions production and hydrogen gas 
concentration affected this turbidity removal efficiency. The lightweight flocks were forced 
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to float towards the surface, and the large and heavy flocks settled under the gravitational 
force. From the results (Table 1), electrocoagulation treatment using nickel electrodes 
proved to be better than copper electrodes in reducing the turbidity of pepper wastewater. 
Furthermore, the previous work of Tharmalingam et al. (2017) had 90.76% of turbidity 
removal by using aluminium during the electrocoagulation treatment of pepper wastewater. 
Therefore, the nickel electrodes had the highest turbidity removal of pepper wastewater 
compared to the aluminium and copper electrodes.

Table 1
Mean values for turbidity and pH of wastewater during 30 minutes of electrocoagulation treatment

Time
(min)

Properties of soaking water
Turbidity (NTU) pH

Ni Cu Ni Cu
0 830.67 ±0.58a 830.67 ±0.58a 4.92 ±0.01g 4.92 ±0.01g

5 558.00 ±1.00b 721.00 ±1.00b 4.95 ±0.01f 5.07 ±0.01f

10 457.67 ±0.58c 604.67 ±0.58c 5.11 ±0.01e 5.26 ±0.02e

15 334.67 ±0.58d 440.33 ±0.58d 5.34 ±0.01d 5.61 ±0.01d

20 89.00 ±0.58e 282.67 ±0.58e 5.99 ±0.02c 6.46 ±0.01c

25 43.00 ±0.58f 212.33 ±0.58f 6.24 ±0.01b 6.76 ±0.02b

30 14.53 ±0.58g 113.67 ±0.58g 6.78 ±0.01a 7.13 ±0.02a

Note. Data are expressed mean ±SD; turbidity (NTU); pH; Ni, nickel electrodes; Cu, copper electrodes. Different 
letters indicate statistically significant differences exist p < 0.01 for each column. The means that do not share 
a letter is significantly different. Tukey’s test was applied with 95% simultaneous confidence intervals.

Figure 2. Graph of the effect of electrocoagulation treatment using nickel and copper electrodes on (a)
Turbidity; and (b) pH of pepper wastewater
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Determination of pH

The initial pH of wastewater for nickel and copper electrodes was acidic, with a value of 
4.92 ± 0.01. The pH of wastewater for nickel electrodes had increased gradually with the 
value of 4.95 ± 0.01 after 5 minutes of electrocoagulation treatment, as shown in Table 1. 
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It continued to increase until it reached 6.78 ± 0.01 after 30 minutes of the treatment with 
an increment efficiency of 27.43%. Next, the pH of wastewater attained after 5 minutes 
for copper electrodes was 5.07 ± 0.01. After 30 minutes of electrocoagulation treatment, 
it increased steadily by 31% at 7.13 ± 0.02.

As indicated in Figure 2(b), the pH of wastewater was significantly (p < 0.05) increased 
from 5 minutes until it reached the highest value after 30 minutes of electrocoagulation 
treatment using nickel and copper electrodes. Therefore, the percentage of pH increment 
efficiency for nickel (27.43%) and copper electrodes (31%) could be observed with 
electrocoagulation treatment after 30 minutes. Overall, electrocoagulation using copper 
electrodes proved to be better than nickel electrodes in increasing the pH of pepper 
wastewater. However, the aluminium electrodes in the previous work had the highest pH 
increment of pepper wastewater by 37.22% compared to the nickel and copper electrodes 
(Tharmalingam et al., 2017).

Correlations for Turbidity and pH of Wastewater During the Electrocoagulation 
Treatment

The correlation analysis showed significant (p < 0.05) wastewater qualities for the 
electrocoagulation treatment using nickel and copper electrodes, as shown in Table 2. For 
nickel electrodes, the correlation coefficient between turbidity and pH was highly negative, 
with a value of – 0.907 (p < 0.05). Also, the turbidity was highly negatively correlated with 
the pH (r = – 0.977, p < 0.01) for copper electrodes. Therefore, the turbidity decreased 
proportionally with the increased pH applied for nickel and copper electrodes. 

Table 2
Correlations for turbidity and pH of wastewater attribute during the electrocoagulation treatment

Electrode Ni Cu
Parameter Turbidity (NTU) pH Turbidity (NTU) pH

Turbidity (NTU) 1 1
pH −0.907** 1 −0.977*** 1

Note. Data are expressed turbidity (NTU); pH; Ni, nickel electrodes; Cu, copper electrodes
*Not significant, **Significant at p < 0.05, ***Significant at p < 0.01

Principal Component Analysis for Turbidity and pH of Pepper Wastewater During 
the Electrocoagulation Treatment 

PCA was done to determine the clustering turbidity and pH within the electrocoagulation 
treatment’s two different electrodes (nickel and copper). According to Figure 3(a), PC1 
explained 92.60% of the total variance of turbidity and pH. Also, PC1 was dominant 
compared to PC2. Based on the PCA score plot [Figure 3(a)], PC1 and PC2 were used to 
demonstrate the PCA results. They specified a clear and scattered separation between the 
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two electrodes based on the turbidity and 
pH during the electrocoagulation treatment 
of pepper wastewater. Theoretically, the 
PCA results demonstrated that the turbidity 
and pH could discriminate the influence 
of the different electrodes used during the 
electrocoagulation treatment. Hence, their 
changes were verified by classifying the two 
electrodes used during the electrocoagulation 
treatment. 

The PCA loading plot of the turbidity 
and pH is shown in Figure 3(b). The 
loading plot delivered information on the 
correlations among the turbidity and pH 
during the electrocoagulation treatment 
using nickel and copper electrodes. Based 
on Figure 3(b), the pH was loaded positively 
on PC1, whereas turbidity was loaded 
negatively on PC1 and PC2, respectively. 
Figure 3(c) shows the eigenvalues for each 
PC, which resulted in the scree plot. Figure 
3(c) shows that the PC1 has an eigenvalue 
greater than 1. As a result, a straight line 
formed in the scree plot, in which only PC1 
and PC2 were involved. 

Kinetic Study of Changes in Turbidity 
and pH of Wastewater

The kinetic parameters for the quality 
changes in wastewater for nickel and copper 
electrodes are indicated in Table 3. The 

Figure 3. The PCA graph of the turbidity and pH 
during the electrocoagulation treatment of pepper 
wastewater. (a) Score plot; (b) Loading plot; and 
(c) Scree plot
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turbidity of pepper wastewater agreed with the zero-order model based on the highest 
R2 values (0.9457 and 0.9899 for nickel and copper electrodes, respectively) obtained 
compared to the values of the first and second-order kinetic models. The rate constant 
(k) value of the zero-order model for turbidity using nickel electrodes was 27.479 NTU 
min–1, which indicated that the turbidity reduction of pepper wastewater occurred faster 
than copper electrodes during the electrocoagulation treatment (Table 3). For the pH of 
pepper wastewater, the second-order model had the highest R2 values (0.9508 and 0.9657 
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for nickel and copper electrodes, respectively) obtained compared to the values of the zero 
and first-order kinetic models. The k value of the second-order model for pH using copper 
electrodes was 0.0023 NTU–1 min–1, which indicated that the pH increment of pepper 
wastewater occurred slightly faster than nickel electrodes during the electrocoagulation 
treatment.

Table 3
Kinetics of the changes in turbidity and pH of pepper wastewater during the electrocoagulation treatment

Parameter Type of 
electrodes

Zero-order model First-order model Second-order model
k (NTU min–1) R2 k (min–1) R2 k (NTU–1 min–1) R2

Turbidity
Ni 27.479 0.9457 0.1350 0.9296 0.0018 0.6361
Cu 24.931 0.9899 0.0655 0.9563 0.0002 0.7947

Parameter Type of 
electrodes

Zero-order model First-order model Second-order model
k (min–1) R2 k (min–1) R2 k (min–1) R2

pH
Ni 0.0646 0.9301 0.0113 0.9417 0.0020 0.9508
Cu 0.0802 0.9529 0.0678 0.9604 0.0023 0.9657

Note. Data are expressed Ni, nickel electrodes; Cu, copper electrodes; k, rate constant (min–1); R2, coefficient.

CONCLUSION 

The statistical analysis of the changes in turbidity and pH of wastewater showed significant 
differences (p < 0.05). Overall, nickel electrodes were the most affected in turbidity 
reduction (98.25%) by the treatment time compared to copper electrodes. Meanwhile, 
copper electrodes had the highest (31%) pH increment after the electrocoagulation 
treatment compared to nickel electrodes. The correlations indicated that the turbidity 
was highly negatively correlated with the pH of pepper wastewater for nickel and copper 
electrodes. PCA very precisely describes the correlation among the wastewater qualities 
in the study. Also, PCA supports the hypothesis of the study. Furthermore, a kinetic 
model that expressed the quality changes in wastewater is presented in this study. The 
wastewater quality changes in turbidity and pH during the electrocoagulation treatment 
were adequately expressed by zero, first and second-order kinetic models. The changes in 
turbidity and pH of pepper wastewater using electrocoagulation treatment were evaluated 
effectively. Electrocoagulation using nickel and copper electrodes is a practical method to 
treat wastewater from the retting process of pepper berries. The experimental data from this 
study is estimated to be significant for evaluating wastewater’s turbidity and pH changes 
during the electrocoagulation treatment.
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ABSTRACT
Sago starch is rich in resistant starch (RS) but less utilised than other commercial starches. 
Hence, modification is essential to give an add-on value to the starch. Thus, the objective 
was to determine the influence of microwave heat treatment (MHT) on the digestibility 
and probiotic growth rates of sago starch. In this study, the starch was treated by MHT 
for durations of up to 20 min. The digestibility and bacterial growth rates increase as the 
treatment duration increases to 15 min. It implies the potential of the MHT in increasing 
the digestibility of the sago starch and improving its prebiotic property based on probiotic 
growth rates. 

Keywords: Functional food, glycaemic, prebiotic, resistant starch, starch modification

INTRODUCTION

Sago starch is acquired from the wet milling 
of the Metroxylon sagu plant, a native of 
Southeast Asia (Zhu, 2019). Nowadays, 
this plant has been cultivated in various 
countries, including Malaysia (Achudan et 
al., 2020). A single pith of the sago palm can 
yield up to 82% of sago starch (Zhu, 2019). 
Nevertheless, this starch is underutilised 
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compared to potato and maise starches, which led to its modifications (Singh & Nath, 2012; 
Sondari, 2018). The modification is essential to improve the starch’s physicochemical and 
functional food properties, adding value to the starch and increasing its utilisation.

Physical treatment is known for its simple and cost-effective elements among 
modification techniques. Among them, microwave heat treatment has been used widely 
for its heating efficiency and time-saving features. Microwave starch treatment has been 
performed on Bambara groundnut, corn, and potato starches (Oyeyinka et al., 2019; 
Wang et al., 2019). The microwave irradiation caused changes in the granules’ surface 
of starch (Oyeyinka et al., 2019). Changes on the granule surface will impact starch’s 
physicochemical, functionality, and digestibility due to the formation of pinholes, fractures, 
pores, or a destroyed granule structure.

Regarding digestibility, starch is categorised into rapidly digestible, slowly digestible, 
and resistant starch. Sago starch contains a high resistant starch content of up to 62% 
(Arshad et al., 2018). The slowly digestible and resistant starches are favoured in food 
formulations, contributing to their low glycaemic properties, which are valuable for diabetic 
patients (Chung et al., 2008). Moreover, resistant starch is linked to the prebiotic properties 
of starch. A prebiotic is a substance that can promote the growth of good gut bacteria and 
suppress pathogenic bacteria (Zaman & Sarbini, 2015). Prebiotics is digested by good gut 
bacteria such as Lactobacillus spp. and Bifidobacterium spp. producing by-products, short-
chain fatty acids useful to the host’s health. The resistant starch has mutual characteristics 
with the prebiotic, which can withstand digestion by the human digestive system and cannot 
be absorbed by the small intestine (Zaman & Sarbini, 2015). This statement was supported 
by an in vivo study in which resistant starch from maize flour was used; it displayed an 
increase in Lactobacillus bacteria while decreasing Escherichia coli (Khan et al., 2022). 
In another study, the resistant starch obtained from potato starch exhibited an increase in 
Lactiplantibacillus plantarum subsp. plantarum and butyric acid content (Wang et al., 
2022). Meanwhile, previous studies on sago starch treated by enzymatic debranching 
followed by autoclaving, cooling and annealing have shown the highest Lactobacillus sp. 
count compared to control, fructo-oligosaccharide (Loo et al., 2010).

However, heating starch as a modification treatment reduces the resistant starch content 
(Chen et al., 2017). Lowering the resistant starch content may also lower the prebiotic 
properties of sago starch. Therefore, this study evaluated the effect of microwave heat 
treatment on digestibility and bacterial growth rates of sago starch.

MATERIALS AND METHODS

Materials

Food-grade native sago starch in the current study was obtained from CRAUN Research 
Sdn. Bhd., Kuching, Malaysia. The resistant starch assay kit was acquired from Megazyme, 
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Ireland, which is AOAC Method 2002.02 and AACC Method 32-40.01 complied. 
Chemicals used in the current study were purchased from a local supplier and were in 
analytical reagent grade. Lactobacillus casei, Bifidobacterium lactis, and Escherichia coli 
were acquired from the biology laboratory, Centre for Pre-University Studies, Universiti 
Malaysia Sarawak.

Modification of Sago Starch

The modification of native sago starch started with adjusting its moisture content by 
adding distilled water to 30%. The starch was sealed and maintained at 4 °C overnight. 
It was followed by the microwave heat treatment with a 20% power setting for 5, 10, 
15, or 20 minutes using a microwave oven (EMO-2505, 900 W, ELBA). The treated 
starch was then oven-dried (Heraeus T12 oven, Thermo Scientific) at 50 °C overnight. 
The modified starches were labelled M5 (Microwave heat treatment for 5 minutes), 
M10 (Microwave heat treatment for 10 minutes), M15 (Microwave heat treatment for 
15 minutes), and M20 (Microwave heat treatment for 20 minutes) and kept in a sealed 
airtight bag at ambient temperature away from direct sunlight and heat until further use 
(Zailani et al., 2021).

Resistant Starch Content

Determining resistant starch content in uncooked and cooked modified starches was 
performed using Megazyme Resistant Starch Assay Kit (K-RSTAR). The starch sample 
was used as it is for the uncooked sample. Meanwhile, for the cooked sample, the modified 
starch was cooked by boiling and cooled before digestion. The samples were digested 
using a mixture of amylase and amyloglucosidase in a shaking incubator (16 h, 37 °C, 
200 strokes/min). Ethanol solution was added to wash and remove non-resistant starch, 
followed by centrifugation. The pellet obtained was mixed with potassium hydroxide in 
an ice bath and stirred continuously. Sodium acetate buffer (pH 3.8, 1.2 M) was added to 
the mixture, followed by amyloglucosidase solution (3,300 U/mL), with heating at 50 °C 
for 30 min. Glucose oxidase/peroxidase reagent was mixed with the sample mixture, and 
their absorbance was recorded at 510 nm using a UV-Vis spectrometer. 

Bacterial Growth Rates

Meanwhile, Okolie et al. (2019) used a method to determine the bacterial growth rates 
of Lactobacillus casei, Bifidobacterium lactis, and Escherichia coli. The bacteria were 
cultured in a De Man, Rogosa and Sharpe (MRS) broth for 24–48 h in an incubator at 
37 °C. The culture was streaked onto a sterilised MRS agar and incubated overnight. A 
single bacteria colony was transferred into MRS broth and incubated for 24–48 h. Prior 
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to use, the optical density of the bacteria was adjusted to 1.0 at a wavelength of 620 nm 
using a UV-Vis spectrometer. This study was performed on resistant starch fractions of 
uncooked and cooked samples. The sample preparation followed the digestion process 
as the determination of resistant starch. The sample was mixed into a sterilised MRS 
broth to a concentration of 0.1 and 0.5% w/v. Positive and negative controls were inulin 
and glucose, respectively, and prepared at 0.1 and 0.5% w/v of concentration. Aliquots 
of 200 µL of samples and controls were placed into a 96-well plate separately. 7.5 µL of 
bacterium culture was added and sealed with parafilm in each well. Incubation of the plate 
was conducted at 37 °C for 24 h. The optical density at 620 nm was measured every 30 
min using a microplate reader. Graphs were plotted to determine the bacterial growth rates 
as described by Okolie et al. (2019).

Statistical Analysis

One-way ANOVA was used to analyse the data, which was then analysed by Tukey’s 
test (Zailani et al., 2021). Meanwhile, a correlation study was performed using Pearson’s 
Correlation. The significant level was set at 0.05. Statistical Package for Social Sciences 
(IBM® SPSS® Statistics Version 20) was used for the statistical analyses.

RESULTS AND DISCUSSION

The starch treated by microwave heating with different treatment duration displayed 
a decrease in the resistant starch content (Figure 1). A strong negative correlation (r 
= -0.748, p = 0.033) between the resistant starch content and treatment duration was 
observed for the uncooked samples. The decline in the resistant starch content may be 
caused by the formation of pinholes, cracks, and rough granule surfaces (Oyeyinka et 

Figure 1. The resistant starch content of sago starches 
against microwave treatment duration

al., 2019). These disruptions in the starch 
granule structure permitted the digestion 
enzymes to access the internal structure 
of the granules resulting in the digestion 
of the starch (Li et al., 2020). Among the 
modified starches, M5 had the highest 
resistant starch content. The short treatment 
duration might have had a low impact on 
the granule structure and retaining parts 
resistant to digestion. Meanwhile, the 
resistant starch contents were drastically 
lower for the cooked samples compared to 
the uncooked counterparts. No significant 
difference was observed between the 
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Figure 2. (a) Lactobacillus casei, (b) Bifidobacterium 
lactis and (c) Escherichia coli growth rates for 
uncooked and cooked resistant starch samples of 
microwave-treated sago starch

cooked sample content of resistant starch. 
Cooking the starch destroyed the granule’s 
structure by undergoing gelatinisation. 
As the sago starch has a gelatinisation 
temperature of around 79 °C, this process 
was possible during the preparation of 
cooked starch samples (Ying et al., 2020). 
The gelatinisation process caused the  
leaching of amylose and low molecular 
weight amylopectin chains (Li et al., 2020; 
Fan et al., 2019). It causes the components 
to be susceptible to enzymatic digestion, 
lowering the resistant starch content.

Meanwhile, the bacterial growth rates 
of starches at different treatment duration 
were lower than the positive standard 
used, inulin. However, the resistant starch 
samples showed an interesting pattern 
of growth rates as the treatment duration 
increased. The resistant starch of cooked 
samples with a treatment duration of 15 
minutes showed the highest bacterial 
growth rates among the cooked samples. 
The growth rates of uncooked resistant 
starch samples showed a decreasing 
pattern against treatment duration, as seen 
in correlation for B. lactis (r = -0.841, 
p = 0.001) and E. coli (r = -0.814, p = 
0.001) (Figure 2). It is possibly linked to 
the formation of double helices between 
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amylose molecules, which were produced by the breakage of α-(1,6)- and α-(1,4)-
glycosidic bonding and with amylopectin molecules (Yang et al., 2017). These double 
helices form during the cooling and storage of the sample, where the retrogradation 
process occurs. The double helix structure may limit the bacteria’s fermentation of the 
starch components. Meanwhile, moderate positive correlations between cooked resistant 
starch samples and treatment durations were observed for L. casei (r = 0.600, p = 0.039) 
and B. lactis (r = 0.583, p = 0.047) growth rates. The cooked RS of M10 (L. casei) and 
M15 (L. casei and B. lactis) exhibited higher growth rates than the native starch. Probably 
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cooking the sample reduces the mixture’s complexity and enables bacteria’s fermentation 
of the components. Meanwhile, M5 cooked resistant starch had its bacterial growth rates 
decreased, which may be associated with the short treatment duration, which reduces 
the chances of reducing the entanglement of its complex mixture. Slight changes were 
seen in uncooked resistant starch of M10 (L. casei), M15 (E. coli), and M20 (E. coli) 
bacterial growth rates compared to the native starch.

CONCLUSION

In conclusion, the microwave heat treatment with different treatment duration on sago 
starch changes its digestibility by digestive enzymes and fermentation by tested bacteria. 
The treatment causes a decrease in the resistant starch fractions by changing the starch 
granules’ structure. An increase in the treatment duration influences the amount of resistant 
starch in each sample, linked to a higher number of pinholes and pores on the surface of 
the granules. Additionally, the treatment also improves the growth rates of L. casei and B. 
lactis for cooked-resistant starch samples. It suggests that the microwave heat treatment 
can enhance the digestibility and prebiotic property of the sago starch, especially for the 
cooked samples. 
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ABSTRACT 

Clitoria ternatea, also famously known as the blue pea flower (local name: bunga telang), 
has attracted interest among researchers due to its plethora of biological and pharmacological 
properties. It is rich in anthocyanin and widely used as a natural food colourant. However, 
the poor stability of active compounds may affect the therapeutic benefits and limit their 
application in the pharmaceutical and food industries. Hence, this work aims to study 

the effects of microwave encapsulation 
on the anthocyanins, antioxidants, and 
total phenolic content of Clitoria ternatea 
flower extract (CTFE). Microwave-assisted 
encapsulation (MAEC) was carried out at 
three different powers (300, 450, and 600 W) 
with different formulations of Gum Arabic 
(GA) and Maltodextrin Dextrose (MD) as 
carrier materials from 40% to 70% w/v. The 
total phenolic content (TPC), antioxidant 
activity, and anthocyanins in encapsulates 
were analysed for the formulations. The 
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findings showed that increased microwave power increased TPC and antioxidant activity 
(P<0.05). However, adding carrier materials concentration above 60% reduced TPC and 
the antioxidant activity of microwave-encapsulated anthocyanin from CTFE. The best 
microwave-assisted encapsulation conditions of CTFE were found at 600 W microwave 
power with 50% w/v carrier materials GA/MD (ratio 1:1) concentration. The retention of 
anthocyanins, antioxidant activity, and TPC increased significantly (P<0.05) with increased 
microwave power and lower concentration of carrier materials. The MAEC approach 
to enhance the stability of anthocyanin in CTFE presents a high potential to expand its 
application as a high-value-added natural colourant.

Keywords: Active compounds, anthocyanins, blue pea flower, microwave encapsulation, total phenolic content

INTRODUCTION 

Clitoria ternatea, or the blue pea flower, is popular as a colourant for food and delicacies. 
Additionally, the Clitoria ternatea flower has been widely used in traditional medicine, 
particularly as a supplement to enhance cognitive functions and alleviate symptoms of 
numerous ailments, including fever, inflammation, pain, and diabetes (Mukherjee et al., 
2008). The blue pea flower is very popular among traditional Chinese and Ayurvedic 
medicine and has been consumed for centuries as a memory enhancer, brain booster, anti-
stress and insomnia (Anthika et al., 2015; Salleh & Pa’ee, 2021; Mukherjee et al., 2008; 
Verma et al., 2013). The major phytoconstituents found in extracts from Clitoria ternatea 
flowers are pentacyclic triterpenoids such as taraxerol and taraxerone (Swathi et al., 2021). 
Furthermore, various phytochemicals such as kaempferol, quercetin, myricetin glycosides, 
and anthocyanins have been successfully isolated from Clitoria ternatea flowers (Jeyaraj 
et al., 2021). Thus, Clitoria ternatea flower extract (CTFE) has the potential to be used 
for functional food applications due to its plethora of biological and pharmacological 
properties.

The stability of polyphenols from CTFE has been reported to be very poor, especially 
in the human gastrointestinal tract. Therefore, it is important to develop a protective 
method to increase the stability of polyphenols and investigate their encapsulation under 
simulated gastrointestinal conditions. Microencapsulation of polyphenols from Clitoria 
ternatea flower petals using calcium alginate found that polyphenol degradation has been 
successfully reduced, while the biological activity increased after gastrointestinal digestion 
(Pasukamonset et al., 2016). According to Bringas-Lantigua (2011), encapsulation of 
CTFE may enhance the bioavailability of antioxidants and anthocyanins in the extracts. 
It is often used to protect the natural plant extract pigments from degradation and, thus, 
extend the shelf-life of these active compounds. Encapsulation is important and relevant in 
food and pharmaceutical industries as it protects food ingredients sensitive to degradation, 
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denaturation, and loss of volatile compounds. There are many encapsulation techniques, 
such as coacervation, spray drying, nanoencapsulation, microencapsulation, and microwave 
encapsulation.  

Among the encapsulation techniques, microwave-assisted encapsulation is an 
alternative technology that uses microwave radiation to stimulate molecular motion 
and a constant dipole to rotate the molecules to generate volumetric heating. Time and 
energy consumption can be reduced significantly during microwave treatment due to its 
uniform heat distribution onto the material surfaces. Microwave technology is considered 
an economical method of preserving plant extract, as this method provides quality for 
the final product, is easy to operate, and could reduce water activity in the final products. 
Furthermore, the microwave-assisted technique has excelled in encapsulating natural 
colourants from dragon fruit (Zaidel et al., 2015), purple sweet potatoes (Nawi et al., 
2015), as well as from hibiscus, lavender, and blackberry (Perez-Grijalva et al., 2018). The 
advantages of encapsulation via microwave technology are enhancement of antimicrobial 
activity, prolonged effects, and stability improvement towards the encapsulated plant 
extracts. However, the microwave technique is not widely used as there are still limited 
references on the microwave-assisted encapsulation (MAEC) process. Hence, this work 
aimed to evaluate the effects of microwave encapsulation on the anthocyanins, antioxidants, 
and total phenolic content of Clitoria ternatea flower extract.

METHODOLOGY

Materials

The dried blue pea flower was purchased from a local supplier around Klang Valley, 
Malaysia. Distilled water, maltodextrin, Gum Arabic, ethanol, hydrochloride acid, sodium 
hydroxide, potassium chloride, sodium acetate buffer, Folin-Ciocalteu phenol reagents, 
gallic acid, and sodium carbonate solution were purchased from Sigma Aldrich (USA). 

Preparation of Clitoria ternatea Flower Extract

Clitoria ternatea flower was extracted by weighing 5 g each before being diluted in 
100 ml of water (1:20) for 5 min and undergoing extraction. The extraction process was 
conducted using microwave-assisted extraction at 600 W power for 2 min. The Clitoria 
ternatea flower extract (CTFE) was then centrifuged at 7000 rpm for 15 min and ready to 
be further encapsulated using the microwave.

Microwave-Assisted Encapsulation of Clitoria ternatea Flower Extract

The carrier materials were mixed and diluted with water at various concentrations (40%, 
50%, 60% and 70%) of Arabic Gum (GA) and Maltodextrin Dextrose (MD). The carrier 
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materials, GA and MD (1:1), were mixed with extracted sample (1:5) in the beaker 
and stirred for 20 min. The sample was then encapsulated in the microwave using the 
microwave-assisted encapsulation (MAEC) method using three power levels (300 W, 450 
W, and 600 W) for 7 to 10 min until powder forms. The MAEC method was modified by 
Marsin et al. (2020).

Analysis of Total Phenolic Content

The total phenolic content (TPC) was measured using the Folin-Ciocalteu method modified 
by Bei et al. (2018), in which 1 ml of extract was mixed with 0.5 ml of Folin-Ciocalteu 
reagent. After 5 min being kept in the dark at 26°C, 1 ml of sodium carbonate was added 
with 9 ml of distilled water. The absorbance was measured at 760 nm after 30 min incubation 
period in the dark. The results were expressed in mg of Gallic Acid Equivalent (GAE)/g 
of dry weight sample of BPF (mg GAE/g). All samples were analysed in triplicates. The 
formula of TPC is shown in Equation 1:

TPC = C × v
m

                                                             (1)

where C is the rate constant, v is the pre-exponential factor, and m is the activation energy.

Analysis of Total Anthocyanin Content

The anthocyanin was measured using a pH differential method using a potassium chloride 
with pH 1.0 and a sodium acetate buffer with pH 4.5 (Nawi et al., 2015). An amount of 1 
ml of extract was mixed with 9 ml of each buffer to produce 10 ml of solution, which was 
then incubated at 37°C for 15 to 60 min. All the experiments were carried out in triplicates. 
Both the solutions were measured at 520 nm and 700 nm, and the absorbance (A) and total 
anthocyanin were calculated using Equations 2 and 3:

A = (A520𝑛𝑛𝑛𝑛 −  A700𝑛𝑛𝑛𝑛 )𝑝𝑝𝑝𝑝1  −  (A520𝑛𝑛𝑛𝑛 −  A700𝑛𝑛𝑛𝑛 )𝑝𝑝𝑝𝑝4.5      (2) 

TAC =
A × MW × DF × 1000

𝜀𝜀 × 1
 

   (2)A = (A520𝑛𝑛𝑛𝑛 −  A700𝑛𝑛𝑛𝑛 )𝑝𝑝𝑝𝑝1  −  (A520𝑛𝑛𝑛𝑛 −  A700𝑛𝑛𝑛𝑛 )𝑝𝑝𝑝𝑝4.5      (2) 

TAC =
A × MW × DF × 1000

𝜀𝜀 × 1
       (3)

where: A is the absorbance at a specified wavelength, MW is the molecular weight for 
cyanidin-3-glucoside (449.2 g/mol), DF is the dilution factor, and 𝜀𝜀 = 26,900 molar 
extinction coefficients in L/mol/cm.

Determination of Antioxidant Activity

The CTFE antioxidant scavenging activity was measured using 2,2’-diphenyl-1-
picrylhydrazyl radical (DPPH) following procedures of Alwi et al. (2017) with some 
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modifications. First, an amount of 1 ml extract was mixed with 1 ml of DPPH solution 
and 4 ml of 80% ethanol and incubated at 37°C for 30 min. All the experiments were 
carried out in triplicates. The absorbance was measured at 501 nm, and DPPH inhibition 
was determined using Equation 4:

Inhibition (%) = A0− A1
A0

 × 100%         (4)

where: Ao is the absorbance of the control solution (DPPH and ethanol solution without 
the CTFE sample), and A1 is the absorbance of the sample.

Statistical Analysis

Statistical analysis was performed using Microsoft® Excel® for Microsoft 365 MSO (Version 
2208 Build 16.0.15601.20072). A one-way analysis of variance (ANOVA) followed by a 
post hoc t-test was carried out to determine the statistical differences between encapsulated 
CTFE for each tested parameter. The significance level used was 0.05.

RESULTS AND DISCUSSION

Total Phenolic Content of Encapsulated CTFE

Figure 1 shows the total phenolic content (TPC) of encapsulated CTFE with different 
concentrations of carrier materials at various microwave powers. The results found a 
significant influence of GA/MD concentration on the total phenolic content (P < 0.05). 
The TPC increased gradually as the microwave power increased from 300 W to 600 W. 
However, at 50% GA/MD concentration, TPC showed no significant difference from 300 
to 600 W. The highest TPC was obtained at 600 W and 40% concentration, which was 
780 mg GAE/g. At high power, the microwave can speed up the encapsulation process. 

Figure 1. Total phenolic content of encapsulated CTFE at a microwave power of 300 W, 450 W, 600 W and 
GA/MD 40%, 50%, 60%, and 70% concentration. Bars with different letters indicate significant differences 
in microwave power within the same GA/MD concentration (P < 0.05).
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Thus, the targeted bioactive compounds can be protected from heat exposure for a long 
time. However, it can also cause the decomposition of certain molecules and damage the 
bioactive compounds due to heat generated by the high power. For the comparison of the 
extract samples before and after encapsulation, it was observed that the TPC amount after 
encapsulation was higher compared to the number of fresh extracts. The encapsulation 
process exposed the extracts to microwave radiation, thus, increasing the temperature of the 
materials and the exposure to heat caused damage to the bioactive compounds. It was also 
reported that plant phenols could degrade at high temperatures during the encapsulation 
or extraction process (Sulaiman et al., 2017).

The amount of TPC decreased significantly (P < 0.05) as the carrier materials 
concentration increased. The decreasing pattern of TPC against the carrier material 
concentration was observed at a microwave power of 450 W. The coating agent protects 
the phenol compounds from degradation at constant microwave power. MD, as a polymeric 
coat, could assist in retaining bioactive compounds in the encapsulated extract (Sablania 
& Bosco, 2018). Besides, the encapsulation technique involves a defensive mechanism 
of the wall membrane that covers the particles of the encapsulated material to ensure that 
no active ingredients or phenolic compounds leak from the carrier materials (Mozafari, 
2008). However, the TPC of CTFE with 40% GA/MD was the highest, although it 
contained the lowest carrier materials. It might be attributed to the accumulation and 
sedimentation of gum arabic in the suspension with a higher concentration of GA/MD 
prior to MAEC. The phenomenon could lead to reduced GA/MD in the sample and result 
in less encapsulation of TPC. This finding was similar to the encapsulation of isoflavone 
with milk, maltodextrin, and gum acacia (Mazumder & Ranganathan, 2020). Several 
factors could affect encapsulation, such as the chemical properties of carrier materials and 
extracts, emulsion characters, and encapsulation parameters. 

Figure 2. Total anthocyanin content of encapsulated 
CTFE with 40% concentration of GA/MD at 
microwave powers of 300 W, 450 W, and 600 W 
(P < 0.05)

Total Anthocyanin Content of 
Encapsulated CTFE 

The total anthocyanin content (TAC) of 
encapsulated CTFE with a 40% concentration 
of GA/MD at various microwave powers is 
shown in Figure 2. This condition was chosen 
based on the highest TPC obtained during 
the MAEC. The highest TAC was obtained 
when the encapsulation was performed 
using 600 W at 7 min encapsulation time. 
It was observed that the amount of TAC 
increased as the microwave power increased 
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for the encapsulation of CTFE with a 40% 
concentration of GA/MD. Low microwave 
power resulted in longer encapsulation time 
due to low heat generated throughout the 
process. Thus, anthocyanins monomeric may 
decompose during this long encapsulation 
time (Marsin et al., 2020). 

Figure 3 shows the TAC of encapsulated 
CTFE with different concentrations of 
carrier materials at 600 W microwave 
power. The results found a significant effect 
of GA/MD concentration on TAC values 

Figure 3. Total anthocyanin content of encapsulated 
CTFE with different concentrations of GA/MD at 
600 W (P < 0.05)
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on the encapsulated CTFE (P < 0.05). In this study, based on the overall TAC obtained 
at various concentrations and microwave power, the highest TAC was obtained when the 
CTFE was encapsulated with 40% GA/MD (0.73 ± 0.06). This finding could be attributed to 
using GA/MD as the carrier material that covers and protects the extracted compounds from 
the environment. Encapsulation reduces the core reactivity of the environmental factors and 
the transmission rate of the core material to the outside environment by forming a physical 
barrier between the core compound and the other external compound of the product (Jyothi 
et al., 2010). Nonetheless, TAC was reduced when the GA/MD was increased. An increase 
in GA/MD concentration decreased the total anthocyanin content in blue pea powder due 
to adding dried solids to the mixture (Hariadi, 2018). The ratio of carrier materials to the 
CTFE increased, thus, possibly causing the accumulation and sedimentation of the carrier 
materials in the suspension with a higher concentration of GA/MD. It affected the protective 
characteristic of anthocyanin and necessarily decreased its content.

The TAC of the initial extract was 0.9184 mg/L. The encapsulation resulted in a huge 
loss of anthocyanins from the initial extract due to the heat exposure to CTFE during 
MAEC. However, the encapsulation of CTFE is important to protect the anthocyanins 
from degradation during storage. Factors such as storage with access to light and air did 
not cause significant degradation of anthocyanins in encapsulated samples due to efficient 
coating by carrier materials (Pieczycolan & Kurek, 2019). Furthermore, the degradation of 
anthocyanins occurs on the surface, and the encapsulated extract is adequately protected 
against the transfer of oxygen through the density of the matrix and the distance from the 
degradation factor (Tonon et al., 2010). 

Antioxidant Activity of Encapsulated CTFE

Figure 4 shows the percentage of inhibition demonstrated by encapsulated CTFE at various 
microwave power for encapsulation with a 40% concentration of GA/MD. The highest 
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inhibition was exhibited by encapsulated 
CTFE at 600 W, which accounted for 78%. 
The lowest inhibition was observed as 70% 
at 300 W. These findings demonstrated 
that using the microwave to encapsulate 
CTFE can retain most of the antioxidant 
activity. Therefore, the antioxidant activity 
of CTFE peaks at a microwave power 
of 600 W. However, when it reaches the 
optimum condition, the value decreases or 
becomes negligible up to a certain point 
due to exposure to a higher temperature. A 
study on the antioxidant activity of dried 
ginger reported an increase in microwave 
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Figure 4. Antioxidant activity of CTFE encapsulated 
with 40% concentration of GA/MD at microwave 
powers of 300 W, 450 W, and 600 W (P < 0.05)

power of 0.6 W/g–0.9 W/g. However, it decreased when the microwave power was further 
increased to 1.2 W/g, which may be related to the degradation of active substances under 
high microwave power (Zeng et al., 2023).

High microwave power results in a faster encapsulation and may retain higher 
antioxidants than low microwave power (Marsin et al., 2020). The encapsulation rate may 
be lower due to low microwave power. It will affect the encapsulation efficiency of the end 
product. The heat penetration will also be low, thus causing longer encapsulation time; 
prolonged exposure to heat during the encapsulation process results in the degradation of 
antioxidants. However, a single microwave process may also cause non-uniform heating 
and a low penetration rate of microwave energy (Ng et al., 2020). 

The encapsulation process might affect the polyphenol activity of the extract, which 
in turn affects the antioxidant activity. It was found that MAEC provided high retention 
of antioxidant activity, which might be due to the shorter time at a lower temperature 
process, which reduced the degradation of phenolic compounds (Parthasarathi et al., 
2013). Furthermore, polyphenols extracted from apple pomace and fermented apples using 
microwave-assisted extraction at 60°C obtained higher antioxidant activity than samples 
extracted at different temperatures (30, 40, 50, 70, and 80°C) (Ajila et al., 2011).

Encapsulation Efficiency of Encapsulated CTFE

Figure 5 shows the encapsulation efficiency of encapsulated CTFE with various 
concentrations of GA/MD at 600 W. The best encapsulation efficiency was 40% and 
50% of GA/MD concentrations at 600 W microwave power, with 76% and 78% values, 
respectively. This percentage is high enough to confirm that GA/MD is an appropriate 
combination for carrier material encapsulating CTFE. The encapsulation efficiency of 
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Clitoria ternatea flowers is 60.22%, 63.38% and 95.74% for ultrasonic spray drying 
(outlet temperature 100°C), convection oven drying (80°C), and freeze-drying (-80°C), 
respectively (Liew et al., 2020). The encapsulation was unstable above 50% concentration 
of carrier materials. Therefore, the encapsulation efficiency decreased when encapsulation 
was done with carrier materials above 50% concentration (Marsin et al., 2020) which might 
be due to the accumulation and sedimentation of excess carrier materials in the suspension 
because the solubility of arabic gum is 43–48% in water. It shows that the encapsulation 
has reached saturation at 50% concentration of GA/MD and limits its capacity. 

Figure 5. Encapsulation efficiency of CTFE 
encapsulated with 40%, 50%, 60%, and 70% 
concentrations of GA/MD at 600 W (P < 0.05)
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The higher encapsulation efficiency 
can be attributed to the electrostatic 
ionic interaction between magnesium 
and potassium cations in gum arabic 
polysaccharides. A similar study on 
the encapsulation of anthocyanin from 
Syzygium cumini found that arabic gum 
provided higher encapsulation efficiency 
than chitosan, maltodextrin, and sodium 
alginate (Abdin et al., 2021). Arabic 
gum forms a dry coating around the core 
material, preventing contact between the 
core material and air, whereas maltodextrin 
develops an amorphous glass structure 
during encapsulation (Yadav et al., 2020).

CONCLUSION

In conclusion, the best concentration of carrier materials for encapsulating CTFE with 
arabic gum and maltodextrin dextrose is 50%, which provides higher encapsulation 
efficiency, shorter time, and stable preservation of bioactive compounds. Based on the 
findings, the optimum condition for encapsulation efficiency was achieved at 600 W of 
microwave power and 50% of GA/MD concentration. Microwave power, exposure time, 
and concentration of carrier materials significantly affect the retaining of anthocyanins, 
antioxidants and total phenolic content of Clitoria ternatea flower extract. Anthocyanin 
retention increases with microwave power and lower concentration of carrier materials. 
Therefore, the microwave-assisted encapsulation approach to enhance the stability of 
anthocyanin in CTFE presents a high potential to expand its application as a high-value-
added natural colourant.  
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ABSTRACT

The study aims to utilize water hyacinth and spent coffee grounds (SGC) as raw materials 
to produce bio-compost and its effects on rice growth. Four different bio-compost 
formulations were produced. The water hyacinth (6 kg) and dried cow manure (2 kg) 
were thoroughly mixed and added with SGC+EM (Trial 1), SGC+water (Trial 2), EM 
(Trial 3), and water (Trial 4). At the end of fermentation, the 3 types of macronutrients 
(N, P, and K) were determined. Germination percentage and growth in response to this 
bio-compost were also assessed. The results found that the bio-compost consisted of N, 
P, and K, ranging from 311–350, 154–197, and 23–25 mg/100 g, respectively. All bio-
composts had a favorable effect on the germination percentage, root and shoot lengths, 
and vigor index of rice seedlings in the seed germination assay. Trial 2 gave the highest 
root and shoot lengths of 7.32 and 4.35 cm, respectively, and the greatest value of 1051 
of the vigor index. At 45 DAS, the results revealed that all trials of bio-compost had a 
beneficial influence on the development of rice seedlings by increasing root and shoot 
lengths and fresh and dried weights of rice seedlings, especially Trial 2, which consisted 
of SGC when compared to the controls. In this phenomenon, the presence of SGC at low 
concentrations could encourage rice growth.

Keywords: Bio-compost, rice, spent coffee ground (SCG), water hyacinth 

INTRODUCTION

One resource for restoring soil fertility 
and promoting plant growth is non-
traditional organic materials like weeds. 
Water hyacinth (Pontederia crassipes, 
formerly Eichhornia crassipes) is one of 
the most invasive weed species, causing 
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enormous economic and ecological destruction, especially in tropical and subtropical 
regions (Jafari, 2010). Water hyacinth can spread rapidly with a daily growth rate of 
220 kg/ha and may increase twice after 5–15 days (Islam et al., 2021). Water hyacinth 
is composed of 74-84 % organic matter, 0.26-0.53% P, 18.5– 27.6% C, 1.18–2.9% N, 
2.27–4.53% K, and 15.8–25.1 C/N ratio on a dry matter basis (Su et al., 2018) which 
a suitable C/N ratio for microorganisms is 15–30 (Haug, 1993). Additionally, the plant 
has a high concentration of plant hormone, gibberellin, which can boost the growth of 
plants (Ummah & Rahayu, 2019).

The utilization of water hyacinth as a source of raw materials to produce compost has 
been studied. As composted material, water hyacinth is increasingly utilized as a source 
of nutrients (Malik, 2007). Applying bio-compost increases the nutrient storage capacity, 
water binding capacity, cation exchange capacity, and micro-aggregation in soils. It may 
reduce the effects of over-fertilization by gradually releasing nutrients (Khan & Sarwar, 
2002). Furthermore, manure can improve compost quality, soil fertility, soil productivity, 
soil organic carbon content, soil microorganisms, soil crumb structure, soil nutrient 
status, and crop production. Organic manure is particularly economical and effective 
as a source of nitrogen for long-term crop development (Singh & Kalamdhad, 2015).

Additionally, spent coffee grounds (SCGs) are the residues from the coffee-making 
process that contain several high-value products. SCGs are generated approximately 6 
million tons annually globally (Mussatto, Carneiro, et al., 2011). SCGs mostly consist 
of polysaccharides, particularly cellulose and hemicellulose, constituting over 50% of 
the SCG’s dry mass. Lignin and protein comprise approximately 20% of the dry mass 
(Ballesteros et al., 2014) and contain a high value of N, P, and K ranging from 1.2–2.8%, 
0.02–0.5%, and 0.35, respectively (Mussatto, Machado, et al., 2011; Cruz et al., 2012). 
SCGs are used as biomass fuel, organic fertilizer, and soil amendment. Kasongo et al. 
(2011) reported that the addition of SCGs provides macro-and micronutrients and improves 
the pH and electrical conductivity of the soil (Cruz et al., 2012) and recommend using it 
as a soil amendment or fertilizer in agriculture (Cervera-Mata et al., 2018; Gomes et al., 
2013). Thai jasmine rice (Oryza sativa L. var. KDML105) is among the most popular and 
economically important cultivars widely produced in northeastern Thailand, where there 
is soil salinity and low soil fertility. Although applying chemical fertilizers to increase 
agricultural productivity is a successful strategy, overusing them can harm the environment 
(Saengsanga, 2018). Consequently, applying organic fertilizers to accelerate soil fertility 
and increase crop yield is important in sustainable agriculture. Hence, this study aims at 
assessing the effects of bio-composts produced from water hyacinth and spent ground 
coffee on the growth of Thai jasmine rice seedlings.
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MATERIALS AND METHODS

Harvesting of Water Hyacinth and Collecting of Spent Coffee Grounds

The water hyacinth was collected from the stabilization pond of the Municipal Wastewater 
Pumping Station (14.9641606N, 102.12496E), Nakhon Ratchasima province. The samples 
were washed and cut into pieces 3–5 cm long to enlarge the surface area for microbial 
action. SCG was obtained from a local coffee shop and air-dried to reduce its water content.

Production of Bio-Compost 

Four different treatments of bio-compost from water hyacinth and SCG, according to 
Table 1, all components were mixed and prepared in a plastic bucket of 120 L capacity. 
Compost was turned out every 14 days, and moisture was maintained at 50–60%. The 
temperature was taken with a digital thermometer. The color and odor of bio-compost 
were also observed. 

The experiment was performed under natural conditions for 12 weeks until the 
temperature gradually dropped to ambient air temperatures. 

Table 1 
Different treatments of bio-compost from water hyacinth

Treatments Water hyacinth (kg) Dried cow manure (kg) SCG (kg) EM (L) Water (L)
Trial 1 6 2 0.25 1 0
Trial 2 6 2 0.25 0 1
Trial 3 6 2 0 1 0
Trial 4 6 2 0 0 1

Nutrient Contents 

At the end of the composting process, we determined the levels of total N and P according 
to the method of Bremner et al. (1982) as well as Bray and Kurtz (1945); K was analyzed 
by atomic absorption spectrophotometer (AAS) (Spectra Ad 55B, Varian). 

Determination of the Bio-Compost Maturity by Seed Germination Assay

Phytotoxicity was performed through seed germination assay to assess bio-compost 
maturity. The plant used in this experiment was jasmine rice (Oryza sativa L. var. 
KDML105). Rice seeds were drenched for 3 min in 90% EtOH and 30 min in 3.5% NaOCl. 
In the final step, rice seeds were cleaned 3 times with sterile ddH2O. Each bio-compost 
sample was diluted with ddH2O in a concentration of 10% and filtered using filter paper. 
Sterilized seeds (20/ plate) were germinated in filtrated solution, as mentioned before, in 
a Petri dish and incubated for 7 days under ambient conditions. Rice plants were irrigated 
with 3 mL of ddH2O every 2 days. Germination percentage was observed at 4 days after 
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sowing (DAS). Root and shoot lengths were determined at 7 DAS, and the vigor index 
of rice seedlings was also calculated according to Equations 1 and 2 (Saengsanga, 2018).

% Germination = (Seed germinated / Total seed) × 100   (1)

Vigor index = % germination x (root length + shoot length)   (2)

Effects of Bio-Composts on the Growth of Rice Seedlings 

A soil sample was collected from BuaYai District, Nakhon Ratchasima Province, Thailand, 
to evaluate bio-compost on the growth of rice seedlings by pot experiment. After 7 days of 
germination, rice was transplanted in a 6-inch pot containing 0.5 kg of soil and fertilized 
with each bio-compost (50 g/pot). Irrigation was performed, and flooding was 2–5 cm 
over the soil. At 45 DAS, the growth parameters were collected, including root and shoot 
lengths and root and shoot dry weight. Vernier calipers determined plant height and weight 
by analytical balance 4 digits (Denver Instrument, USA) after drying at 70ºC for 2 days.

Statistical Analysis

To determine the significance of the experiments, we presented the results as the mean 
± SD of three replicates. Comparison of mean was performed using one-way analysis of 
variance (ANOVA) with Duncan’s multiple range test (DMRT), and p < 0.05 was considered 
to be statistically significant.

RESULTS AND DISCUSSION

Physical and Chemical Properties 

Bio-compost samples were gathered after 12 weeks of maturation to examine the main 
crop nutrients. The compost sample had a range of colors. Trials 1 and 2 were dark brown, 
while 3 and 4 were light brown (Figure 1).

The bio- compost’s N, P, and K contents varied from 311–350, 154–197, and 23–25 
mg/100 g, respectively. Furthermore, the pH value of the bio-compost ranged from 8.1–8.4, 

Figure 1. Characteristics of bio-compost 
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and EC was 4.18–6.29 ds/m (Table 2). Nutrient concentrations often rise due to the net 
loss of dry mass throughout the composting process (Singh & Kalamdhad, 2015). Besides, 
the result suggests that adding SCG in an insufficient quantity did not affect the nutritional 
content of the bio-compost. As a result, adding organic wastes could improve the quality 
of bio-compost. Islam et al. (2021) claimed that supplementing black liquor and kitchen 
bio-waste could improve the N, P, and K contents of the water hyacinth bio-compost. A 
combination of water hyacinth and corncob has various nutrients, including C, N, K, and 
C/N. At the same time, bio-compost from a combination of water hyacinth and soybean 
dregs contained more P content (Fitrihidajati et al., 2021).

Table 2 
Chemical properties of the bio-compost

Treatments N (mg/100 g) P (mg/100 g) K (mg/100 g) EC(5:1) pH(2:1)

Trial 1 323.42±5.26 179.92±4.84 24.32±0.46 5.78 8.4
Trial 2 311.15±2.98 174.12±4.75 23.32±0.20 6.29 8.7
Trial 3 343.62±4.82 194.97±3.39 25.28±0.03 4.18 8.1
Trial 4 350.67±4.29 197.70±2.36 24.46±0.08 4.68 8.5

Effects of Bio-Compost on Rice Seed Germination

Effects of different bio-composts on germination percentage, plant heights, and vigor index 
were evaluated, and the result is shown in Table 3. The finding was that all formulations 
of bio-extract displayed a beneficial effect on germination rate, root and shoot lengths, 
and vigor index (p > 0.05). Trial 2 gave the maximum root and shoot lengths of 7.32 and 
4.35 cm, respectively.

Again, Trial 2 was the most efficient stimulator for rice plants, having a maximum vigor 
index of 1051. The germination assay showed that the bio-compost had no phytotoxicity 
issues, indicating that these bio-composts produced from water hyacinth and combined with 
SCG were mature and had no phytotoxicity to inhibit plant growth. It has been documented 
that SCG at a low concentration (2.5–5%) stimulates plant growth (Gomes et al., 2013).

Table 3
Effects of bio-compost on the germination of KDML 105 rice seeds

Treatments Germination 
(%)

Root length 
(cm)

Shoot length 
(cm)

Total length 
(cm) Vigor index

Control 86.65a 6.63±0.62a 3.71±0.95a 9.78±1.21a 847b

Trial 1 91.65bc 6.79±0.52ab 3.85±0.30a 10.64±0.59ab 975ab

Trial 2 90.00ab 7.32±0.82b 4.35±0.33a 11.67±0.70b 1051a

Trial 3 93.35bc 6.17±0.80ab 4.14±0.28a 10.32±1.08ab 963ab

Trial 4 91.65bc 7.09±0.17ab 4.01±0.11a 11.09±0.17ab 1017a

Note. Values are mean ±SD of 3 replicates with lowercase letters indicating statistically significant differences 
at p < 0.05 (DMRT). 
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Effects of Bio-Compost on the Growth of Rice Seedlings

We investigated the bio-compost’s effects on rice growth under a pot experiment. After 
45 DAS, all tested bio-composts boosted the growth of rice seedlings by increasing root 
and shoot lengths and plant weights (p < 0.05) (Figure 2). Rice seedlings fertilized with 
Trial 2 had the greatest shoot and root lengths and biomass, followed by those with Trial 3. 

However, all seedlings’ exposure to bio-compost was revealed to be higher than the 
controls, suggesting bio-compost accelerates the development of the rice seedlings. The 
utilization of water hyacinth compost can improve the growth and flowering of Crossandra 
and some vegetables compared to untreated plants (Gajalakshmi & Abbasi, 2002). 
Beesigamukama et al. (2018) reported that water hyacinth bio-compost enhanced maize 
yield. Hence, water hyacinth-based compost is a good option to improve soil quality and 
increase plant productivity.

Figure 2. Effects of the bio-composts on the growth of rice seedlings at 45 DAS. Root and shoot lengths 
(a), fresh and dried weights (b). Values are the mean ± SD of tree replicates with the lowercase letters 
above the bar, indicating statistically significant differences at p < 0.05 (DMRT)
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CONCLUSION

The outcomes of this investigation have illustrated that the bio-compost derived from 
water hyacinth and a combination of SCGs is a good soil enrichment to promote jasmine 
rice plant growth at the seedling stage. Our results revealed that all bio-compost trials had 
encouraged rice growth, particularly Trial 2 (Water hyacinth: Dried cow manure: SCG: 
Water = 6: 2: 0.25: 1), having the highest performance. Future investigations should examine 
the additions of nutrient-rich organic wastes to enhance their qualities.
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ABSTRACT

Christia vespertilionis is a medicinal herb traditionally used as a complementary and 
alternative medicine to treat cancer and malaria. This study investigated the effect of pre-
treatments of the Christia vespertilionis plant on supercritical CO2 extraction yield and 
solubility. Four pre-treatments were studied: drying and grinding, doping with absolute 
ethanol (99%) and 80% (v/v) of ethanol/water, and microwave pre-treatment. The 
supercritical CO2 extraction was conducted at a constant 13.8 MPa, 40℃ with 24 mL/min 
flow rate in 40 min of extraction time. It was found that the dried sample after drying and 
grinding pre-treatment produced the highest yield of 4.56 mg/g, whereas the lowest yield 
was obtained for the fresh leaves’ samples treated with microwave irradiation (1.26 mg/g). 
Doping techniques with absolute ethanol and 80% (v/v) were comparable in the 2.64 to 2.94 
mg/g. GCMS results revealed that Christia vespertilionis extract comprises antioxidants, 
mainly phytol, limonene, and other medicinal compounds such as α-monolaurin and 

l-ascorbyl 2,6-dipalmitate. This study 
indicates that adding co-solvent was not 
the primary technique in supercritical CO2 
extraction to increase the extractability of 
compounds of interest from plant matrices. 

Keywords: Carbon dioxide, Christia vespertilionis, 
co-solvent, medicinal compounds, pre-treatment, 
supercritical extraction 
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INTRODUCTION 

The red butterfly wing plant has received increasing public attention due to its medicinal 
properties in treating several critical diseases. The plant is scientifically known as Christia 
vespertilionis (L.) Bakh. from the Fabaceae family. It was reported that the plant could 
treat cancer (Wu et al., 2012) and malaria diseases (Upadhyay et al., 2013). Numerous 
studies on the traditional applications of C. vespertilionis, such as healing tuberculosis, 
bronchitis, colds, muscle weakness, and poor blood circulation (Whiting, 2007), fever 
treatment (Chassagne et al., 2016), and healing scabies disease (Cambie & Ash, 1994) 
were done and shown potential medicinal benefits. The plant extract was also reported to 
possess anti-proliferative potential due to the high content of bioactive compounds, mainly 
triterpenes, alkaloids, fatty acids, phenol, and long-chained alcohols (Hofer et al., 2013). 
In another aspect, the alkaloids from the C. vespertilionis plant exhibited as an anti-cancer 
agent for neuroendocrine tumors (Lu et al., 2012) and as a tumor inhibitor when tested on 
a mouse (Wu et al., 2012). The extract was found could prolong the life span of the tumor-
bearing mice. In addition, the plant also possesses strong antiplasmodial activity, where it 
can act as an antidote against diseases caused by the Plasmodium genus, such as malaria 
(Dash, 2016). The noble compound responsible for the anti-plasmodial agent found in C. 
vespertilionis extract was named christene with the IUPAC name of 7-isopropylidene-1-
methyl-1,2,6,7,8,9- hexahydronaphthalene (Nguyen-Pouplin et al., 2007; Upadhyay et al., 
2013). These findings indicate the high potential of the medicinal plant as a complementary 
and alternative natural medicine for the pharmaceutical industry. Most recent studies have 
discovered that the root C. vespertilionis extracts have shown remarkable anti-breast cancer 
activity (Ismail et al., 2021; Lee et al., 2020). 

However, all the studies on the C. vespertilionis plant were based on conventional 
extraction methods, i.e., organic solvent extraction to extract the bioactive compounds. The 
technique is not suitable and unsafe for edible products due to the use of toxic chemicals 
as solvent extraction. The major drawbacks of solvent extraction include compound 
degradation (due to the elevated temperature), product impurities, extensive extraction 
duration, and exposure to toxic fumes in surroundings, which will cause health problems 
and create dirty environments (Rombaut et al., 2014).  

The extraction of bioactive compounds from C. vespertilionis using supercritical 
carbon dioxide (SC-CO2) is scarcely available in the open literature. SC-CO2 extraction 
was recognized as a green method, employing high-purity carbon dioxide (CO2), i.e., 
99.99%, as its solvent extraction. CO2 is an ideal solvent for extracting functional foods and 
medicines since it is non-toxic, non-corrosive, inert (where it would not affect the extraction 
output), and safer for consumers and the environment (Mukhopadhyay, 2000). It is due 
to the advantages owned by SC-CO2, such as faster extraction time (where the extraction 
could be completed within 1 to 2h compared to 8 to 12h of solvent extraction method), 
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the mild operating temperature used (ability to extract, and preserve thermosensitive and 
volatile compounds), organic solvent-free (no chemical solvent involves except for a 
certain extraction condition such as additional of co-solvent with a very minimum amount 
of possible) and clean extract produced where CO2 can easily be removed by releasing the 
pressure at the end of the extraction process. 

C. vespertilionis, which belongs to the Fabaceae family, is categorized as a plant 
containing essential oil. In principle, essential oil from plant matrices is difficult to be 
extracted. According to the plant anatomy of leaves, glandular trichomes (i.e., glandular 
hairs on the leaf’s surface) contain volatile oils and other plant secretions (Beck, 2010). 
Therefore, breaking the plant sample’s glandular cells and cell walls is crucial for easy 
access to the oil to the extraction solvent before the extraction process.

Numerous studies were reported on enhancing oil extractability in obtaining maximum 
yield. The method is called sample pre-treatment, such as drying, grinding, microwave, 
ultrasound, and high-pressure pre-treatments. Drying pre-treatment is necessary to remove 
the moisture content from the plant’s material since fresh plant contains high moisture that 
will compete with the solvent during the extraction process. Many authors agreed that the 
ideal moisture content for plant material should be between 3 to 12% (wet basis moisture) 
(Ivanovic et al., 2014). Reducing sample size is also important for successfully applying 
SC-CO2, which could be obtained by grinding, chopping, or flaking the sample material 
(Mustapa et al., 2009). They found that the grinding pre-treatment technique could rupture 
the glandular cells and wall cells. In addition, a larger surface area can be obtained by 
decreasing the particle size, increasing the extraction yield due to the increasing solvent-oil 
contact and accessibility. The distance between solute-solvent contact was reduced to fasten 
the extraction process. Another technique to improve the extraction efficiency is microwave 
pre-treatment before being subjected to SC-CO2 extraction. Theoretically, by exposing plant 
materials to microwave radiation, a greater extraction yield could be obtained (Uquiche et 
al., 2008). This phenomenon occurred due to the breaking of plant cell walls by irradiation, 
generating permanent pores in the sample. Thus, enabling the oil to move out through the 
permeable cell walls makes it easier to be extracted using the SC-CO2 method. 

For the sample treated using the ultrasound method, many studies had shown that the 
quality of the extract improved when the concentration of the compound increased through 
the cavitation phenomenon. Cavitation occurs when the ultrasonic wave passes through 
the sample degrading the plant cell walls (Herrero et al., 2015). As for the high-pressure 
pre-treatment method, the exposure of the plant sample to high pressure can lead to higher 
solvent permeation in the inner cells, and therefore higher and faster extraction will be 
achieved (Vidović et al., 2014). Overall, the purpose of sample pre-treatments above is to 
destroy the cell walls and disrupt the plant structures since the methods will be assisted in 
releasing the oil from cells, leading to the higher recovery of oil from SC-CO2 extraction. 
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Another technique to enhance extraction efficiency is adding a small amount of polar 
co-solvent to the system. This technique is expected could increase the solvent power of 
supercritical fluid, thus enhancing the ability of CO2 to dissolve compounds. In this study, 
several techniques of sample pre-treatments: (1) drying and grinding, (2) microwave pre-
treatment on fresh leaves, (3) doping with absolute ethanol (99%), and (4) doping with 
80% (v/v) of ethanol/water was employed to the C. vespertilionis plant prior to the SC-CO2 
extraction at 13.8 MPa and 40℃ for 40 min. The study investigates the effect of different 
sample pre-treatments on the SC-CO2 extraction of C. vespertilionis yield, solubility, and 
extracted phytocompounds. 

MATERIAL AND METHODS

Materials

C. vespertilionis plant samples containing only leaves were purchased from Pure Rerama 
Leaf in Bukit Subang, Shah Alam, Malaysia. Absolute ethanol of 99% was purchased from 
Merck, and carbon dioxide (CO2) of supercritical fluid grade with a purity of 99.99% used 
in supercritical fluid extraction was purchased from Air Liquide in Singapore. 

Sample Pre-Treatment and Preparation 

Samples were prepared accordingly for different pre-treatments.

Drying and Grinding. Fresh leaves were oven-dried at 40℃ for 24h to reduce their 
moisture content from 59% to 8% wet basis. The dried leaves were ground using Waring 
Laboratory Blender and sieved through Endecotts Octagon 2000 Digital Sieve Shaker. 
Samples with 0.3 mm of particle size were then kept in the air-tight bag until used for SC-
CO2 extraction. The dried samples prepared by this treatment are labeled as D. 

Microwave Pre-Treatment. Fresh leaves with 59 wt% moisture content were cut into 
small pieces (2×2 cm) and placed in a microwave (SHARP, Model R202ZS) to disrupt 
the plant cell wall over 320 W in the 50s and without any addition of solvent or water. 
The parameter condition of the microwave used was selected according to the available 
literature (Yu et al., 2016). After the microwave pre-treatment, the sample was placed in 
the cotton cloth to extract oil using SC-CO2. The samples treated with this preparation 
are classed as M. 

Doping with Absolute Ethanol (99%). The samples prepared from the D treatment (i.e., 
drying and grinding) were doped with a 1:2 weight ratio of absolute ethanol (99%) to 
samples and mixed before the SC-CO2 extraction. This sample is labeled as A. 
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Doping with 80% (v/v) of Ethanol/Water. A similar procedure to sample A was applied 
for this sample pre-treatment. About 1:2 weight ratio of 80% (v/v) ethanol/water was doped 
to the dried samples prepared and labeled as W samples. 

Supercritical Carbon Dioxide Extraction

SC-CO2 extraction of C. vespertilionis was performed using SFT-100 from Supercritical 
Fluid Technologies, Inc. (USA) with the maximum pressure and temperature are 68.9 MPa 
and 150℃, respectively. Figure 1 shows the result of extraction yield for different pre-
treatment methods. The CO2 liquid with 99.99% of purity was used for SFT-100 with a long 
dip tube and 5.5–6.2 MPa of tank pressure. From each pre-treatment sample, about 5 g of 
C. vespertilionis sample was inserted into an extraction bag (i.e., cotton cloth) and placed 
in a 25 mL pressurized extraction vessel. The sample was put in the cotton cloth to prevent 
pressure channeling when the SC-CO2 fluid passed through the sample. High pressure 
of liquid CO2 was pumped into the extractor and regulated by a back-pressure regulator 
unit. Once the system has equilibrated for a certain set time and at the set temperature and 
pressure, a dynamic valve was gently opened to allow a continuous flow of SC-CO2 fluid 
for 10 minutes. The samples were carefully collected by placing the tubing collection inside 
the test tube and designing it to pass through the test tube cap. This technique was done 
for all sample types of pre-treatment. This work conducted the extraction process within 
40 min extraction time, 24 mL/min of CO2 flowrate, 13.8 MPa, and 40℃. The extraction 

Figure 1. Extraction yield of different sample pre-
treatments: dried and ground sample (D), doping with 
80% (v/v) ethanol/water (W), doping with absolute 
ethanol sample (A), and microwave sample (M) at 
constant SC-CO2 conditions; 13.8 MPa, 40℃, CO2 
flowrate of 24 mL/min and 40 min extraction time

temperature and pressure used in this study 
were chosen according to the previous 
history available in the literature (Almeida 
et al., 2013; Cargnin et al., 2010).

The desired flow rate of SC-CO2 through 
the sample was achieved by opening the 
restrictor valve slowly at 5 mL/min. The 
extracted oil was collected gravimetrically 
and measured every 10 min at time intervals 
by placing a glass vial at the outlet of the 
restrictor. The CO2 was decompressed 
into atmospheric pressure. The amount 
of extracted oil was weighed using the 
analytical balance Model Mettler Toledo 
AB204-S with an accuracy of 0.0001 g. 
The extraction was repeated three times 
at identical operating conditions, and the 
average value with the standard error was 
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used for extraction yield determination. The extraction yield was reported as the oil 
weight in mg per feed sample weight in grams (g). The solubility of oil in SC-CO2 in 
each experiment was calculated as a ratio of the mass of extracted oil in mg to the mass 
of CO2 consumed in grams (g). Experiments were repeated three times for each sample 
pre-treatment and calculated as an average and standard deviation. 

Scanning Electron Microscopy (SEM)

The surface morphology of the non-processed and SC-CO2 extraction processed samples 
(at 40℃, 13.8 MPa, and 40 min) of the dry and microwave pre-treatments samples (i.e., 
samples D and M) were analyzed by scanning electron microscopy (SEM) model Hitachi 
S-3400N. The purpose of this method is to observe the morphological changes of the 
vegetal structures before and after the extraction process. Samples were sputter-coated 
with gold and examined at 1000 to 2500× magnifications. An acceleration potential of 15 
kV was used during the micrograph.

GCMS Analysis

The C. vespertilionis extracts were analyzed by gas chromatography-mass spectrometer 
(GCMS) Model Varian. The qualitative analyses of the extracts were performed using 
a stationary phase BP-5MS non-polar column with 30 m length × 0.25 mm internal 
diameter and 0.25 µm thickness from General Separation Technologies Inc. USA. The gas 
chromatography settings were as follows: 2 min at 60℃, then a progressive increase to 
150℃ at a rate of 10 ℃/min, a further increase to 250℃ at a rate of 3℃/min, and finally 
holds for 1 min. A 1 µL aliquot sample in methanol dilution was injected into the column 
with a split ratio of 1:10. Helium was used as a carrier gas with a 1 mL/min flow rate in 
the column. The injector and detector temperatures were 260 and 270℃, respectively. 
The mass spectrometer was operated in the electron-impact ionization mode at an energy 
level of 70 eV with a scanning range of 50–500 amu. The components of the extracted oil 
were identified by comparing their mass spectra (MS) with those available in the NIST 
(National Institute of Standards and Technologies) MS library and with blank methanol. 
The analyses were repeated twice for each extract of the pre-treatment sample. 

RESULTS AND DISCUSSION

Extraction Yield and Solubility

Figure 1 shows the extraction yield of C. vespertilionis oil recovered by SC-CO2 extraction 
as a function of the mass of extracted oil per mass of sample used (mg/g). Four different 
pre-treatments were studied to the sample before introducing it to the SC-CO2 extraction at 
13.8 MPa, 40℃, 24 mL/min CO2 flowrate, and 40 minutes of extraction time. The sample 
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pre-treatments used are D: drying and 
grinding, M: fresh leaves with microwave 
pre-treatment, A: doping with absolute 
ethanol, and W: doping with 80% (v/v) 
ethanol/water. 

According to Figure 1, the result 
revealed that the extraction using the 
dried sample (D) method (i.e., drying and 
grinding) produced the highest yield of 4.56 
mg/g, followed by the A samples (doping 
with absolute ethanol) with 2.94 mg/g, W 
samples (doping with 80% (v/v) ethanol/
water) with 2.64 mg/g and the microwave 
pre-treatment sample (M) of 1.26 mg/g. 
Nevertheless, the extraction yield obtained 
from samples A and W were comparable 
and did not significantly enhance the 
extractability of essential oil from the plant 

Figure 2. Solubility of Christia vespertilionis oil in 
SC-CO2 of different sample pre-treatments: dried and 
ground sample (D), doping with 80% (v/v) ethanol/
water (W), doping with absolute ethanol sample 
(A), and microwave sample (M) at constant SC-CO2 
conditions; 13.8 MPa, 40℃, CO2 flowrate of 24 mL/
min and 40 min extraction time
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compared to the D sample treated with drying and grinding. The lowest yield obtained 
after the microwave pre-treatment (M) was opposite to the finding reported by Mustapa 
et al. (2015), who found that the highest yield was obtained with an improved extraction 
rate when the medicinal plant was extracted by microwave technique. 

In principle, adding polar co-solvent to the SC-CO2 can increase the solvent power of 
the SC-CO2 by enhancing the polarity of the fluid, hence increasing the extraction yield 
of the essential oil. However, contradictory results are shown in this study. The A sample 
doping with absolute ethanol yielded less than the D sample. Several studies demonstrated 
that adding ethanol increased oil extraction from its plants (Vidović et al., 2014). It could 
be due to the variation of phytocompounds compositions consisting of the high amount 
of non-polar compounds in the C. vespertilionis leaves extracts. Until today, there are no 
research reports on the thorough phytocompounds compositions of the C. vespertilionis 
plant. The previous study by Upadhyay et al. (2013) stated that the major components in 
the C. vespertilionis plant are comprised of triterpenes, alkaloids, fatty acids, phenols, 
alkanes, and long-chained alcohols. However, the composition of the polar and non-
polar compounds is unavailable. Therefore, based on the result presented in this work, 
we hypothesize that the non-polar compounds present in the samples are higher than the 
amount of the polar compounds. Thus, the addition of polar co-solvent did not improve the 
extraction yield of the essential oil. Furthermore, the use of co-solvent was found cannot 
significantly increase the extraction yield. A similar result was obtained by Calvo et al. 
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(2017), where adding ethanol reduced the selectivity of SC-CO2. As studied by Reverchon 
and De Marco (2006), the co-solvent could increase the SC-CO2 solvent power towards 
polar compounds. Nevertheless, it also could lower the fluid selectivity. 

We divided dried samples into two groups to investigate how moisture content affects 
the supercritical extraction of C. vespertilionis oil. One group was treated with 80% 
(v/v) ethanol/water and labeled as the “W sample,” while the other group was treated 
with absolute ethanol and labeled as the “A sample.” The extraction yield of W and A C. 
vespertilionis samples was comparable, with 2.94 and 2.64 mg/g yield, respectively. The 
slight variation could be explained by the moisture content of the samples, as indicated in 
Table 1. Adding 80% (v/v) ethanol/water to the dried sample has increased the water content 
to 9% wet from the dried sample’s original moisture content (8% wet basis). Consequently, 
the yield of the W sample decreased to 2.64 mg/g due to the higher amount of water that 
hindered the extraction process. In this case, adding water to the sample increased the 
mass transfer resistance of the supercritical fluid to penetrate the solid particles to extract 
the oil. The water acts as a solvent that competes with SC-CO2, reducing the extraction 
yield (Liteanu et al., 2013).

Table 1
The moisture content of samples after each pre-treatment

Types of sample pre-treatment Moisture content (%) Wet Basis Extraction yield (mg/g)
D 8 4.56 ± 0.52
A 8.25 2.94 ± 0.13
W 9 2.64 ± 0.08
M 59 1.26 ± 0.30

Note. D = dried and ground sample, A = doping with absolute ethanol, W = doping with 80% (v/v) ethanol/
water and M = microwave pre-treatment sample

In this work, using absolute ethanol as the co-solvent in the A sample could not improve 
the solute solubility in SC-CO2. It can be seen in Figure 2, which shows the solubility of C. 
vespertilionis oil in SC-CO2 extraction for all types of sample pre-treatments. The solubility 
of oil from the A sample of 0.022 mg oil/g CO2 was lower than that of the D sample (0.067 
mg oil/g CO2) when ethanol was added. The finding was similar to the work done by 
Calvo et al. (2017), where adding 5% (v/v) ethanol co-solvent in the SC-CO2 extraction 
process did not improve the yield. It indicates that the 8% wet basis of initial moisture 
content of the D sample was sufficient to enhance the solubility of C. vespertilionis oil into 
supercritical fluids and facilitate the resistance of solid-fluid mass transfer (Balachandran 
et al., 2006). On the other hand, between A and W samples, the solubility of extract in the 
A sample (i.e., 0.022 mg oil/g CO2 used) was found to be comparable to the solubility of 
extract in the W sample (i.e., 0.017 mg oil/g CO2 used) due to the close moisture content 
owned by each other.
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Among all the pre-treatment samples studied in this work, the C. vespertilionis sample 
that was treated with microwave (M) before the SC-CO2 extraction exhibited the lowest 
yield of 1.26 mg/g in comparison to other pre-treatment samples (Table 1). Note that the 
M sample used in this study was fresh leaves with moisture content as high as 59 wt%. 
The leaves were used as it was collected without reducing their moisture content before 
being treated with microwave irradiation. The purpose of using fresh leaves without 
any water reduction is to promote high microwave energy absorption by the water, 
increasing the temperature inside the sample and leading to the expansion and rupture 
of the cell walls. This phenomenon is called superheating, where the water within the 
plant matrix facilitates the extraction via energy absorption and cell rupture (Wang & 
Weller, 2006). However, the lowest extraction yield obtained by the M sample showed 
the opposite behavior. It could be due to the substantially high-water content in the M 
sample acting as a barrier and increasing the mass transfer resistance for the SC-CO2 to 
extract the essential oil (Pourmortazavi & Hajimirsadeghi, 2007). Furthermore, a bigger 
sample size of 5 mm diameter on average may also result in low yield compared to other 
samples. The reduction of sample particle size will shorten the intermolecular distance 
and increase the mass transfer rate of solutes to the solvent. Shorter distances between 
particles have made the diffusion process of solutes reach the solid surface higher, thus 
improving the yield (Santos et al., 2015).

Evaluation of SEM Images

The scanning electron microscopy (SEM) images of the dried sample (D) and microwave 
pre-treatment sample (M) before and after SC-CO2 extraction are shown in Figures 3(a)–(d). 
Figures 3(a) and (b) show the SEM images of sample D (which was prepared by drying 
and grinding processes) before and after SC-CO2 extraction. As shown in Figure 3(a), the 
micrograph of the non-treated sample shows a cloudy and rough surface covered with an 
oil layer. On the other hand, Figure 3(b) presents sample D after SC-CO2 extraction. It 
is observed that the structure seems to be more porous with the deflated surfaces due to 
the losses of oil during the SC-CO2 process. Grinding pre-treatment seems to destroy the 
epidermis of C. vespertilionis plant cells revealing accessible solutes to be extracted by 
SC-CO2 fluid (Yahya et al., 2010). 

As for the sample treated under microwave radiation (sample M) before being 
submitted to the SC-CO2 extraction process, the SEM image is shown in Figure 3(c). The 
magnification of 2500× was used to observe the effect of irradiation on the sample. There 
was no difference in the structure of the sample. However, for sample M after SC-CO2 
extraction, the SEM image showed a cracked image on the leaf’s surface, as shown in 
Figure 3(d). The extraction pressure was believed to have broken the plant’s cell walls, 
which helped release solutes during SC-CO2 extraction. As studied by Čolnik et al. (2016), 
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the SC-CO2 extraction allows the fluid to penetrate and damage the cell walls, releasing 
the active compounds. However, the depletion of oil in sample M was not much occurred 
as compared to sample D. This result relates to the extraction yield obtained by sample 
M, i.e., 1.26 mg/g, which was lower than sample D (4.56 mg/g). It was assumed that the 
high-water content in the fresh sample had lowered the yield. A similar result was obtained 
by Viguera et al. (2016), where the microwave pre-treatment was not useful for the wet 
sample since the water created a barrier during the extraction process.

Phytocompounds Characterization Analysis

All extracts obtained from the D, A, W, and M of C. vespertilionis samples were analyzed 
by GCMS to determine the major compounds present in the essential oil and to determine 
the effect of sample pre-treatment on the phytocompounds extracted. The GCMS analysis 
revealed six major compounds in the C. vespertilionis extracted under SC-CO2 extraction 

Figure 3. SEM images of (a) sample D before SC-CO2 extraction, (b) sample D after SC-CO2 extraction, (c) 
sample M before SC-CO2 extraction, and (d) sample M after SC-CO2 extraction Note. Sample D: dry sample 
which undergoes drying and grinding processes; sample M: microwave pre-treatment sample using fresh leaves 
without drying and grinding processes

(a) (b)

(c) (d)
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at 13.8 MPa, 40℃, 24 mL/min, and 40 min extraction time. Phytochemical compounds are 
identified based on the peak area, retention time, and molecular formula using methanol 
as a blank injection sample. 

The components’ names, percentage peak area, chemical structure, retention time, and 
component biological activity were tabulated in Table 2. The major constituents in the C. 
vespertilionis extracts were ibuprofen alcohol, 2-(4-isobutylphenyl) propanal, cis-phytol, 
α-monolaurin, phytol, l-ascorbyl 2,6-dipalmitate, and limonene. Similar phytocompounds 
were reported elsewhere from C. vespertilionis extracted by Soxhlet and maceration 
techniques (Zambari et al., 2021). 

Note that three components, i.e., ibuprofen alcohol, 2-(4-isobutylphenyl) propanal, and 
phytol, were identified in all samples except the sample from the microwave pre-treatment 
(M). One component detected from the chromatography analysis of the M sample and 
extracted by SC-CO2 extraction was l-ascorbyl 2,6-dipalmitate. It can be explained by the 
substantially low yield obtained due to its high moisture content. The water may hinder the 
flow of SC-CO2 fluid through the sample, decreasing the contact surface between solutes 
and solvent and making it difficult to extract other compounds. Too high water content in 
the sample reduced the extraction efficiency and thus lowered the yield. The result was 
supported by the solubility data of the microwave sample, as shown in Figure 2, where it 
is the lowest solubility among all samples.

On the other hand, 2-(4-isobutylphenyl) propanol and 2-(4-isobutylphenyl) propanal, 
which are the impurities of ibuprofen, were found in all C. vespertilionis samples except 
the microwave pre-treatment technique (M sample). The 2-(4-isobutylphenyl) propanol is 
also known as ibuprofen alcohol or ibuprofenol (Chen & Rosazza, 1994). There are many 
types of ibuprofen impurities. The one discovered in this work is ibuprofen impurities 
which is the ibuprofen alcohol, and another is an in-house ibuprofen impurity known as 
2-(4-isobutylphenyl) propanal. The compounds were commonly used as reference standards 
to study the separation and synthesis of ibuprofen drugs and were mainly applied in the 
pharmaceutical field (Giacomini et al., 2007). Ibuprofen is a non-steroidal anti-inflammatory 
drug (NSAID) normally used as a painkiller. 

Another bioactive compound isolated from C. vespertilionis is the phytol compound. 
Phytol is a bioactive component derived from the chlorophyll of green plants. The 
compound was found in many plant extracts, such as Majorana hortensis Moench, Thymus 
vulgaris L., Achillea ligustica, Marchantia convolute, and Porophyllum ruderale (Conde-
Hernández et al., 2017). Islam et al. (2015), in their review on the importance of phytol 
in the pharmaceutical industry, have reported that phytol portrayed numerous medicinal 
properties such as cytotoxic, anti-tumorous, anti-mutagenic, anti-teratogenic, antidiabetic, 
lipid-lowering, antispasmodic, anticonvulsant, anti-nociceptive, anxiolytic, antidepressant, 
hair growth facilitator, hair fall defense and antidandruff activities. Phytol is a non-polar 
compound; the SC-CO2 tends to solubilize the compound from the plant materials. The 
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highest peak area of phytol of 17.05% was obtained in the D sample compared to the A 
and W samples. It indicates that the doping technique with ethanol did not enhance the 
extraction of the phytol into the SC-CO2. The phytol appeared at the retention time ranging 
from 21.22 to 22.00 min (not shown in Table 2), corresponding to isomer cis-phytol. In 
contrast, the phytol was identified at 29.95, 30.61, and 30.46 for the A, W, and D samples. 

On the other hand, the maximum peak area of 27.01% that corresponds to the 
α-monolaurin appeared merely in the sample doped with absolute ethanol (A sample). 
The presence of the α-monolaurin was possibly due to the addition of ethanol, which 
increases the solvating power of the SC-CO2 fluid to dissolve polar components in the 
C. vespertilionis plant. Although the oil yield of the A sample is slightly lower than 
the D sample, the oil quality was enhanced when the ethanol was added via doping 
technique, enabling the extraction of a polar compound from the plant. The discovery 
of α-monolaurin from C. vespertilionis was the first time discovered and reported in 
this study. This compound possesses many potential benefits that promote good health 
sustainability. A review study by Lieberman et al. (2006) has summarized that monolaurin 
compounds exhibit anti-bacterial, anti-fungal, and anti-virus effects, which are useful in 
treating infections caused by harmful organisms. The study on the anti-fungal activity of 
monolaurin was further continued by Seleem et al. (2016), where monolaurin was found 
could treat Candida albicans, i.e., a type of pathogen that existed in the gastrointestinal 
tract and mouth of the human body. According to a clinical study, the major source of 
monolaurin comes from the mother’s breast milk which possesses an effective immune 
potion to protect newborn babies from bacterial infections due to the antimicrobial 
activity owned by the monolaurin compound.

On the other hand, l-ascorbic acid 2,6-dihexadecanoate, also known as l-ascorbyl 
2,6-dipalmitate (ADP), was merely identified in D, W, and M samples with a peak area 
range from 4 to 8%. The absence of the ADP in the A sample could be due to its high 
molecular weight that hindered its solubility into the SC-CO2, which cannot be improved 
even though it was doped with absolute ethanol. Sethupathy et al. (2017) demonstrated that 
ADP exhibits anti-biofilm, anti-pathogenic and anti-carotenogenic agents. The compound 
was also found in the leaf extract of Alstonia boonei and had anti-bacterial activity (Okwu 
& Ighodaro, 2010). Another study by Selvamangai and Bhaskar (2012) on the extraction 
of Shorea robusta leaves L. under methanolic extraction isolated the ascorbic compound 
and reported the compound possesses antioxidant, anti-scorbutic, anti-inflammatory, anti-
nociceptive, anti-mutagenic and wound healing property. 

Furthermore, C. vespertilionis extract contained L-limonene, classified as a cyclic 
terpene. Nevertheless, this compound was merely discovered from the dried and ground 
sample (D). The compound was detected at 5.44 min of retention time and had the highest 
relative abundance of 17.57% peak area compared to other compounds. Limonene is 
naturally a non-polar compound, thus, making it easy to solubilize in the SC-CO2. The 
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discovery of limonene in the C. vespertilionis was in correspondence with the previous 
study conducted by Upadhyay et al. (2013), where the authors proved that limonene is 
present as one of the major components in C. vespertilionis. Terpenes were known to be 
the primary constituents of the essential oils of many types of medicinal plants. 

The chemical structure of limonene comprises an alkene compound with double bonds 
that are insoluble in a polar solvent such as water or ethanol. It explains that limonene was 
not found in the extracts of the samples doped with absolute ethanol (A sample) and ethanol/
water (W sample). A previous study demonstrated that the limonene compound could be 
extracted without additional co-solvent (Nautiyal, 2016). Another possible reason for the 
absence of limonene in the W and A type sample was the evaporation of the compounds 
during the sample collection. Therefore, it is suggested to place the test tube of the sample 
collector in an ice bath to reduce the loss of the volatile compounds at room temperature, 
as demonstrated by Conde-Hernández et al. (2017). As for the microwave pre-treatment 
(M sample), the limonene could not be identified. It could be due to the high amount of 
moisture in the sample that might prevent the SC-CO2 from reaching the solute in solid 
particles during the extraction process. 

CONCLUSION 

The effect of different sample pre-treatments on the C. vespertilionis plant was reported 
in this work, including drying and grinding, the doping technique with absolute ethanol, 
80% (v/v) ethanol/water as co-solvent, and the microwave pre-treatment. The findings 
showed that drying and grinding the sample without additional co-solvents obtained the 
highest extraction yield of 4.56 mg/g and solubility of 0.067 mg oil/g CO2. Furthermore, 
applying microwave pre-treatment on fresh leaves prior to the SC-CO2 did not enhance 
the oil yield and solubility. The best pre-treatment method for SC-CO2 extraction of C. 
vespertilionis was by drying the fresh leaves to reduce their moisture content, then grinding 
them into smaller particle sizes. This technique has considerably increased the oil yield and 
solubility. The phytocompounds analysis of the C. vespertilionis extracts discovered the 
identification of four medicinal compounds with phytol present as the major component, 
followed by α-monolaurin, l-ascorbyl 2,6-dipalmitate, and limonene. The variation of 
compounds discovered from different types of sample pre-treatment methods suggests 
that the extraction of compounds of interest can be optimized by applying the appropriate 
techniques to increase their extractability from specific plant matrices.  
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ABSTRACT

Waterbird populations are rapidly declining worldwide, including in many countries in 
Southeast Asia. Massive land use changes in Peninsular Malaysia are a major threat to 
biodiversity due to habitat loss and alteration, affecting the populations of many waterbird 
species. This study was conducted to determine the spatial distribution of three stork species, 
the Asian Openbill Anastomus oscitans, Painted Stork Mycteria leucocephala and Milky 
Stork Mycteria cinerea, in Peninsular Malaysia using the citizen science database, eBird. 
About 86,881 occurrences of the Asian Openbill, 2,391 occurrences of the Painted Stork 
and 242 occurrences of the Milky Stork were identified in the eBird database throughout 
Peninsular Malaysia between 2019 and 2021, suggesting major differences in occurrence 
size between the three species. Map generated from ArcGIS and a statistically significant 
difference in the population distribution of the three stork species across Peninsular 
Malaysia indicate habitat segregation. The populations of these stork species should be 
carefully monitored and managed to avoid imbalance with other waterbird populations. 

Keywords: Citizen science data, distribution, Peninsular Malaysia, storks, waterbirds 

INTRODUCTION 

Malaysia supports diverse ecosystems, 
including tropical rainforests and aquatic 
ecosystems with estuaries and mangrove 
forests, and is one of the world’s megadiverse 
countries rich in flora and fauna. However, 
land use changes and anthropogenic 
activities in Peninsular Malaysia threaten 
the country’s biodiversity (Darren et al., 
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2021; Rahman et al., 2014), and many waterbird species are affected due to habitat loss and 
limited food resources in coastal and freshwater areas. Waterbird populations are severely 
declining worldwide, especially in Southeast Asia, because of anthropogenic activities, 
such as habitat destruction, pollution, hunting, and recreation, which intensify the effects 
of disturbance on certain waterbird species (Robinson & Cranswick, 2003).

Twenty species of stork (family Ciconiidae) have been identified worldwide, of which 
four are considered endangered (IUCN, 2022). Of the 11 stork species in tropical Asia, 
three found in Southeast Asia are endangered: the Greater Adjutant, Leptoptilos dubius; 
Storm’s Stork, Ciconia stormi; and Milky Stork, Mycteria cinerea (BirdLife International, 
2016). The Milky Stork’s Malay name is “Botak Upeh,” is native species to Malaysia and 
has an estimated 5,500 individuals surviving worldwide (BirdLife International, 2022). 
In Peninsular Malaysia, the wild population of Milky Storks are restricted to Matang 
Mangrove Forest Reserve near Kuala Gula, Perak, since the mangrove forest is the most 
suitable habitat for these species to survive (Ismail & Rahman, 2012). This species was 
part of a captive breeding and release programme in Zoo Negara, located in Peninsular 
Malaysia, between 1998 and 2004 to restore the population in the wild (Ismail et al., 2011). 
In 2005, Zoo Negara in Hulu Kelang, Selangor, became a successful sanctuary for about 
one hundred individuals of Milky Storks that lived and bred in captivity (Ismail & Rahman, 
2012). Unfortunately, their wild population faces major threats from hazardous chemicals 
such as heavy metals ingested via food and water (Rahman et al., 2017; Rahman et al., 
2014), habitat destruction, poaching by humans, high rates of predation and disturbance 
caused by anthropogenic activities (Ismail & Rahman, 2012). 

The Asian Openbill (Anastomus oscitans) has recently been recognised as a native 
waterbird of Peninsular Malaysia and is commonly known as “Botak Asia” or “Upeh 
Paruh Sepit” by local bird guides. The migration of this species from southern Thailand to 
Peninsular Malaysia began during the dry season in early 2013 and was a major cause of 
its presence in Peninsular Malaysia (Chuah, 2013; Low et al., 2013; Tan & Murali, 2013). 
The population of Asian Openbill in Malaysia is considered to be in decline. However, 
the species is not listed as endangered as its populations in other countries, such as Nepal, 
Pakistan and India, are still at a high level (Abidin et al., 2017). 

The Painted Stork’s Malay name is “Botak Padi” (Mycteria leucocephala), a vagrant 
species in Peninsular Malaysia, may be classified as the most abundant of Asian storks  
(Zakaria & Nor, 2019). Previously, the Painted Stork was an introduced species brought to 
Malaysia (Zoo Negara) in 1965 from Sri Lanka. Then, after a few years in captivity, this 
species was let loose outside Zoo Negara, able to survive and spread rapidly in the lakes and 
ponds all over Selangor and Kuala Lumpur (Zakaria & Nor, 2019). However, its numbers 
have been declining for years in South Asia and Southeast Asia, and it was classified as 
Near Threatened in 2004 (IUCN, 2021) due to several factors, including deforestation, 
water pollution, wetland drainage and hunting (Koli et al., 2013). 
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This study determined the spatial distribution sizes of the Asian Openbill, Painted 
Stork and Milky Stork in Peninsular Malaysia using eBird, the citizen science database. 
Their similar habitat preferences, particularly for freshwater areas, raise the question of 
how these three stork species are spatially distributed in Peninsular Malaysia. eBird, which 
provides over 140 million accurate records contributed by 150,000 different researchers 
from around the world (Callaghan & Gawlik, 2015), is an important resource for obtaining 
comprehensive information on the presence of stork species in Peninsular Malaysia because 
data have been recorded for many locations throughout the country.

MATERIALS AND METHODS

Study Area

Malaysia consists of two regions, Peninsular Malaysia and Malaysian Borneo (East 
Malaysia). This study covered all states of Peninsular Malaysia, which is 131,598 km2 in 
area and comprises 11 of the 13 states and two of the three federal territories (i.e., Wilayah 
Persekutuan Kuala Lumpur and Wilayah Persekutuan Putrajaya) of Malaysia (Figure 1). 
Peninsular Malaysia extends from southern Thailand to Singapore. It is surrounded by the 

Figure 1. The map of Peninsular Malaysia 

sea and separated from Sumatra 
in the west by the Straits of 
Malacca and East Malaysia by 
the South China Sea. 

eBird Data

Data were obtained from the 
eBird website, which provides 
specific information to identify 
the occurrences and estimate the 
distribution patterns of the three 
species of stork in Peninsular 
Malaysia. eBird, whose citizen 
science data have been used by 
scientific researchers worldwide, 
provides data for over 180,000 
locations across the landscape, 
easily accessible at any time. 
Data were downloaded from 
eBird to identify the distributions 
and to compare the abundance 
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and distribution sizes of the Asian Openbill, Painted Stork and Milky Stork in all states 
in Peninsular Malaysia. The data set received from eBird included validated observation 
dates, observer identification, exact locations, coordinates, and observation counts. Only 
‘complete’ checklists were included in this study after the downloaded data were vetted. A 
species checklist was defined as ‘complete’ if the ‘stationary’, ‘travelling’, or ‘exhaustive’ 
protocol was followed (Sullivan et al., 2014). Checklists with ‘group identifiers’ were 
excluded from the study since they duplicated data. The data for the abundances of the 
three stork species were collected from January 2019 to March 2021. They were grouped 
according to the 10 states of Peninsular Malaysia and the two federals’ territories. According 
to the data obtained, the study area included states and territories extending from the 
north to the south of Peninsular Malaysia in the direction of the west coast: Johor (MY-
01), Kedah (MY- 02), Kelantan (MY-03), Melaka (MY-04), Negeri Sembilan (MY-05), 
Pahang (MY- 06), Pulau Pinang (MY-07), Perak (MY-08), Perlis (MY-09), Selangor (MY-
10), Terengganu (MY-11), Wilayah Persekutuan Kuala Lumpur (MY-14), and Wilayah 
Persekutuan Putrajaya (MY-16). 

Data Analyses

Data for the distribution of the three selected species of stork were analysed using ArcGIS 
Desktop 10.8 to address estimated position error (ESRI, Redlands, CA, USA) to ensure 
that the occurrences were within 100 m of the border of Peninsular Malaysia (Arazmi et 
al., 2022). The Kernel Density Tool was used to determine the density and distribution 
pattern of the three stork species in Peninsular Malaysia. The kernels were analysed using 
a UTM Zone 48N projection at 1 km resolution. The Arc Toolbox was used to generate a 
map of the occurrence of each species, map the overlaps of the occurrences, and identify 
which areas received bird visits throughout the study period. Kernel output was stretched 
using a histogram equaliser and resampled with the bilinear interpolation technique to 
enhance the appearance and smoothness of the raster data. 

The data were normally distributed (determined using quantile–quantile plots and the 
Shapiro–Wilk test). According to states, the Kruskal-Wallis test was used to compare the 
distribution of the occurrences of the three stork species across Peninsular Malaysia. All 
analyses were performed using Minitab 19 software. 

RESULTS 

A total of 86,881 occurrences of the Asian Openbill, 2,391 occurrences of the Painted 
Stork and 242 occurrences of the Milky Stork were identified across Peninsular Malaysia 
between 2019 and 2020 (Figure 2). The Asian Openbill was present in 10 states and 
one federal territory. The largest number of records of Asian Openbills was for Melaka, 
with 32,784 occurrences, while the smallest number was for Wilayah Persekutuan Kuala 
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Lumpur, with 250 occurrences (Figure 3). Painted Storks were recorded in five states and 
federal territories, with the highest number in Selangor, 2,013 occurrences and the lowest 
in Seremban and Pahang, with one and two occurrences, respectively (Figure 3). The 
highest number of Milky Storks was recorded in Perak, with 211 occurrences (Figure 3). 
Meanwhile, for Terengganu, zero individual was recorded for all three species of storks 
(Figure 2). 

The distributions of the three stork species in Peninsular Malaysia differed significantly 
(Kruskal–Wallis test: H = 6.893, p = 0.027). The three species showed habitat segregation 

Figure 2. An abundance of Asian Openbill, Painted Storks and Milky Stork recorded in Peninsular Malaysia 
from January 2019 until March 2021  

Figure 3. Distribution of Asian Openbill, Painted Stork and Milky Stork in Peninsular Malaysia between 
2019 and 2021
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across Peninsular Malaysia, with the Asian Openbill distributed from the northwest to the 
southwest, the Painted Stork concentrated in the central west, and the Milky Stork with 
three isolated populations in the northwest, the central east and the south (Figure 4). 

Figure 4. Habitat overlapping by Asian Openbill, Painted Stork and Milky Stork in Peninsular Malaysia 
between 2019 and 2021

DISCUSSION

This study shows that the Asian Openbill has a larger observation number in Peninsular 
Malaysia than the other two stork species. It indicates its success in dispersing from southern 
Thailand to the north and south of Peninsular Malaysia. Infestation of paddy fields by 
the invasive golden apple snail (Pomacea canaliculata), particularly at the early stages 
of rice cultivation, promotes its spread and population success but pressures its breeding 
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colonies, causing this species to migrate further to potential new sites. The population of 
this species greatly increased, particularly during the floods of 2011 in central Thailand, 
and depleted the snail population, which led to a food shortage and forced some colonies 
to abandon their original sites. About 522,112 hectares of actively cultivated rice fields 
in Peninsular Malaysia have facilitated the southward migration of the species (Jabatan 
Pertanian Semenanjung Malaysia, 2021). All areas in Peninsular Malaysia with records of 
Asian Openbills are mostly covered with shallowly flooded rice fields, where the conditions 
are moist and conducive to foraging by this species. 

The high concentration of Painted Storks in Selangor, including Kuala Lumpur 
and Putrajaya, is related to Zoo Negara’s captive breeding and release programme in 
1965 (Koli et al., 2013). After 40 years, this species has bred, and its population rapidly 
increased in Selangor and surrounding areas, but it has not spread tremendously across 
other states. This species preferred migrating and building new colonies nearby wetland 
areas such as Putrajaya Wetland and other main lakes in Shah Alam and the Saujana Golf 
Resort (Zakaria & Nor, 2019). Painted Storks are mostly concentrated on the west coast of 
Peninsular Malaysia and nearby areas with large freshwater bodies, such as artificial lakes 
for recreational activities and wetland areas (e.g., the Putrajaya Wetland). 

The Milky Stork has the smallest observation numbers of the three stork species, 
with only 242 occurrences across Peninsular Malaysia, which confirms the Endangered 
conservation status rank of this species (IUCN, 2021). The larger Milky Stork occurrence 
recorded in Perak may be due to the conservation programme of captive breeding and 
re-introduction implemented in the Kuala Gula Bird Sanctuary. About 50 Milky Storks 
were released in Kuala Gula between 2007 and 2014 (Ismail & Rahman, 2016). The large 
mangrove area in the Matang Mangrove Forest in Perak provides a release site and makes 
it possible to aid the survival of this species. This species shows high habitat specificity 
in mangrove areas. However, the west coast of Peninsular Malaysia is likely to have 
experienced pollution from heavy metals, insecticides, organochlorine mixtures, and other 
harmful pollutants categorised as toxins that may be absorbed into gastropods and fish, 
which are the main food sources of the Milky Stork (Ismail et al., 2011; Rahman et al., 
2014; Samsi et al., 2017). Continuous consumption of contaminated prey will likely harm 
the birds and lead to low population numbers in Peninsular Malaysia. 

In general, the three stork species were simultaneously present in three states, 
Selangor, Melaka and Johor, throughout 2019 and 2020. However, this overlap was highly 
concentrated in Selangor due to Zoo Negara’s captive breeding programmes for the Painted 
Stork and the Milky Stork. However, they were re-introduced at different times in different 
areas: the Painted Stork in the Zoo Negara area in 1965 and the Milky Stork in Kuala 
Selangor Nature Park (KSNP) in 1998 and 2003 (Ismail & Rahman, 2016; Zakaria & Nor, 
2019). The Zoo Negara area was selected as the release site for the Painted Stork because 
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of the presence of many artificial freshwater lakes and urban parks with large trees, which 
made it a more suitable breeding habitat. KSNP was selected as the early release site of 
the Milky Stork because it is close to Zoo Negara and has a mangrove habitat. At the same 
time, the Asian Openbill migrated across western Peninsular Malaysia, where they visited 
the paddy fields in Sekinchan and Sabak Bernam in Selangor state (Ali et al., 2020). These 
sites highlight the presence of the three stork species in the same region but at different 
localities and demonstrate their different habitat preferences—the Painted Stork prefers 
artificial freshwater lakes. In contrast, the Milky Stork favours mangrove habitat and the 
Asian Openbill paddy fields. Habitat segregation could reduce the competition rates by 
decreasing the number of niche overlaps between the related and trophically similar species 
(Mansor et al., 2015). However, in some regions, they overlap; thus, identifying their diets 
in the same habitat is crucial (Figure 4). Competition between the stork species might be 
avoided by dietary segregation, which could be revealed by a differential selection of major 
prey types (Mansor et al., 2020). 

CONCLUSION

We conclude that the distribution of Malaysian storks relies significantly on the availability 
of their preferred habitats. The maintenance of urban lakes with suitable trees supports 
Painted Storks; the protection of mangrove habitat supports Milky Storks; and paddy fields 
sustain the Asian Openbill. However, paddy fields should be controlled and well managed 
to avoid large-scale natural habitat loss and overpopulation by the Asian Openbill, which 
could disrupt other native birds that also consume small aquatic animals. Citizen science 
data has become reliable for the public and researchers to measure, analyse, manage, 
conserve, and preserve wildlife and its habitat. Our spatial distribution model can be 
integrated with appropriate parameters in future studies to predict the species’ potential 
distribution corresponding to land use changes. Additionally, further study is required to 
obtain detailed information about the diets of storks and other sympatric waterbird species.
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ABSTRACT 
Laminated glass composites are composed of two or more layers of glass and a thermoplastic 
elastomeric interlayer securely glued together in an autoclave at high temperature and 
pressure. This composite material which significantly enhances the performance of glass 
before and after breakage, is desirable for various engineering applications. The main 
elastomeric interlayer comprises Polyvinyl butyral (PVB), SentryGlas (SG), Ethylene-vinyl 
acetate (EVA), and Thermoplastic Polyethylene (TPU). These interlayer materials have 
different unique features which offer a variety of performance benefits for engineering 
purposes. However, the structural response of laminated glass composites' elements and 
polymeric interlayers is typically prone to structural modifications relative to temperature 
applications and other environmental actions such as humidity and solar irradiation. 
This review compares the weathering resistance of the most common interlayers used in 
laminated glass composites based on available experimental literature findings. The main 
mechanical and accelerated ageing tests of laminates with different interlayer materials 
are summarised, giving evidence of the impact of these environmental actions on the 

viscoelastic and mechanical properties of 
laminated glass composites plates. This 
research provides valuable references for 
predicting the long-term behaviour and risk 
evaluation of laminated glass composites 
under diverse ageing conditions. 

Keywords: Ageing resistance, environmental stresses, 

interlayer, laminated glass composites, mechanical 

properties, polymeric materials 
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INTRODUCTION

Glass is a widely used material in engineering and architectural applications due to its 
remarkable advantages such as desirable aesthetics, high transparency, good chemical and 
mechanical durability, as well as its excellent corrosion resistance and considerably small 
energy consumption for its manufacturing. During the formative years of glass production, 
the primary objective was fixated on manufacturing annealed (AN) float, representing 
the primary base material primarily utilised as window glass. Compared to most building 
materials, the strength of annealed glass is limited, with tensile resistance of up to 45 
MPa (Kozlowski et al., 2018). Chemical or thermal procedures can then be employed to 
improve the strength of AN glass, resulting in toughened glass-tensile resistance up to 120 
MPa-and is mostly employed for demanding applications like solar cell covers, façades or 
other load-bearing components (Kamarudin et al., 2018; Yussof et al., 2020). The structural 
use of glass is also receiving widespread recognition in many areas, such as aircraft and 
automotive industries, where laminated glass windshields may be a contributing factor to 
the overall vehicle crashworthiness while also being representative of the structural glass 
applications in buildings (Kozlowski et al., 2018). 

Judging by industry market surveys, the global demand for these types of glasses is 
projected again to expand at a rate of 6.7% per annum over the next few years (Figure 1). 
Between 2012 and 2019, the global glass sector is estimated to have utilised 75 million 
metric tons of flat glass per year (Subagio, 2020). The construction and automotive sectors 
consumed a large share (70%) of the entire flat glass produced. Since flat glass usage has 
expanded in recent years, the proportion employed in the construction sector is expected to 
rise. In addition, the building sector of the Asia-Pacific region, in particular-which, has seen 

Figure 1. Global glass demand trend. Statistics from 

Data and Records Sheet (2021) 

rapid expansion in recent years due largely 
to a combination of fast-growing economies, 
increased infrastructure expenditures, rapid 
urbanisation, and the sustained rise in 
popularity of smart city schemes-is expected 
to be the driving force of flat glass demand.

Laminated glass (LG) composites in 
this context, is typically haracterised by a 
combination of two or more glass sheets 
glued together by intermediate bonding 
polymeric material, which acts as a form 
of flexible shear connections (Castori & 
Speranzini, 2017). Polymeric materials 
such as Polyvinyl butyral (PVB) foils are 
the most commonly used in LG elements, 
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although they can also comprise Ethylene-vinyl acetate (EVA) or SentryGlas (SG) polymers 
(Hála et al., 2022; Mohagheghian et al., 2018; Zemanová et al., 2022; Zhang et al., 2020). 
However, the mechanical and thermos-viscoelastic properties of the polymeric materials, 
as well as their adhesion with glass, may be affected by exposure to other environmental 
stresses like UV radiation, thermal cycles or humidity conditions (Martín et al., 2020; Yang 
et al., 2022). Adhesive and laminated connection between parts is particularly examined 
for ageing variables and their impact on the durability and strength of LG elements and 
systems. The experimental determination of the viscoelastic properties of polymeric 
materials is of vital importance; in particular, bonding films utilised as interlayers in 
laminated connections are susceptible to thermal variations required in the laminate process 
(Giovanna et al., 2017; Yang et al., 2022). Moreover, previous observations have indicated 
the potential of various deterioration factors, each with varying degrees of impact on the 
rheological structure of the interlayers and, as a result, on the mechanical properties of 
the materials; it is entirely plausible that distinct consequences dominate at various stages 
during in-service conditions of LG elements. 

This paper proposes a critical review of the ageing consequences on the thermos-
viscoelastic properties of commonly used laminated glass polymers. The research works 
considered in this present study are by no means exhaustive of available scholarly 
publications; rather, they were selected to reflect a variety of experimental techniques to 
the challenge of determining interlayer properties subjected to the weathering phenomena. 
Particular focus is devoted to the applications, mechanical characterisation, and weathering 
resistance of PVB, SG, and EVA-based interlayers under diverse ageing conditions. The 
review ends by presenting the remaining issues that should be resolved to provide better 
information and develop solutions for environmentally impacted LG elements in structural 
applications. 

LAMINATED GLASS COMPOSITES AND POLYMERIC INTERLAYERS

Laminated glass composites, or laminated safety glass, represents an arrangement of 
usually two plies of glass glued together by foils comprising certain types of bonding 
films commonly known as interlayers (Joseph Udi et al., 2023). The transition from two 
separate materials to a composite laminate is achieved by creating the vacuum between 
layers, usually with vacuum bags, and then applying pressure and temperature, usually in 
an autoclave, in order to create a chemical bond between glass and interlayer (Centelles 
et al., 2021). As a general rule, the resistant cross-section of the laminate is intended to 
conform as a composite in reaction to the extrinsic load. Thus, there is better mechanical 
performance in both elastic and post-cracking phases than in a single glass pane (Alsaed & 
Jalham, 2012). A tacit benefit of laminated glass composites in structural applications from a 
mechanical perspective is that two or more glass sheets can be glued together (Biolzi et al., 



Pertanika J. Sci. & Technol. 31 (5): 2339 - 2359 (2023)2342

Ufuoma Joseph Udi, Mustafasanie M. Yussof, Felix Nkapheeyan Isa and Luqman Chuah Abdullah

2020; Hána et al., 2020; Zhao et al., 2021). Therefore, the necessary degree of strength and 
stiffness could be achieved by utilising standard glass thickness accessible in the market. 
Moreover, due to the advent of bonding films, laminated glass has been the conventional 
safety option in buildings for decades because the interlayer can strap glass fragments 
together in the event of collapse (Delincé et al., 2007; Hidallana-Gamage et al., 2015).  

Bonding films usually comprise a PVB interlayer. Over the last several decades, PVB 
has been arguably the most prevalent interlayer used in the construction glass industry 
(Chen et al., 2022; Hána et al., 2019; Vedrtnam & Pawar, 2018). Following its introduction 
in the 1930s, innovative attempts have centred on measures to make the interlayer less 
expensive to manufacture, less vulnerable to irregularities during lamination, easier to 
handle, or to improve some of its characteristics. Many optimised PVB products with unique 
features such as structural function, solar reflectiveness, acoustic insulation, tighter bond, 
and greater adhesion to glass, as well as security and decorative functions, have appeared 
due to the maturity of PVB as an interlayer in laminated glass composites (Desloir et al., 
2019). These advancements have enabled it to be used in automotive windshields, PV solar 
cells, structural glass components, security glass, and its application in laminated doors 
and windows (Chen et al., 2018; Kozlowski et al., 2018).

Several other interlayers could also be employed besides PVB, such as SentryGlas 
(SG), Ethylene-vinyl acetate (EVA), and Thermoplastic Polyethylene (TPU), which were 
incorporated into the laminated glass composites industry to fulfil the high-performance 
resistance requirement for hurricane glazing (Bennison et al., 2008). SG is an interlayer 
form of ionic resin or Ionoplast which provides high stiffness and transparency over a broad 
temperature range (elastic modulus of about 100 MPa for temperatures up to 50°C) (Bati 
et al., 2010; Belis et al., 2009). EVA is a sturdy foil made using a plasticised PVB. This 
material provides excellent flexibility, elasticity, toughness, stress-crack resistance, and 
clarity as an interlayer material. EVA also possesses distinctive characteristics such as high 
optical transmission, excellent electrical resistivity, resilience to weather conditions, and low 
fusion and polymerisation temperature (Pankhardt & Balázs, 2010). The chemical structure 
of the interlayers used in laminated glass composites is the same for all manufacturers. 
Nonetheless, the unique attributes of each interlayer sheet are dependent on the interlayer 
type, manufacturer, and composition of the interlayer sheet (Table 1) (Martín et al., 2020).

However, as highlighted by several scholars, a typical feature of these elastomeric 
materials is that these films are usually governed by their viscous nature in addition to their 
distinct constitutive principles; thus, they are typically prone to chemical modifications 
relative to the ambient conditions they are exposed to over time (Hartwell & Overend, 
2020; Kothe & Weller, 2014; Louter et al., 2012; Ranocchiai et al., 2016, 2018). Hence, 
the mechanical and thermos-viscoelastic properties of the polymeric materials, as well as 
their adhesion with glass or another substrate such as steel, may be affected by exposure 
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to other environmental stresses like UV radiation, thermal cycles or humidity conditions 
(Andreozzi et al., 2015; Centelles, Castro et al., 2020) The coupling capability between the 
different components may also be altered by additional factors such as failure of the bonding 
layer, material degradation or delamination (Figure 2). Thus, the interlayer properties, in 
addition to the weathering resistance and durability, have an enormous influence on the 
overall structural integrity of LG composites. On account of that, LG composites and 
polymeric materials have garnered significant attention in recent years. The behaviour of 
polymeric interlayers, and thus LG composites systems can be evaluated in three ways: 
experimental research, numerical simulation, or theoretical study. 

The mechanical behaviour of LG composites could be determined experimentally 
using Dynamic Mechanical Analysis (DMA) (Giovanna et al., 2017; Hána et al., 2020; 
Lu et al., 2021), which enables a thorough characterisation of the viscoelastic properties 
of the interlayers. The viscoelastic properties of polymers employed in interlayer LG 
composites can be analysed using a variety of experimental approaches. The ISO-6721-1 

Parameter PVB SG EVA
Price €/m² 4.02–4.82 n.a. 1.74–1.91
Coefficient of thermal 
expansion

10-5 cm/cm°C 22–40 10–15 160–190 

Water absorption
(ASTM D-570)     

wt.% 3.6 n.a. 0.15–0.5

Density kg/m³ 915–1070 950 945–955
Ultimate tensile strength                           MPa 20.8 34.5 9.5–10 
Poisson’s ratio                                             – 0.5 0.442–0.500* 0.47–0.49
Transmittance                                             % 88–89 n.a. 90–92
Elongation at 
failure                                

% 190–350 400 880–930

Glass transmission 
temperature                 

ºC 8–42 55 –77 to –69

Yellowness index                                       – 12.5 2.5 1.9 
Young modulus                                         MPa 2–5 300–480 7–9 
Joining technique                                         – Lamination, 

UV curing
Lamination Vacuum 

Lamination, 
autoclave, or 
vacuum bags

Table 1
Main properties of laminated glass composites interlayers (PVB, SG, and EVA) (Martín et al., 2020)

* Directly proportional to time and temperature
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(2019) presents numerous dynamic procedures to experimentally determine the mechanical 
properties of polymeric materials; the draft standard EN 16613 (2013) offers three 
different test procedures to address specific issues pertaining to various types of polymeric 
materials. Moreover, many researchers have proposed different experimental techniques 
for simulating ageing action on LG composites in order to define thermos-viscoelastic 
properties and to properly reflect the short and long-term behaviour of LG composites 
using an effective modulus of elasticity which is dependent on the working temperature and 
time loading (Giovanna et al., 2017). In any case, observations from the literature findings 
have demonstrated that the shear stiffness of interlayers used in LG composites differs 
so much from the stiffness of component glass that minor inconsistency in determining 
this property results in significant deviations in evaluating the bending behaviour of LG 
composites. However, the many different methods proposed in the literature to determine 
the viscoelastic properties of polymeric materials make it difficult to compare results. In the 
following sections, we aim to highlight the disparities to identify the peculiarities associated 
with determining thermos-viscoelastic and mechanical properties of LG composites due 
to environmental stresses, summarising what different researchers agree on; and outlining 
the potential direction for future studies. 

Figure 2. Delamination of LG panels (a) framed window glass (b) Point fixed glass (CPNI EBP 04/13, 2013)

EXPERIMENTAL RESEARCH ON PROPERTIES OF LG INTERLAYERS

The thermos-viscoelastic properties of polymeric materials used in LG composites are vital 
in evaluating the structural response of LG composites, and therefore, knowledge of its 
long-term behaviour is essential for the fail-safe design of structural components utilising 
LG elements to avert disastrous failures. Consequently, it is paramount that the structure 
meets serviceability conditions, ensuring that unexpected failure of any glass component 
does not cause the entire structure to collapse and that a minimum load-bearing capacity 
is maintained pending evacuation or replacement. In this regard, numerous attempts have 
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been made to characterise polymeric materials' material properties and ascertain their 
long-term performance under diverse ageing scenarios. In the following sections, particular 
emphasis will be on consequential and more recent experimental results to adequately 
describe the material properties of commonly used polymeric interlayers under varying 
environmental stress conditions and provide useful data for structural LG design involving 
long-term effects.

Effect of Environmental Stresses

The first consequential studies on the impact of environmental stresses on the properties of 
structural glass systems came to light towards the end of the 1950s because of the enormous 
usage of glass materials as windowpanes. However, many of these research efforts focused 
on the investigation of thermal stress breakage–indicative of the leading cause of fracture 
in window glass (Bedon, 2017; Wang, 2020). It is common knowledge that polymeric 
materials are susceptible to weathering agents and may alter their rheological properties. 
Hence, the durability of LG elements and their polymeric interlayers against environmental 
stresses is of significant concern in ensuring its practicability for safety design purposes. 
The causes and processes of glass weathering have been extensively studied for several 
decades. Weathering can occur as a result of either mechanical or chemical action on a glass 
plate. Mechanical action can be caused as a result of wind debris or abrasion (Datsiou & 
Overend, 2017). In contrast, chemical action is due chiefly to the effects of environmental 
parameters such as temperature, atmospheric water vapour (relative humidity), or UV 
radiation.

Accelerated ageing tests-which are used to expedite the process of natural weathering-
can is employed to investigate the effects of each weathering agent on polymeric interlayers. 
It can be achieved by combining weathering agents in environmental chambers-such as 
controlled temperature or high humidity-or other ageing processes to simulate a realistic 
natural weathering process (Datsiou & Overend, 2016; Lombardo et al., 2005; Reiß et al., 
2019). Different weathering processes may produce varying degrees of modifications in 
interlayer properties, and for this reason, it is vital to utilise standard procedures (ISO-
6721-1, 2019) so that different results can be compared. In the following paragraphs, the 
different experimental ageing techniques, standard and non-standard techniques reported 
in the literature, are identified, categorised, and summarised. Many experimental research 
available in the literature has shown that weathering has a considerable impact on the 
physicochemical properties of polymeric materials as well as the mechanism of degradation 
of LG composites in general. 

For example, Kothe and Weller (2014) described an experimental campaign in which 
LG units having different polymeric interlayers like PVB, TPU, SG, and EVA were exposed 
to environmental stresses such as UV radiation, corrosion by saline fog, and a combination 
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of humidity and temperature produced in an environmental chamber. While the authors 
reported considerable delamination on the edges of tested specimens after 21 days of 
exposure to UV radiation, the material behaviour of the interlayers did not exhibit significant 
changes up to the glass transition temperature compared to un-weathered specimens. Prior 
to this, Serafinavicius et al. (2014) investigated the weathering resistance of LG units 
glued with different polymeric materials, i.e., SG, EVA, and PVB, on exposure to different 
weathering agents in a climatic chamber. Long-term bending tests at different temperature 
conditions indicated that PVB interlayers had the highest mid-span deflection results at the 
highest temperature conditions, while SG interlayers posted the lowest deflection results 
at various temperatures. Humidity was also shown to have the least impact on the middle 
span deflection of tested specimens. 

However, the maximum displacement values could not be compared due to the 
unreported load level in the creep tests. In a different study, Andreozzi et al. (2015) 
conducted an articulated experimental campaign wherein laminates with PVB interlayers 
were subjected to different artificial ageing processes and tested with DMA. In doing so, a 
thorough thermo-viscoelastic behaviour of the polymeric material was obtained both before 
and after the ageing processes. Delamination was observed only on specimens exposed to 
humidity-220 days in total in a thermostatic bath—over an extended period. It was also 
shown that thermal cycles performed under well-defined conditions and ISO-12543-4 
(2021) have no significant effect on the rheological response of the PVB material. However, 
UV radiation was observed to have modified the rheological structure of the material, as 
evidenced by the modification of the interlayer master curves. These modifications have a 
direct impact on the long-term performance of LG composites. Changes were also observed 
in the bulk response of the polymeric material, concluding that further experimental research 
is needed to separately analyse these features. 

In a more recent study, Centelles, Castro et al. (2020) evaluated the influence of 
various polymeric materials-PVB, Saflex, SG, and EVASAFE-on the bond behaviour of 
LG units after being exposed to different levels of environmental stresses, i.e., humidity, 
UV radiation, and thermal cycles. Results from the study gave evidence and under prior 
literature findings (Andreozzi et al., 2015; Delincé et al., 2007) of a loss in adhesion in PVB 
specimens on exposure to humidity conditions, as well as producing a stiffer material after 
exposure to UV and thermal cycles (Figure 3). EVASAFE and SG specimens, however, 
showed better resistance performance to weathering actions. In another study, the same 
authors (Centelles, Martín, et al., 2020) reported high moisture absorption in PVB and SG 
laminates compared to EVA and TPU laminated specimens after immersing said specimens 
in a thermostatic bath and following ISO-62 (2008) and ISO-175 (2010) over an extended 
period (367 h in total). The study concluded that SG and PVB with minimum plasticiser are 
the best choices for LG composites in structural applications due partly to their maximum 
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stresses and high initial stiffness when not exposed to humidity conditions. The authors, 
however, emphasised that the performance of polymeric materials for LG composites may 
differ after the laminating processes, suggesting more dynamic experiments at various 
temperature levels to investigate the thermo-viscoelastic behaviour of these polymeric 
materials.  

Note that, even though a significant number of experimental tests have been performed 
and the findings are obtainable, these studies are difficult to compare, not only because 
the artificial ageing processes were performed using different procedures but also because 
the experiments are frequently superimposing dissimilar environmental stresses in order 
to determine an effective rheological parameter. It is also worth highlighting a significant 
difference between LG composites exposed to a controlled environmental chamber (such 
as controlled humidity and temperature) and the exterior environment. The external 
environment exposes the glass to various levels of solar radiation, periodic condensation 
of water films due to humidity cycles, and the deposition of aerosol particles on the glass. 
All of these factors can influence the rate of alteration of the polymeric materials, hence, 
a different mechanism in the deterioration of LG composites. 

Although several experimental studies have focused on the degradation of LG panes 
and interlayers as a constructional material due to environmental stresses, limited literature 
efforts are still available on the outdoor natural weathering of laminated glass (Table 2). 
As far as the authors know, outdoor weathering of LG composites has been performed 
only by Ensslen (2007). The author reported an extensive experimental evaluation on 
the behaviour of circular LG units 100 x 100 mm and 300 x 300 mm, their nominal sizes 
glued together by PVB foils and exposed to environmental stresses. Some samples were 
exposed to weathering processes in humidity and temperature mixed conditions in a climatic 
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Figure 3. Weathering consequences on LG pane with different interlayer materials (Centelles, Castro et al., 2020)
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chamber, another set of samples were exposed to UV radiation in a solarium, while others 
were simply exposed to outdoor environmental conditions for up to two years at various 
climatic locations. The monotonic shear test was used to compare specimens that had 
been weathered artificially to those that had been subjected to the outdoor environment. 
In general, results from the study demonstrated large increments in moisture absorption of 
artificially aged specimens but no significant increase in moisture absorption of naturally 
weathered specimens. Shear test results indicated that a stiffer and more brittle PVB foil, 
as well as adhesion loss and delamination at the edges of LG units, could also be observed 
in artificially aged specimens. 

On the other hand, the naturally weathered specimens showed only minor derivations 
in overall shear performance. However, at low test speeds, it could also be observed at 
the edge of specimens naturally weathered in extreme climatic conditions. The actual 
behaviour of such glasses, as expected from the test conditions, was closely linked to local 
instabilities, i.e., buckling, thus, requiring more rigorous experimental analysis of naturally 
weathered LG units and systems.

Mechanical Characterisation

The mechanical performance of LG composites and systems relies on the deformability of 
the constituent polymeric material; hence, mechanical analysis cannot be achieved without 
considering interlayer cohesive behaviour (Hooper et al., 2012; Mohagheghian et al., 
2018; Zhang et al., 2019). Furthermore, as such, the experimental techniques developed to 
evaluate the mechanical response of the polymeric interlayer alone and the LG composite, 
in general, are quite diverse and dissimilar in the existing literature. Testing methods to 
evaluate the mechanical properties of LG composite include most notably, the four-point 
bending test (Delincé et al., 2007; Louter et al., 2012; Serafinavičius et al., 2013), shear test 
(Centelles, Castro et al., 2020; Serafinavicius et al., 2013), peel test (Louter et al., 2012), 
and pull-out test (Louter et al., 2012).

Taking into account the complete LG composites, for example, Delincé et al. (2007) 
were among the first to conduct an extensive experimental campaign to study the effect 
of artificial weathering on the shear-bond properties of LG panels 1100 x 360 mm their 
nominal sizes with PVB and SG interlayers using two different types of mechanical tests, 
i.e., shear test and bending tests. Observations from the shear tests indicated that while the 
level of adhesion of the LG panels decreased slightly after the weathering processes, there 
was a slight increase in stiffness. However, the reverse trend was observed from the bending 
tests, in addition to the SG and PVB specimens having quite a similar failure behaviour in 
terms of adhesion of broken glass pieces to the interlayer. Similar observations were also 
noted by Serafinavicius et al. (2013), who also reported experimental results of four-point 
tests conducted on laminates glued with various polymeric materials PVB, SG, and EVA 
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after imposing sustained loading at different temperature ranges, i.e., 20°C, 30°C, and 
40°C. Monolithic tempered glass sheets were also included in the set of experiments. The 
authors gave evidence and under prior findings (Delincé et al., 2007; Louter et al., 2012; 
Serafinavičius et al., 2013) that while all the tested LG specimens have a similar level of 
influence on the resistance and behaviour of LG composites, laminates with SG interlayer 
(maximum failure load at 7.8 kN) could be considered safer at the same residual stiffness 
of failed glass panels. The maximum load for PVB specimens was 6.5 kN (first load at 
failure of the bottom of the glass sheet) at a maximum displacement of about 50 mm. The 
maximum load of EVA specimens was similar to that of the PVB specimens (6.7 kN), but 
the displacement was much smaller at the same failure load (Figure 4). Nonetheless, the 
findings demonstrated how the interlayers’ viscoelastic behaviour influences the coupling 
capability of LG panels. 
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Figure 4. Load deflection relationship from four-point bending test of LG specimens with different interlayers 
as derived from experimental literature

Sable et al. (2019) and Hána et al. (2018) also tested LG units in a short-term controlled 
four-point bending test under constant temperature with three different interlayers, i.e., PVB, 
SG, and EVA. The authors demonstrated that the maximum load and stiffness were impacted 
by the type of polymeric material and the fracture pattern and breakage mechanisms. In the 
study by Hána et al. (2018), their experiments indicated that LG units with EVA polymers 
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not only revealed larger ultimate load values (Figure 4) but also demonstrated higher 
bending stiffness than laminates with PVB polymers. However, Sable et al. (2019) noted 
that the stiffness of LG units with EVA polymers was comparable with PVB specimens, and 
EVA materials could be utilised in the same settings as PVB polymers, requiring further 
detailed investigations of these tests and materials. For the sake of clarity, Figure 4 presents 
a comparison among experimental literature results. The comparison is made in terms of 
laminates with PVB, EVA, and SG interlayers used in each campaign. The comparison is 
only made among results with similar test conditions (four-point bending tests). As shown 
in Figure 4, the distribution of LG strength is highly scattered, mainly due to the different 
geometry and material properties used for the different campaigns. 

In studying the mechanical response of a polymer material, one can usually categorise 
experiments into two regimes in terms of strain rate and dynamic modulus: Uniaxial tensile 
strength tests (Belis et al., 2009; Centelles, Martín et al., 2020; Chen et al., 2018; Hooper et 
al., 2012; Liu et al., 2012; Sable et al., 2017; Zhang et al., 2015) and dynamic mechanical 
analysis (Andreozzi et al., 2015; Liu et al., 2014; Lu et al., 2021; Pelayo et al., 2017). In 
characterising the strain rate-dependent behaviour, for example, Liu et al. (2012) described 
an articulated campaign for both compression and tensile strength tests of PVB laminates 
using four different strain rates, i.e., 10, 50, 100, and 200 mm/min. The authors observed 
that while the PVB behaviour can be best described as viscoelastic under compression 
loads in both dynamic and quasi-static scenarios, however, under tensile loading, the 
material can be described as viscoelastic in quasi-static loadings and elastic-plastic in 
dynamic loadings. Observations from the study indicated that, while increasing strain rates 
made little difference in the failure stresses (16.9, 16.5, 16.5, 14.5 MPa, respectively), the 
failure strain decreased from 1.8 to 2.8, a 36% drop. The authors also defined and divided 
the PVB constitutive model into three regimes: linear-elastic stage, bi-exponent stage and 
failure stage. 

A similar observation was also noted in (Belis et al., 2009), where the failure behaviour 
of LG sheets with SG interlayers was experimentally investigated. Results from the tensile 
tests loading speed ranging from 5 mm/min to 100 mm/min indicated an elastic-plastic 
material behaviour at failure (approximately 350%), which was affected by strain rates. 
Despite the relatively good material properties of the interlayer, the post-failure behaviour 
following prior studies was below expectations (i.e., failure strength above 32 N/mm2). 
However, the observed failure mechanism varied significantly from that of LG with PVB 
interlayer tested in prior studies. In complement, Zhang et al. (2015) conducted tensile tests 
on LG specimens with SG interlayers, ranging from low (10 mm/min to 100 mm/min) to 
high (0.1 m/s to 20 m/s) strain rates. Observation from the test results indicated that, while 
the failure strain at low rates varied from 22 MPa to 47 MPa, the specimens were less 
ductile with an increasing strain rate. The authors also derived the initial modulus of the 
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LG specimens with SG interlayers, and this value was found at 200-300 MPa at low strain 
rates and reduced to approximately 150 MPa at the high strain rate. The study concluded 
that the SentryGlas interlayer indicated a viscous material behaviour under uniaxial tension. 

Centelles, Martín et al. (2020) also studied the tensile behaviour of LG units glued 
together with different polymer materials such as PVB (three different variations), 
EVASAFE, SG, and TPU. Following the standard set in ASTM D638 (2014) and ISO-527 
(2006), tests were conducted under constant displacement rates of 10 mm/min, 50 mm/
min, and 100 mm/min. In general, the authors gave evidence of similar stress-strain curves 
for PVB and SG laminates, with a softening zone preceded by an initial non-linear small 
region and a second region with smaller stiffness than the initial region. Whilst the TPU 
specimens had an initial elastic region coupled with a progressive softening and finally 
a linear region until breakage, the EVASAFE specimens proved to be the most ductile 
among all tested specimens. Figure 5 presents a comparison among experimental literature 
results. The comparison is made in terms of laminates with PVB and SG interlayers used 
in the different campaigns. The comparison is only made among results with similar test 
conditions (uniaxial tensile strength tests) and similar strain rates (10 mm/min). Remarkably 
and despite the different geometry and material properties, a similar trend is observed for 
most of the experimental results considered for the normalised tensile strength. 
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In the case of DMA, several experiments have been conducted to study the time-
temperature-dependent behaviour and hence the mechanical properties of LG interlayers. 
For example, Andreozzi et al. (2014) used the DMA technique to report that the PVB 
interlayer is in the glass transition region between 0°C and 50°C. Furthermore, as such, its 
dynamic modulus shows significant variations in temperature and vibration frequency. By 
contrast, an experiment by Liu et al. (2014) indicated that in the glassy and rubbery state, 
PVB shows brittleness and little variations in the dynamic modulus with temperature and 
vibration frequency variations. Using an identical technique, Pelayo et al. (2017) observed 
that the glass transition zone of standard PVB begins from 8-10°C. Thus, more studies on 
DMA analysis on LG interlayers, particularly for SG and EVA interlayers, are needed to 
verify the mechanical response of LG interlayers under different temperature conditions. 

Table 2
Impact of environmental stresses on LG panes: Summary of some selected experimental research studies

Reference Year Interlayer type Stress condition Test Evaluation
Kothe and 
Weller 

2014 PVB, EVA, 
SG, TPU

UV radiation, Corrosion, 
Temperature, Humidity 

Visual inspection, 
Dynamic mechanical 

analysis
Andreozzi 
et al. 

2015 PVB Humidity, UV radiation, 
Temperature

Visual inspection, 
Dynamic torsion tests

Serafinavičius 
et al. 

2013 PVB, EVA, SG UV radiation, 
Temperature, Humidity

Long-term bending 
tests

Ensslen 2007 PVB Temperature, Humidity, 
UV radiation, Natural 
outdoor weathering

Visual inspection, 
Shear Test

Louter et al. 2012 SG Temperature, humidity, 
thermal cycling

Four-point bending 
tests 

Hána et al. 2018 EVA, PVB Controlled temperature Short-term four-point 
bending tests

Sable et al. 2019 EVA, PVB, SG Controlled temperature Four-point bending 
tests

Centelles, 
Martín et al.

2020 PVB, 
EVASAFE, 
SG, TPU

Temperature, Humidity, 
UV radiation, Load–
duration: 10, 50, 100 

mm/min 

Uniaxial tensile 
strength test

Centelles, 
Castro et al. 

2020 PVB, Saflex, 
SG, and 

EVASAFE

Humidity, Thermal 
cycles, UV radiation

Double-lap shear tests
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CONCLUDING REMARKS AND OUTLOOK

In many applications, laminated glass composites elements are repetitively exposed to 
environmental stresses as well as frequent mechanical and chemical cleaning procedures, 
which can lead to changes in the rheological properties of the interlayer. Hence, the 
efficiency of the products decreases with age. Such deterioration and ageing processes are 
mainly determined by various environmental stress conditions such as relative humidity, 
thermal cycles and UV radiation. This paper presents the assessment of laminated glass 
composites against such ageing scenarios based on available literature findings. Only 
experimental studies are included in the comparison to make it more practical and consistent. 

By reviewing major and other recent experimental works, several remaining questions 
are summarized from the authors’ viewpoint. The artificial ageing actions documented 
in the literature and reviewed in this present study are often not comparable because the 
procedures were performed using different ageing processes and frequently superimposing 
different weathering scenarios. In addition, when mechanical tests were conducted, the 
goal was frequently to compare specimens exposed to different types and intensities of 
environmental stresses and not to determine an effective rheological parameter. As a 
result, it is quite difficult to compare experimental data reported by different authors. 
The ISO -12543-4 (2021) addresses the durability of LG composites, however, it lacks 
sufficient evaluation methodologies to investigate the impact of environmental stresses 
on the interlayers’ optical, mechanical, and adhesive capabilities. It can be deduced that 
for comparison among weathering experiments of LG elements with diverse interlayers, 
a unified technique must be devised. 

Nonetheless, significant inferences can be drawn from the summaries of what different 
scholars reported in their studies. Different researchers agree that UV radiation appears to 
have the most significant consequences, particularly for PVB materials, as a stiffer material 
is produced after the ageing action. However, more detailed experimental tests to investigate 
the damages produced by UV radiation on various LG interlayers are required, so as to 

Table 2 (Continue)

Reference Year Interlayer type Stress condition Test Evaluation
Liu et al. 2012 PVB Load–duration: 10, 50, 

100, 200 mm/min
Uniaxial tensile 

strength test 
Belis et al. 2009 SG Load–duration: 5, 10, 20, 

50, 100 mm/min
Uniaxial tensile 

strength test
Zhang et al. 2015 SG Load–duration: 

Low speed; 10, 100, 250, 
500, 750, 1000 mm/min

High speed; 0.1, 0.5, 1, 2, 
3, 5, 7, 10, 15, 20 m/s. 

Uniaxial tensile 
strength test
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identify possible diverse deterioration mechanisms in these interlayers. Humidity affects the 
interlayer in two ways; high absorption in the polymers which also acts as a plasticizer and 
also delivering a softer bulk property, which may inadvertently compromise its adhesion to 
glass. Based on the above, more detailed investigations are required to determine the impact 
of environmental stresses on the occurrence of bubbling and delamination phenomena. 
Temperature effects require further examination, since thermal variations may have quite 
diverse impacts on the various types of interlayers, depending on the transition temperature 
of each interlayer. The findings reported by different authors do not appear to be indicative 
of this phenomenon. 

Lastly, the tremendous advancement in technology within the LG industry is already 
witnessing rapid growth in the production and supply chain of innovative polymeric 
materials in the glazing market. Irrespective of the interlayer type, LG elements are 
exposed to different environmental conditions, loading scenarios or working temperatures 
and this may affect how they respond and behave in LG systems. The weathering effect 
on its mechanical performance should be continually investigated in order to gain better 
knowledge of LG composites under environmental stress conditions. In addition, artificial 
ageing techniques currently have a great deal of inconsistency in estimating the long-term 
performance of LG composites, owing to the lack of an artificial ageing mechanism that 
is consistent with the real-world accumulated damages. In light of these considerations, 
further monitoring and tests of naturally weathered LG elements and systems are still 
required to aid in the prediction of weathering resistance, risk assessment, and safety of 
laminated glass composites in structural applications.

ACKNOWLEDGMENTS 
The authors acknowledge with gratitude the financial support provided for this study by 
the Ministry of Higher Education Malaysia in the form of the Fundamental Research Grant 
Scheme, FRGS/1/2018/TK06/USM/02/3. We sincerely thank UPM-Kyutech International 
Symposium on Applied Engineering and Sciences 2021 (SAES2021) and Universiti Putra 
Malaysia for their support in covering the publication fee. 

REFERENCES
Alsaed, O., & Jalham, I. S. (2012). Polyvinyl butyral (PVB) and ethyl vinyl acetate (EVA) as a binding material 

for laminated glass. Jordan Journal of Mechanical and Industrial Engineering, 6(2), 127-133.

Andreozzi, L., Bati, S. B., Fagone, M., Ranocchiai, G., & Zulli, F. (2014). Dynamic torsion tests to characterize 
the thermo-viscoelastic properties of polymeric interlayers for laminated glass. Construction and Building 
Materials, 65, 1-13. https://doi.org/10.1016/j.conbuildmat.2014.04.003

Andreozzi, L., Bati, S. B., Fagone, M., Ranocchiai, G., & Zulli, F. (2015). Weathering action on thermo-
viscoelastic properties of polymer interlayers for laminated glass. Construction and Building Materials, 
98, 757-766. https://doi.org/10.1016/j.conbuildmat.2015.08.010



Pertanika J. Sci. & Technol. 31 (5): 2339 - 2359 (2023) 2355

Impact of Environmental Stresses on Properties of Laminated Glass Composites

ASTM D638. (2014). Standard Test Method for Tensile Properties of Plastics. https://www.astm.org/d0638-
14.html

Bati, S. B., Ranocchiai, G., Reale, C., & Rovero, L. (2010). Time-dependent behavior of laminated glass. Journal 
of Materials in Civil Engineering, 22(4), 389-396. https://doi.org/10.1061/(asce)mt.1943-5533.0000032

Bedon, C. (2017). Structural glass systems under fire: Overview of design issues, experimental 
research, and developments. Advances in Civil Engineering, 2017, Article 2120570. https://doi.
org/10.1155/2017/2120570

Belis, J., Depauw, J., Callewaert, D., Delincé, D., & Van Impe, R. (2009). Failure mechanisms and residual 
capacity of annealed glass/SGP laminated beams at room temperature. Engineering Failure Analysis, 
16(6), 1866-1875. https://doi.org/10.1016/j.engfailanal.2008.09.023

Biolzi, L., Cattaneo, S., Orlando, M., Piscitelli, L. R., & Spinelli, P. (2020). Constitutive relationships of 
different interlayer materials for laminated glass. Composite Structures, 244, Article 112221. https://doi.
org/10.1016/j.compstruct.2020.112221

Castori, G., & Speranzini, E. (2017). Structural analysis of failure behavior of laminated glass. Composites 
Part B: Engineering, 125, 89-99. https://doi.org/10.1016/j.compositesb.2017.05.062

Centelles, X., Castro, J. R., & Cabeza, L. F. (2020). Double-lap shear test on laminated glass specimens 
under diverse ageing conditions. Construction and Building Materials, 249, Article 118784. https://doi.
org/10.1016/j.conbuildmat.2020.118784

Centelles, X., Martín, M., Solé, A., Castro, J. R., & Cabeza, L. F. (2020). Tensile test on interlayer materials 
for laminated glass under diverse ageing conditions and strain rates. Construction and Building Materials, 
243, Article 118230. https://doi.org/10.1016/j.conbuildmat.2020.118230

Centelles, X., Pelayo, F., Lamela-Rey, M. J., Fernández, A. I., Salgado-Pizarro, R., Castro, J. R., & 
Cabeza, L. F. (2021). Viscoelastic characterization of seven laminated glass interlayer materials from 
static tests. Construction and Building Materials, 279, Article 122503. https://doi.org/10.1016/j.
conbuildmat.2021.122503

Chen, S., Chen, X., & Wu, X. (2018). The mechanical behaviour of polyvinyl butyral at intermediate strain rates 
and different temperatures. Construction and Building Materials, 182, 66-79. https://doi.org/10.1016/j.
conbuildmat.2018.06.080

Chen, S., Chen, Z., Chen, X., & Schneider, J. (2022). Evaluation of the delamination performance of polyvinyl-
butyral laminated glass by through-cracked tensile tests. Construction and Building Materials, 341, Article 
127914. https://doi.org/10.1016/J.CONBUILDMAT.2022.127914

CPNI EBP 04/13 (2013). Influence of delamination of laminated glass on its blast performance. National 
Protective Security Authority. https://www.npsa.gov.uk/system/files/documents/4d/8f/Delamination-of-
laminated-glass.pdf

Datsiou, K. C., & Overend, M. (2017). Artificial ageing of glass with sand abrasion. Construction and Building 
Materials, 142, 536-551. https://doi.org/10.1016/j.conbuildmat.2017.03.094

Datsiou, K. C., & Overend, M. (2016). Evaluation of artificial ageing methods for glass. In J. Belis, F. Bos 
& C. Louter (Eds.), Challenging Glass Conference Proceedings - Challenging Glass 5: Conference on 
Architectural and Structural Applications of Glass, CGC 2016 (pp 581-592). CGC, Ghent University. 
https://doi.org/10.7480/cgc.5.2431



Pertanika J. Sci. & Technol. 31 (5): 2339 - 2359 (2023)2356

Ufuoma Joseph Udi, Mustafasanie M. Yussof, Felix Nkapheeyan Isa and Luqman Chuah Abdullah

Delincé, D., Belis, J., Zarmati, G., & Parmentier, B. (2007). Structural behaviour of laminated glass elements-a 
step towards standardization. In Glass Peformance Days proceedings (pp. 658-663). Tamglass Ltd. Oy. 
http://dx.doi.org/10.13140/2.1.3592.6084

Desloir, M., Benoit, C., Bendaoud, A., Alcouffe, P., & Carrot, C. (2019). Plasticization of poly(vinyl butyral) 
by water: Glass transition temperature and mechanical properties. Journal of Applied Polymer Science, 
136(12), Article 47230. https://doi.org/10.1002/app.47230

Draft prEN 16613:2013. (2013). Glass in building - Laminated glass and laminated safety glass - Determination 
of Interlayer Mechanical Properties. https://standards.iteh.ai/catalog/standards/sist/9a700c79-a2cc-4ce8-
b931-6a274861c16a/osist-pren-16613-2013

Ensslen, F. (2007). Influences of laboratory and natural weathering on the durability of laminated safety glass. 
Glass Performance Days, 2, 584-590.

Giovanna, R., Zulli, F., Andreozzi, L., & Fagone, M. (2017). Test methods for the determination of interlayer 
properties in laminated glass. Journal of Materials in Civil Engineering, 29(4), Article 04016268. https://
doi.org/10.1061/(asce)mt.1943-5533.0001802

Hála, P., Zemanová, A., Plachý, T., Konrád, P., & Sovják, R. (2022). Experimental modal analysis of glass 
and laminated glass large panels with EVA or PVB interlayer at room temperature. Materials Today: 
Proceedings, 62, 2421-2428. https://doi.org/10.1016/j.matpr.2022.02.578

Hána, T., Eliášová, M., & Sokol, Z. (2018). Structural performance of double laminated glass panels with EVA 
and PVB interlayer in four-point bending tests. International Journal of Structural Glass and Advanced 
Materials Research, 2(1), 164-177. https://doi.org/10.3844/sgamrsp.2018.164.177

Hána, T., Eliášová, M., Vokáč, M., & Machalická, K. V. (2020). Viscoelastic properties of EVA interlayer used 
in laminated glass structures. In IOP Conference Series: Materials Science and Engineering (Vol. 800, 
p. 012021). IOP Publishing. https://doi.org/10.1088/1757-899X/800/1/012021

Hána, T., Janda, T., Schmidt, J., Zemanová, A., Šejnoha, M., Eliášová, M., & Vokáč, M. (2019). Experimental and 
numerical study of viscoelastic properties of polymeric interlayers used for laminated glass: Determination 
of material parameters. Materials, 12(14), Article 2241. https://doi.org/10.3390/ma12142241

Hartwell, R., & Overend, M. (2020). Effects of humidity and the presence of moisture at the bond-line 
on the interfacial separation of laminated glass for flat glass re-use. In J. Belis, F. Bos & C. Louter 
(Eds.), Challenging Glass Conference Proceedings (Vol. 7, pp. 1-15). CGC, Tu Delft Open. https://doi.
org/10.7480/CGC.7.4727

Hidallana-Gamage, H. D., Thambiratnam, D. P., & Perera, N. J. (2015). Influence of interlayer properties 
on the blast performance of laminated glass panels. Construction and Building Materials, 98, 502-518. 
https://doi.org/10.1016/j.conbuildmat.2015.08.129

Hooper, P. A., Blackman, B. R. K., & Dear, J. P. (2012). The mechanical behaviour of poly(vinyl butyral) at 
different strain magnitudes and strain rates. Journal of Materials Science, 47, 3564-3576. https://doi.
org/10.1007/s10853-011-6202-4

ISO-6721-1. (2019). Plastics - Determination of dynamic mechanical properties - Part 1: General principles. 
https://www.iso.org/standard/73142.html

ISO-62. (2008). Plastics - Determination of water absorption. https://www.iso.org/standard/41672.html

ISO-12543-4. (2021). Glass in building - Laminated glass and laminated safety glass - Part 4: Test methods 
for durability. https://www.iso.org/standard/75499.html



Pertanika J. Sci. & Technol. 31 (5): 2339 - 2359 (2023) 2357

Impact of Environmental Stresses on Properties of Laminated Glass Composites

ISO-175. (2010). Plastics - Methods of test for the determination of the effects of immersion in liquid chemicals. 
https://www.iso.org/standard/55483.html

ISO-527-1. (2019). Plastics - Determination of tensile properties - Part 1: General principles. https://www.
iso.org/standard/75824.html

Joseph Udi, U., Yussof, M. M., Musa Ayagi, K., Bedon, C., & Khairul Kamarudin, M. (2023). Environmental 
degradation of structural glass systems: A review of experimental research and main influencing 
parameters. Ain Shams Engineering Journal, 14(5), 101970. https://doi.org/10.1016/j.asej.2022.101970

Kamarudin, M. K., Yusoff, M. M., Disney, P., & Parke, G. A. R. (2018). Experimental and numerical 
investigation of the buckling performance of tubular glass columns under compression. Structures, 15, 
355-369. https://doi.org/10.1016/j.istruc.2018.08.002

Kothe, M., & Weller, B. (2014). Influence of environmental stresses to the ageing behaviour of interlayer. In 
C. Louter, F. Bos, J. Belis & J. P. Lebet (Eds.), Challenging Glass 4 and COST Action TU0905 Final 
Conference - Proceedings of the Challenging Glass 4 and Cost Action TU0905 Final Conference (pp. 
439-446). CRC Press. 

Kozlowski, M., Bedon, C., & Honfi, D. (2018). Numerical analysis and 1D/2D sensitivity study for monolithic 
and laminated structural glass elements under thermal exposure. Materials, 11(8), Article 1447. https://
doi.org/10.3390/ma11081447

Liu, B., Sun, Y., Li, Y., Wang, Y., Ge, D., & Xu, J. (2012). Systematic experimental study on mechanical 
behavior of PVB (polyvinyl butyral) material under various loading conditions. Polymer Engineering 
and Science, 52(5), 1137-1147. https://doi.org/10.1002/pen.22175

Liu, B., Xu, J., & Li, Y. (2014). Constitutive investigation on viscoelasticity of PolyVinyl Butyral: Experiments 
based on dynamic mechanical analysis method. Advances in Materials Science and Engineering, 2014, 
Article 794568. https://doi.org/10.1155/2014/794568

Lombardo, T., Chabas, A., Lefèvre, R. A., Verità, M., & Geotti-Bianchini, F. (2005). Weathering of float glass 
exposed outdoors in an urban area. Glass Technology, 46(3), 271-276.

Louter, C., Belis, J., Veer, F., & Lebet, J. P. (2012). Durability of SG-laminated reinforced glass beams: Effects 
of temperature, thermal cycling, humidity and load-duration. Construction and Building Materials, 27(1), 
280-292. https://doi.org/10.1016/j.conbuildmat.2011.07.046

Lu, Y., Chen, S., & Shao, X. (2021). Shear modulus of ionomer interlayer: Effects of time, temperature 
and strain rate. Construction and Building Materials, 302, Article 124224. https://doi.org/10.1016/j.
conbuildmat.2021.124224

Martín, M., Centelles, X., Solé, A., Barreneche, C., Fernández, A. I., & Cabeza, L. F. (2020). Polymeric 
interlayer materials for laminated glass: A review. Construction and Building Materials, 230, Article 
116897. https://doi.org/10.1016/j.conbuildmat.2019.116897

Mohagheghian, I., Charalambides, M. N., Wang, Y., Jiang, L., Zhang, X., Yan, Y., Kinloch, A. J., & Dear, 
J. P. (2018). Effect of the polymer interlayer on the high-velocity soft impact response of laminated 
glass plates. International Journal of Impact Engineering, 120, 150-170. https://doi.org/10.1016/j.
ijimpeng.2018.06.002

Pankhardt, K., & Balázs, G. L. (2010). Temperature dependent load bearing capacity of laminated glass panes. 
Periodica Polytechnica Civil Engineering, 54(1), 11-22. https://doi.org/10.3311/pp.ci.2010-1.02

Pelayo, F., Lamela-Rey, M. J., Muniz-Calvente, M., López-Aenlle, M., Álvarez-Vázquez, A., & Fernández-
Canteli, A. (2017). Study of the time-temperature-dependent behaviour of PVB: Application to laminated 
glass elements. Thin-Walled Structures, 119, 324-331. https://doi.org/10.1016/j.tws.2017.06.030



Pertanika J. Sci. & Technol. 31 (5): 2339 - 2359 (2023)2358

Ufuoma Joseph Udi, Mustafasanie M. Yussof, Felix Nkapheeyan Isa and Luqman Chuah Abdullah

Ranocchiai, G., Andreozzi, L., Zulli, F., & Fagone, M. (2016). Effects of interlayer weathering on the structural 
behaviour of laminated glass structures. In J. Belis, F. Bos & C. Louter (Eds.), Challenging Glass 
Conference Proceedings - Challenging Glass 5: Conference on Architectural and Structural Applications 
of Glass, CGC 2016 (pp. 385-390). CGC, Ghent University. https://doi.org/10.7480/CGC.5.2264

Ranocchiai, G., Sciurpi, F., & Fagone, M. (2018). Laminated glass beams subjected to artificial solar radiation. 
In C. Louter, F. Bos & J. Belis (Eds.),Challenging Glass 6: Conference on Architectural and Structural 
Applications of Glass, CGC 2018 - Proceedings (pp. 447-452). CGC,  TU Delft Open. https://doi.
org/10.7480/cgc.6.2167

Reiß, S., Krischok, S., & Rädlein, E. (2019). Comparative study of weather induced corrosion mechanisms of 
toughened and normal float glasses. Glass Technology: European Journal of Glass Science and Technology 
Part A, 60(2), 33-44. https://doi.org/10.13036/17533546.60.2.020

Bennison, S. J., Qin, M. H. X.,  & Davis, P.  (2008, May). High-performance laminated glass for structurally 
efficient glazing. [Paper Presented]. Proceedings of Innovative Light-Weight Structures and Sustainable 
Facades Conference, Hong Kong.

Sable, L., Kinsella, D., & Kozłowski, M. (2019). Influence of EVA, PVB and Ionoplast interlayers on the 
structural behaviour and fracture pattern of laminated glass. International Journal of Structural Glass 
and Advanced Materials Research, 3(1), 62-78. https://doi.org/10.3844/sgamrsp.2019.62.78

Sable, L., Skukis, E., Japins, G., & Kalnins, K. (2017). Correlation between Numerical and experimental tests 
of laminated glass panels with visco-elastic interlayer. Procedia Engineering, 172, 945-952. https://doi.
org/10.1016/j.proeng.2017.02.107

Serafinavicius, T., Kvedaras, A. K., & Sauciuvenas, G. (2013). Bending behavior of structural glass laminated 
with different interlayers. Mechanics of Composite Materials, 49(4), 437-446. https://doi.org/10.1007/
s11029-013-9360-4

Serafinavicius, T., Lebet, J. P., Louter, C., Kuranovas, A., & Lenkimas, T. (2014, January). The effects of 
environmental impacts on durability of laminated glass plates with interlayers (SG, EVA, PVB). In 
Challenging Glass 4 & COST Action TU0905 Final Conference (pp. 455-462). CRC Press. 

Serafinavičius, T., Lebet, J. P., Louter, C., Lenkimas, T., & Kuranovas, A. (2013). Long-term laminated glass 
four point bending test with PVB, EVA and SG interlayers at different temperatures. Procedia Engineering, 
57, 996-1004. https://doi.org/10.1016/j.proeng.2013.04.126

Subagio, R. (2020). Developing value innovation strategy in the “Blue Ocean Shift” framework at the flat glass 
industry in Indonesia. IKAT: The Indonesian Journal of Southeast Asian Studies, 4(1), 47-62. https://doi.
org/10.22146/ikat.v4i1.54657

Vedrtnam, A., & Pawar, S. J. (2018). Experimental and simulation studies on fatigue behavior of laminated 
glass having polyvinyl butyral and ethyl vinyl acetate interlayers. Fatigue and Fracture of Engineering 
Materials and Structures, 41(6), 1437-1446. https://doi.org/10.1111/ffe.12788

Wang, Y. (2020). The breakage behavior of different types of glazing in a fire. In The Proceedings of 11th Asia-
Oceania Symposium on Fire Science and Technology (pp. 549-560). Springer. https://doi.org/10.1007/978-
981-32-9139-3_40

Yang, J., Wang, Y., Wang, X. E., Hou, X., Zhao, C., & Ye, J. (2022). Local bridging effect of fractured laminated 
glass with EVA based hybrid interlayers under weathering actions. Construction and Building Materials, 
314, Article 125595. https://doi.org/10.1016/j.conbuildmat.2021.125595



Pertanika J. Sci. & Technol. 31 (5): 2339 - 2359 (2023) 2359

Impact of Environmental Stresses on Properties of Laminated Glass Composites

Yussof, M. M., Lim, S. H., & Kamarudin, M. K. (2020). The effect of short-term exposure to natural outdoor 
environment on the strength of tempered glass panel. In Proceedings of AICCE'19: Transforming the 
Nation for a Sustainable Tomorrow 4 (pp. 997-1005). Springer International Publishing. https://doi.
org/10.1007/978-3-030-32816-0_74

Zemanová, A., Hála, P., Konrád, P., Janda, T., & Hlůžek, R. (2022). The influence of interlayer properties 
on the response of laminated glass to low-velocity hard-object impact. International Journal of Impact 
Engineering, 159, Article 104036. https://doi.org/10.1016/j.ijimpeng.2021.104036

Zhang, X., Liu, H., Maharaj, C., Zheng, M., Mohagheghian, I., Zhang, G., Yan, Y., & Dear, J. P. (2020). Impact 
response of laminated glass with varying interlayer materials. International Journal of Impact Engineering, 
139, Article 103505. https://doi.org/10.1016/j.ijimpeng.2020.103505

Zhang, X., Mohammed, I. K., Zheng, M., Wu, N., Mohagheghian, I., Zhang, G., Yan, Y., & Dear, J. P. (2019). 
Temperature effects on the low velocity impact response of laminated glass with different types of 
interlayer materials. International Journal of Impact Engineering, 124, 9-22. https://doi.org/10.1016/j.
ijimpeng.2018.09.004

Zhang, X., Shi, Y., Hao, H., & Cui, J. (2015). The mechanical properties of ionoplast interlayer material at high 
strain rates. Materials and Design, 83, 387-399. https://doi.org/10.1016/j.matdes.2015.06.076

Zhao, C., Yang, J., Wang, X.-E., Ren, M., & Azim, I. (2021). Investigatio n into short term behaviors of 
embedded laminated glass connections with various configurations. Construction and Building Materials, 
297, Article 123687. https://doi.org/10.1016/j.conbuildmat.2021.123687





Pertanika J. Sci. & Technol. 31 (5): 2361 - 2374 (2023)

SCIENCE & TECHNOLOGY
Journal homepage: http://www.pertanika.upm.edu.my/

Article history:
Received: 27 June 2022
Accepted: 05 October 2022
Published: 21 July 2023

ARTICLE INFO

E-mail addresses:
norihanjannah@gmail.com (Norihan Abdullah)
khalina@upm.edu.my (Khalina Abdan)
muhammadhuzaifah@upm.edu.my (Mohd Huzaifah Mohd 
Roslim)
mohdnazren@upm.edu.my (Mohd Nazren Radzuan)
leechinghao@upm.edu.my (Lee Ching Hao)
ayu.rafiqah@yahoo.com (Ayu Rafiqah Shafi)
*Corresponding author

ISSN: 0128-7680
e-ISSN: 2231-8526 © Universiti Putra Malaysia Press

DOI: https://doi.org/10.47836/pjst.31.5.16

Thermal Properties of Kenaf Fiber Reinforced Polyamide 6 
Composites by Melt Processing 
Norihan Abdullah1*, Khalina Abdan1, Mohd Huzaifah Mohd Roslim2, Mohd 
Nazren Radzuan3, Lee Ching Hao1 and Ayu Rafiqah Shafi1

1Laboratory of Biocomposite Technology, Institute of Tropical Forestry and Forest Products (INTROP), 
Universiti Putra Malaysia, 43400 UPM, Serdang, Selangor, Malaysia
2Department of Crop Science, Faculty of Engineering, Universiti Putra Malaysia, 97008 UPMKB, Bintulu 
Campus Sarawak, Malaysia
3Department of Biological and Agricultural Engineering, Faculty of Engineering, Universiti Putra Malaysia, 
43400 UPM, Serdang, Selangor, Malaysia

ABSTRACT

In recent years, there has been much effort to find cost-effective ways to replace petroleum-
based commodity plastics with biodegradable polymers with comparable thermal 
characteristics. The 5 wt.%, 10 wt.%, and 15 wt.% kenaf fiber were melted, and blended 
with polyamide-6 via a Brabender mixer, followed by compression molding. To evaluate the 
thermal properties of composites, thermogravimetric analysis (TGA), differential scanning 
calorimetry (DSC), and dynamic thermomechanical analysis (DMA) were conducted. 
According to the TGA results, increased kenaf fiber contents decreased the composite’s 
thermal stability. Neat PA6 matrix decomposed rapidly at 425°C, which was comparatively 
higher than PA6 composites. From the DSC analysis, the addition of natural fibers resulted 
in quantified changes in the glass transition temperature (Tg), melting temperature (Tm), 
and crystallization temperature (Tc) of the PA6 composites. According to the DMA, the 
storage modulus of neat PA6 was 1177 MPa and decreased to 1076 MPa for 5 wt% of 

kenaf fiber in PA6 composite. The Kenaf 
fiber/polyamide 6 composites appeared to 
have lower thermal stability than neat PA6. 
This study demonstrated that the kenaf fiber/
polyamide 6 composites were successfully 
prepared, and a detailed thermal analysis 
was conducted. Improving the KF/PA6 
composites can be further studied to increase 
thermal stability.

Keywords: Composites, kenaf fiber, natural fiber, 

polyamide 6, polymer, thermal properties
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INTRODUCTION

As the world strives to become more 'green,' the importance of global involvement is 
desperately needed to protect the environment and make it more economical to live in 
(Devnani & Sinha, 2019; Sanjay et al., 2018). The need for biocomposite has become 
imminent because of interest in using plant fiber as an environment-friendly reinforcement 
and potential replacement for synthetic fiber material in the composite polymer industry 
(Karthi et al., 2019; Sanjay & Yogesha, 2017). The abundance of readily available natural 
fibers is the perfect substitute for synthetic fibers like glass and carbon, which are typically 
more expensive, ecologically unfriendly, and nonrenewable (Mustafa et al., 2018). The 
natural fibers in composites are generally lighter, less expensive, and abundantly available, 
all of which contribute to the viability of a circular economy by significantly reducing 
carbon emissions and improving the mechanical performance of biopolymers (Atiqah et 
al., 2020; Kamarudin et al., 2020; Mohammed et al., 2015; Sanjay et al., 2015; Srinivas 
et al., 2017).

There has been growing interest in thermoplastic-based natural fiber composites 
(NFRCs) for high-performance engineering applications (Balla et al., 2019), with successful 
proof of their application to various structural and non-structural applications, especially for 
automotive (Boland et al., 2015; Vinayagamoorthy & Manoj, 2018), packaging (Sánchez-
safont et al., 2018) and the construction industry (Mochane et al., 2019; Tadimeti, 2019). 
Thermoplastics offered better design flexibility and relatively simple processing techniques 
than thermoset and elastomer polymers. Thermoplastics such as polyethylene (PE), 
polypropylene (PP), nylon, high-density polyethylene (HDPE), and polyvinyl chloride 
(PVC) could compound with natural fibers (such as wood, kenaf, flax, hemp, cotton, oil 
palm, sisal, jute, and straw) to produce composites with elevated temperature (Mohammed 
et al., 2015; Sanjay et al., 2017; Siakeng et al., 2018; Gowda et al., 2018). 

Kenaf (Hibiscus Cannabinus, L. family Malvaceae) is a cellulosic source that can be 
cultivated in various climate conditions. It is often produced in tropical and subtropical 
countries like Malaysia (Akil et al., 2011; Bhambure & Rao, 2021). Kenaf fiber has 
surprisingly increased worldwide because it has been appraised as environmentally 
beneficial and has high commercial interests. Many researchers in Malaysia are exploring 
kenaf fibers as a low-cost, low-density, renewable, recyclable, non-abrasive behavior, and 
biodegradable alternative to synthetic fibers (Guillou et al., 2018; Saba et al., 2015; Salem 
et al., 2017). Kenaf fiber's biodegradability contributes significantly to sustainable ecology, 
while it is low cost and good performance resolved the manufacturer's economic concerns. 
Numerous studies have examined using kenaf fiber polymer composites (Bledzki et al., 
2015; El-shekeil, Sapuan, Abdan, et al., 2012; Hamidon, 2019; Sood & Dwivedi, 2018; 
Sreenivas et al., 2020; Thiruchitrambalam et al., 2012). Bledzki et al. (2015) researched 
four types of natural fibers typically used in the polymer industry (softwood, abaca, jute, 
and kenaf), and kenaf fiber reinforcement provides a remarkable strength for biocomposites. 
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Recent studies emphasize increasing the properties of engineering polymers such 
as polyamides reinforced with natural fiber, accounting for their excellent mechanical 
properties, thermal properties, and chemical stability compared to PE and PP (Zhang et al., 
2020). When compared to thermoset polymers (epoxy & polyester), polyamide 6 (PA6) has 
attracted much interest because of its resilience to high temperatures, oils, and corrosive 
chemicals, relative strength-to-weight ratio, and better recyclability, which is significant 
for life cycle analysis (LCA) (Kiziltas et al., 2016). Correspondingly, its favorable thermo-
mechanical qualities have been regarded as a conventional matrix material for natural fiber-
reinforced composites. Kunchimon et al. (2019) also concluded its excellent compatibility 
with lignocellulosic fillers due to their similar hydrophilicity (Xu et al., 2018). 

This study aims to determine the effect of various kenaf fiber contents on the thermal 
properties of PA6 composites. A thorough study of the thermal behavior of kenaf / 
polyamide 6 composites in terms of TGA, DMA, and DSC shall be discussed. This paper 
presents the experimental setup of the composite materials and their respective thermal 
testing. Results of the thermal behavior on kenaf/ polyamide 6 composites will be discussed. 

MATERIALS AND METHODS 
Materials 

In this research, kenaf fiber was supplied by National Kenaf and Tobacco Board (LKTN) 
Perlis, Malaysia and was dried in the oven for 24 hr at 60ºC. The kenaf fiber size of 40 mesh 
(400 µm) was used in this study. Meanwhile, Polyamide 6 was supplied by Polycomposite 
Sdn. Bhd (Perlis) with a density of 1.13 g.cm-3. 

Samples PA6
(wt.%)

Kenaf fiber 
(wt.%)

PA6 100 0
5% KF 95 5

10% KF 90 10
15% KF 85 15

Kenaf Fiber / Polyamide 6 Composite 
Fabrication

The kenaf fiber / PA6 composites were 
prepared in two steps: melt compounded 
using the Haake Polydrive R600 internal 
mixer followed by Vechno Vation 40 
tonnes compression molding based on 
composite compositions of 5%, 10%, 
and 15% (Table 1). Before feeding the 
components into the mixer, all components 
were manually mixed. The mixing process 
involves processing temperatures of 230°C, 
235°C, 240°C, and 245°C with a 5-min 
duration and a rotating speed of 50 RPM. All 

composite formulations resulting from the 
compounding procedure were hot pressed 
for 5 min at 220°C with dimensions of 150 
mm × 150 mm x 3 mm (width x length x 
thickness). 

Table 1 
Formulations of kenaf fiber / polyamide 6 
composites 
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Thermal Stability 

Thermal Gravimetric Analysis (TGA). Thermal gravimetric analysis (TGA) was 
conducted using the TA instrument Q500 (New Castle, DE, USA) in accordance with 
ASTM E1131-08 (2014). These tests were performed at room temperature ranging from 
room temperature to 600°C at a heating rate of 10°C/min. The sample weighed 5 to 6 mg 
under a nitrogen atmosphere that flowed at 50 mL/min. 

Differential Scanning Calorimeter (DSC). A differential scanning calorimeter (DSC) 
test was evaluated with a TA instrument Q20 based on an adaptation of the ASTM 
D3418-15 standard (2015). In DSC, the samples weighing 5 and 6 mg were heated from 
room temperature to 250°C at 10°C/min throughout the heating cycle. The melting and 
crystallization behavior of materials was studied using a DSC thermograph. Equation 1 is 
used to calculate the percentage of crystallinity for each curve. The peaks of fusion values 
were applied to calculate the crystallinity degree (Xc) by fusion enthalpy values (∆Hm). The 
theoretical 100% crystalline (∆H100%) heat fusion of PA6 equals 230 J/g (Millot et al., 2015).

Xc = (∆Hm  / ∆H100% ) . 100   [1]

Dynamic Thermomechanical Analysis (DMA). Kenaf fiber / polyamide 6 composites 
were subjected to dynamic thermomechanical analysis (DMA) to measure the glass 
transition temperature (Tg), storage modulus (E’), loss modulus (E”), and loss factor (Tan 
δ) using the TA instrument Q800 following ASTM D4065-12 (2012). The test temperature 
ranged from room temperature to 200°C, a heating rate of 3°C/min, a frequency of 1 Hz, 
an amplitude of 15 m, and specimens of 60 mm x 12 mm x 3 mm. Three samples were 
tested, and the findings are reported as an average of tested samples. 

RESULTS AND DISCUSSION

Thermogravimetric Analysis (TGA)

The weight loss (TG) and its derivative (DTG) curves of neat PA6 and KF/PA6 composites 
are shown in Figures 1 and 2, respectively. The neat PA6 and KF/PA6 composites had 
found only one stage of the degradation process above 250°C. Increments in degradation 
temperature were observed with the increase in kenaf fiber content loading. The TG 
curve shows three mass loss steps. The first mass loss step for the neat PA6 and the KF/
PA6 composites was in the range of 30-130°C, which is attributed to absorbed moisture 
evaporation (El-shekeil, Sapuan, Abdan, et al., 2012; Şeker Hirçin et al., 2020; Xu et al., 
2019) and the neat PA6 showed more mass loss up to 4% compared to less than 3% in 
the kenaf fiber/PA6 composites. Besides, the degradation of the three main components 
of kenaf fibers, lignin, hemicellulose, and cellulose, are due to the second and third mass 
loss phases at 200–430°C and 360–480°C, respectively.
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Figure 1. The weight loss (TG) curves of neat PA6 and KF / PA6 composites for various KF loadings

The thermal stability of the neat PA6 and KF/PA6 composites can be seen by their 
thermal decomposition temperature at the initial (Tinitial) and final (Tfinal) as well as maximum 
decomposition temperature (Tmax) (Kamarudin et al., 2020). The temperature of maximal 
deterioration for neat PA6 and KF/PA6 composites appears to be approximately 350°C – 
450°C, similar to past researchers' findings (Kiziltas et al., 2016). Figure 2 shows thermal 
stability profiles for neat PA6 and KF/PA6 composites via derivative percentage weight 
thermograms (DTG). From the figure, the neat PA6 matrix decomposed rapidly at 425°C, 
which was comparatively higher than the KF/PA6 composites. The initial degradation 
temperature of neat PA6 was recorded at 249°C, and the degradation was completed at 
457°C, with a weight loss of about 95.03%. Upon blending PA6 and kenaf fiber, the KF/PA6 
composites decompose at a temperature less than neat PA6—initial and final temperatures of 
15wt.% kenaf fiber showed the lowest values compared to 5 wt.% and 10 wt.% kenaf fiber. 
It reflected the lower thermal stability compared to 5 wt.% and 10 wt.% kenaf fiber. It also 
showed the lowest decomposition temperature at 361°C with a weight loss of about 88.6%. 

The increase in kenaf fiber contents had recorded decreased thermal and summarized 
in Table 2. Lower thermal stability for all KF/PA6 composites is probably due to kenaf 
fiber's lower decomposition temperature behavior. It may have accelerated the disintegration 
of PA6’s crystalline form, thereby reducing the composite’s thermal stability (Kamarudin 
et al., 2020). Since some of PA6 has been replaced with less thermally stable kenaf fiber, 
the thermal stability of PA6 has been reduced. Furthermore, that may be because PA6's 
relative molecular mass has reduced (Zhu et al., 2020). Most researchers used chemical 
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fiber modifications to overcome the composite's thermal stability (Hashim et al., 2017). 
One of the studies by Akhtar et al. (2016) stated that due to a higher decomposition 
temperature, treated composites are more thermally stable than untreated composites. 
The alkali treatment increases the thermal stability of natural fiber composites (El-shekeil, 
Sapuan, Khalina, et al., 2012). The residue weight of the composite samples at the end 
of the TGA measurement increased proportionally from around 0.8% (neat PA6) to 7.6% 
(15wt.% kenaf fiber), showing that the higher residue for higher natural fiber contents is 
due to the more lignin constituent in the components. The lignin forms char and maintains 
the structural integrity of the composite. Therefore, a higher residue was found.

Table 2
TGA results of neat PA6 and KF/PA6 composite for various kenaf fiber loadings

Sample Tinitial 

(ºC)
Tfinal

(ºC)
Tmax

(ºC)
Weight loss 

(%)
Residue at 
600ºC (%)

PA6 249.81 457.29 425.72 95.03 0.808
5% KF 163.64 437.12 394.80 94.77 2.985

10% KF 129.92 438.20 395.46 92.00 4.430
15% KF 105.13 425.32 361.69 88.76 7.657

Figure 2. Derivatives percentage weight thermogram (DTG) curves of neat PA6 and KF/PA6 composites for 
various KF loadings
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Dynamic Mechanical Analysis (DMA)

Figure 3 shows the neat PA6 and KF/PA6 storage modulus. As the temperature increases, 
the storage modulus decreases due to kenaf fiber stiffness loss. The storage modulus of 
neat PA6 was 1177 MPa, while the KF/PA6 composite decreased to 1076 MPa with 5 wt.% 
kenaf fiber contents. The results showed that all KF/PA6 composites have lower storage 
modulus values than neat PA6. The damage to the matrix, degraded interfacial adhesion, 
and bonding strength between the matrix and fiber might be caused the storage modulus to 
reduce. The storage modulus of composites with poor adhesion has been found to produce 
composites with weak interfacial bonding (Akil et al., 2011). However, the 15 wt.% of kenaf 
fiber reinforcement was attributed to better stress transfer at the fiber interface, resulting 
in a higher modulus than 5 wt.% and 10 wt.%. 

Figure 4 shows the loss modulus of neat PA6 and KF/PA6 composites. The loss modulus 
of the neat PA6 shows the highest values of 111 MPa and followed by 15 wt.%, 10 wt.%, and 
5 wt.% kenaf fiber insertion composites with 89 MPa, 88 MPa, and 82 MPa, respectively. 
When kenaf fiber concentration is higher (15 wt.%), the polymer chain mobility’s restriction 
becomes severe. Under external stress, the kenaf fiber particles and the PA6 matrix rubbed 
against one another across the interface, increasing energy consumption compared to the 
neat PA6 molecular chain's movement as well as the loss modulus of the composite (Zhu 
et al., 2020). From the overall observation, the thermal-mechanical characteristics of kenaf 
fiber-reinforced polyamide 6 Composites were decreased in terms of storage modulus and 
loss modulus.

Figure 3. Storage modulus, E’ of neat PA6 and KF/PA6 composites for various KF loadings

Temperature (°C)

St
or

ag
e 

m
od

ul
us

 (M
Pa

)

0 50 100 150 200

1200

1000

800

600

400

200

0

1400

5% KF

10% KF

15% KF

PA6



Pertanika J. Sci. & Technol. 31 (5): 2361 - 2374 (2023)2368

Norihan Abdullah, Khalina Abdan, Mohd Huzaifah Mohd Roslim, Mohd Nazren Radzuan, Lee Ching Hao and Ayu Rafiqah Shafi

Figure 4. Loss modulus, E” of neat PA6 and KF/PA6 composites for various KF loadings

Figure 5 shows the Tan δ (damping) of neat PA6 and KF/PA6 composites for various 
KF loadings. The glass transition temperature, Tg, corresponds to the tan δ peak, and 
the damping is defined as the ratio of the loss modulus to the storage modulus. The KF/
PA6 composite's absolute value increased when the main tan δ peak moved to a higher 
temperature. The neat PA6 showed a tan δ max peak temperature of around 52°C, whereas 
the KF/PA6 composites ranged from 57 to 61°C, with the presence of the 5 wt.% kenaf 
fiber, it is shown that there was a shift in Tg to a higher temperature. The decreased mobility 
of the PA6 chains due to the appearance of kenaf fiber may explain the phenomena. The 
highest peak of the tan δ curve is observed on 10 wt% KF composite, indicating a greater 
damping property. Table 3 reports the DMA results for neat PA6 and KF/PA6 composites 
for various kenaf fiber loadings. The thermal properties of composites can be improved by 
improving fiber morphology during the treatment process (El-shekeil, Sapuan, Khalina, 
et al., 2012). The DMA of treated kenaf fiber improved the bondability and wettability 
between the polymer matrix and cellulosic reinforcement, according to Verma and Shukla 
(2018). It improves the load-carrying capacity of these green polymer composites.

Differential Scanning Calorimeter (DSC)

Figure 6 illustrates the DSC curves of neat PA6 and KF/PA6 composites for various KF, 
and Table 4 reports the DSC results for neat PA6 and KF/PA6 composites for different 
kenaf fiber loadings. The melting point of the neat PA6 was found to be 220°C. KF/PA6 
composites ranged between 218°C and 214°C, implying that the kenaf fiber had little 
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Figure 5. Tan δ (damping) of neat PA6 and KF/PA6 composites for various KF loadings

Table 3
DMA results of neat PA6 and KF/PA6 composites for various kenaf fiber loadings

Sample Storage modulus, E’
(MPa)

Loss modulus, E”
(MPa)

Tan Delta, δ

PA6 1177.49 111.49 0.1103
5% KF 1076.02 82.26 0.1303

10% KF 1077.74 88.89 0.1328
15% KF 1157.41 89.29 0.1113

influence on the Tm of the KF/PA6 composites. Tc values of neat PA6 were 208°C, and KF/
PA6 composites were between 200°C and 205°C. As a result, the addition of 5 wt.%, 10 
wt.%, and 15 wt.% kenaf fiber had little on the Tc of KF/PA6 composites. When the kenaf 
fiber was added to the PA6, the Tc value for the neat PA6 composites decreased. Adding 
kenaf fiber to the polymer prevents PA6 molecular chains from migrating and diffusing 
in the composites (Cheung et al., 2009; Huda et al., 2008). Thus, it has a negative effect 
on polymer crystallization, which results in a reduction in Tc. The kenaf fiber acted as a 
nucleating agent for the polymer to accelerate crystallization (Kamarudin et al., 2020).

The results showed that the addition of 5 wt.%, 10 wt.%, and 15 wt.% kenaf fiber in the 
PA6 matrix reduced the Tm. The kenaf fiber prevented the mobility of the PA6 molecular 
chains, resulting in partial crystals, which explains the KF/PA6 composite's decrease in 
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crystallinity. The fillers are good nucleating agents in polymer composites, influencing 
crystallization behavior significantly (Kamarudin et al., 2020). The kenaf fiber acts as a 
nucleating site for PA6 crystallization but can also act as a barrier to crystal development. 
Hence the composites have a lower crystallinity index than neat PA6. 

The Tg represented the mobility of the PA6 molecular chain in the amorphous area. The 
Tg of neat PA6 is 52°C. After adding 5% kenaf fiber, the Tg value was increased to 160°C. 
Tg was detected at a low temperature since neat PA6 had no compatibility constraints, 
and the molecular chain motion was not hindered (Kiziltas et al., 2016). The kenaf fiber 
particles hindered the neat PA6 molecular chain‘s mobility, which required high energy 
and free volume to achieve the glass transition. As a result, Tg rises in KF/PA6 composites 
compared to neat PA6. 

Figure 6. DSC thermograms of neat PA6 and KF/PA6 composites for various KF loadings

Table 4
DSC results of neat PA6 and KF/PA6 composites for various kenaf fiber loadings

Sample Melting 
temperature,

Tm (ºC)

Crystallization 
temperature,

Tc (ºC)

Glass transition,
Tg (ºC)

Crystallinity 
index,
Xc (%)

PA6 220.52 208.40 52.71 26.37
5% KF 214.31 200.16 160.68 22.11
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CONCLUSION

In this study, KF/PA6 composites with different contents of KF were prepared by melt 
compounded, and their thermal properties were investigated in terms of TGA, DMA, and 
DSC. The TGA analysis proved that the kenaf fiber reinforcement had decreased the thermal 
stability with evidence of decreased initial and final decomposition temperature. The DMA 
results showed that the thermal-mechanical characteristics of kenaf fiber composites have 
deteriorated in terms of storage and loss modulus. However, the DSC results depicted 
that the glass transition temperature (Tg) of KF/PA6 composites was shifted to a higher 
temperature due to the affection of the crystallization behavior in KF/PA6 composites. The 
results showed that the addition of 5 wt.%, 10 wt.%, and 15 wt.% kenaf fiber in the PA6 
matrix reduced the Tm. The composites have a lower crystallinity index than neat PA6. 
In conclusion, the thermal stability was decreased by increasing kenaf fiber loading. It is 
expected that lignocellulosic natural fibers always have higher flammability than polymer 
resins. Thus, improving the KF/PA6 composites can be further studied to increase thermal 
stability, such as through fiber treatment. 
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ABSTRACT

Lubricating grease is usually produced from mineral oil, making the relationship between 
grease and mineral oil unavoidable. Formulation of grease from waste oil can reduce 
the dependency of the grease industry on mineral oil as well as help to reduce the waste 
generation of used oil. This study aims to produce fumed silica (FS) grease from waste 
engine oil (WEO) and analyse the properties of the formulated grease. The method started 
with treating WEO to remove any contaminants in the used oil. After that, the greases 
are produced using a weight percentage ratio before being examined for consistency, oil 
separation, oil bleeding, FTIR (Fourier transform infrared spectroscopy) analysis, and 
corrosiveness. In terms of uniformity, oil separation, and oil bleeding, WEO percentage 
content had a substantial impact on the findings. The FTIR demonstrated that synthetic 
greases had the same spectra when evaluated between 500 cm-1 and 4000 cm-1. The grease's 
corrosiveness is low, as determined by class 1 corrosiveness toward the copper strip. 
However, the grease properties differ when consistency, oil bleeding and oil separation 
test is done. Higher oil content in grease produced high oil bleeding and separation 

but low consistency. As a conclusion of 
the results, fumed silica grease with oil 
percentages of 83 and 82 have the most 
grease-like features, showing that the grease 
fits the traits' requirements. Based on the 
investigation's findings, it was established 
that WEO may be used as a base oil in grease 
formulation and that the grease's properties 
are satisfactory. 
Keywords: Fumed Silica (FS), grease formulation, 

waste engine oil (WEO)
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INTRODUCTION

Lubricating grease is primarily composed of lubricating base fluid, a specific type of 
thickening agent, and an additive chosen based on the function of the grease. The base 
fluid is a lubricant, and the thickening acts as a sponge, holding the base fluid together. The 
base fluid used in grease is typically mineral oil, with a few instances of synthetic-base oil 
being utilised depending on the application. It is mostly because mineral oil may function 
satisfactorily as grease in industrial applications (Misozi et al., 2018). Metallic soap is 
the most common form of thickening used in grease production, which contains lithium, 
polyurea, aluminium, sodium, clay, and calcium (Daniel & Paulus, 2019). It will provide 
critical grease properties such as chemical and thermal stability, mechanical stability, 
and rheology. It also acts as a sponge, retaining the main fluid (Fan et al., 2018). Grease 
formulation also includes an additive addition which enhances the grease performance 
depending on the type of grease used. Incorporating additives into the grease improves 
properties such as high temperature, high pressure, water resistance, and anti-wear. 
Molybdenum Disulphate (MoS2) is a common additive found in grease. According to 
Epshteyn and Risdon (2010), MoS2 is a powder that ranges from dark grey to black. It is 
extensively employed in a wide range of non-aerospace applications. It was historically 
used as grease for bit lubrication and has long been a great solid lubricant (Fink, 2021). 

Lubricating grease is preferred in difficult-to-reach areas of mechanically rubbing or 
sophisticated machinery. Grease has several properties that allow it to retain stability in 
water, have highly consistent shear stability, and deal with viscosity fluctuations despite 
changes in temperature and pressure—all of which contribute to its functionality as a storage 
medium for base oil and additives (Adhvaryu et al., 2005). Grease is divided into numerous 
varieties based on its use, such as insoluble-solid thickened greases, polymer-thickened 
greases, soap-thickened greases, and lithium and aluminium grease (Casserly et al., 2018). 

Using waste oil as the primary oil in grease formulation is a new and emerging trend. 
Waste oil is petroleum-based or synthetic oil that has deteriorated due to pollution. It has 
lost its original properties due to pollutants (Japar, Aziz, & Razali, 2018; Japar, Aziz, 
Razali, & Rahman, 2018). The most frequent type of waste oil is automobile lubricant 
waste oil, abbreviated WEO. WEO is produced using motor oil. Motor oil waste is a 
high-contaminated commodity that must be treated with caution. Depletion of additives, 
metallic components, particle dirt and grits, and other asphaltic particles are examples 
of waste motor oil pollution (Tsai, 2011). Discharging waste oil into the ground or water 
streams, including sewage, can harm the environment. It could contaminate groundwater 
and soil (Hegazi et al., 2017). 

Many previous studies discovered that WEO might be utilised as a base oil in grease 
formulation. Except for sulfation, the properties of WEO after treatment are nearly identical 
to those of fresh engine oil. The current study intends to produce grease from WEO and 



Pertanika J. Sci. & Technol. 31 (5): 2375 - 2387 (2023) 2377

Innovative Formulation and Characterisation of Grease

then analyse the properties of the greases based on the results. The current trend in non-
soap grease manufacturing is to maximise the ability of Fumed silica (FS), known for its 
significantly small particle size and thickening effect, making it an excellent thickener. 
Because of its high surface energy, it is used in a wide range of industrial applications. 
Due to the flame reaction that occurs when silicon tetrachloride and oxygen come into 
contact, fumed silica is also known as pyrogenic silica (Ha et al., 2013). It is non-toxic 
and available in the form of white powder. It is commonly used as a thickening and anti-
caking agent. According to Rahman et al. (2018), it is composed of amorphous silicon 
dioxide with silanol groups all over it (Vansant et al., 1995). Because the silanol groups 
are so highly reactive, they can be used to start chemical reactions. Its reactivity surface 
is determined by the number of silanol groups surrounding the surfaces of FS powder. 
Aside from that, as opposed to a large surface area, Barthel et al. (2005) claimed that the 
structure of FS is related to having space-filling particle characteristics. Aside from that, FS 
is free of swelling or chemical inertness, making it an effective thickening agent (Barthel 
et al., 2005). It is one of the advantages available when compared to FS. Table 2 lists the 
numerous trials where FS was used as a grease thickener and additive. 

In other words, fumed silica (FS) is a white powder with an exceptionally low density. 
This thickener is non-melt and can be mixed with base oil. When FS is dispersed in oil, 
it has a texture similar to gel and is colourless. Furthermore, according to Whitby (2020), 
the network synthesis by FS in WCO increases the mixture's viscosity and thickens the 
structure stability. FS is resistant to oxidation, has a high-temperature tolerance, and has a 
significant thickening effect. Additionally, at relatively low concentrations, the FS particles 
can form the unique 3D network found in fumed silica (Santos et al., 2011).

It demonstrated that using fumed silica as a grease thickener is advantageous and 
improves the characteristics of the grease. Due to the fibrous matrix of the pore structure 
of FS, has tendency to entrap the base oil entirely until may turn from liquid into semi-
solid state. FS grease has excellent stability with minimal oil leakage and separation. The 
way of formulating grease also affects the homogenization process between base oil and 
thickener itself. An appropriate composition of grease gives significant effects especially 
in term of grease consistency, oil bleeding and oil separation. The FTIR analysis is also 
essential since it helps in defining the type of desired or undesired impurities availability 
since they have a tendency in effecting the corrosiveness of the grease due to corrosive 
agents like sulphur and metal content. Therefore, many criteria considerations should be 
taken in formulating grease to ensure it meets the commercial grease standard. 

MATERIALS AND METHODS

Materials

In this study, waste engine oil (WEO) with black visual colour and 0.8751 g/mL of density 
was acquired from a workshop in Kuantan, Pahang. Meanwhile, the fumed silica (FS) 
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of low-density white powder with 99% purities from R&M Chemical Kuala Lumpur, 
Malaysia was selected to be used in this study. The FS is supposed to have a high melting 
point of up to 1600°C.  

Grease Formulation

Pre-Treatment of WEO. The sedimentation of any large, suspended substance starts the 
process. The filtering operation was then started using a vacuum filter and a glass microfiber 
filter with a pore size of 1.2 µm. The filtration eliminated any small, suspended particles 
in the WEO. Evaporation was the final procedure, which helped to remove any moisture 
in the WEO by heating it for 1 hour at 120°C. The altered WEO was saved in a container 
for future usage. 

Preparation of Grease Using WEO. Abdulbari et al. (2008) developed the methodical 
process which leads to the production of FS grease, which begins with heating WEO for 
a minimum of one hour at a constant temperature of  120°C. Throughout the one-hour 
duration, the WEO is stirred to remove all moisture. The temperature is then lowered to 
80°C - 90°C in gradual phases before the gradual inclusion of FS begins. Both processes 
are done gradually to ensure thorough homogenisation (Abdulbari et al., 2008).

Sample WEO Thickener (FS)

FS
 G

re
as

e

FG85 85 15
FG84 84 16
FG83 83 17
FG82 82 18
FG81 81 19
FG80 80 20

The next step is to allow homogenisation, 
which is accomplished by allowing the 
homogeniser to run at a minimum speed of 
4000 rpm for three hours. When a substance 
similar to gel is produced, the grease 
production process is considered complete. 
The grease is then allowed to cool at room 
temperature. Following that, it must be kept 
in a closed container. Two days must elapse 
before testing to ensure complete cooling of 
the grease. It is to ensure that the test results 
are consistent, as the characteristics of the 
grease change with the presence of heat, 

Table 1 
Grease formulation ratio

particularly grease consistency. The grease formulation ratio employed in this study is 
shown in Table 1.

Grease Analysis

Several studies were carried out on the grease produced to establish its properties. The 
test includes consistency, oil separation, oil bleeding, FTIR (Fourier transform infrared 
spectroscopy) analysis, and corrosion testing. 
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Consistency Test

This test was performed using an SKF Grease Test Kit TGKT 1 set. The two glass plates 
were placed between a fixed amount of grease, which was then pushed for 15 seconds with 
the weight. Then, using a calibrated measuring scale with an NLGI grade, the consistency of 
the grease strain was inspected and assessed. This test procedure complied with ISO 2137 
(Japar et al., 2014), which details techniques for assessing the consistency of lubricating 
greases when only limited samples are available. Each grease's consistency level is shown 
by the NLGI results.

Oil Separation

Oil separation testing was done in accordance with ASTM D-1742 (Standard Test Method 
for Oil Separation from Lubricating Grease during Storage) to determine the propensity of 
oil to separate from grease during storage. The grease sample was kept at room temperature 
for a month in a sealed container.

Oil Bleeding

In this part, the SKF Grease Test Kit TGKT 1 was used as an alternative technique for the 
oil bleeding test, requiring only modest volumes of samples (Lugt, 2013). In accordance 
with the instructions in the SKF manual 1, a sample of fresh grease was placed on blotting 
paper and heated for 2 hr at 60°C using a hot plate. Using the bleed area and the percentage 
difference between the bleed areas of fresh grease and used grease, Equations 1 and 2 were 
used to determine the amount of oil stain formed on the paper. Grease that has been aged 
under two controlled conditions for 10 days at room temperature and at 70°C is referred 
to as used grease. 

     (1)

     (2)

Si denotes the difference between the bled areas from the fresh and used samples, DAV 
denotes the bleeding area's average diameter, and %Diff denotes the bled area's difference 
between the two samples.

FTIR (Fourier Transform Infrared Spectroscopy) Analysis

All the grease sample base oil and thickener types were determined using the Fourier 
transform infrared (FTIR) spectroscopy. The FTIR spectrum can reveal any changes and 
contamination in a grease sample by contrasting it with a fresh grease reference and a used 
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grease sample. Grease and oil characteristics were analysed in this experiment with wave 
numbers ranging from 500 to 4000 cm-1.

Corrosion Testing

The extent of the grease's corrosiveness toward copper strips was assessed using a corrosion 
test. This procedure was carried out in accordance with ASTM D4048 (Test Method for 
Detecting Copper Corrosion from Lubricating Grease by the Copper Strip Tarnish Test). 
The grease sample is placed on a copper strip prepared for this purpose and then heated 
in an oven or liquid bath at a predetermined temperature for a predetermined amount of 
time. After the test, the strips were removed from the sample, washed, and compared to 
the ASTM Copper Strip Corrosion Standards (ASTM D4048, 2018).

RESULT AND DISCUSSION

Grease Consistency

The most grease-like and beneficial greases have an NLGI grade 2-3 consistency or 220 - 
295 mm/10 penetration (Rizvi, 2009). The grease can be dislodged from its intended location 
if the surface is too smooth, and it may move to the intended spot to fail. The findings of the 
grease consistency study are shown in Table 2. According to the research, a higher quantity 
of WEO used in grease formulation resulted in softer grease. It is evidenced by the zero 
consistency of FG85 greases and the five consistency of FG80 greases. It supports Doyle's 
conclusion that the quantity of thickening used directly impacts the grease's consistency 
(Doyle, 2015). The trend was consistent when compared to data produced by Japar et 
al. (2019). According to the results of Japar et al. (2019), the consistency of the grease 
rose as the fumed silica content increased. However, because Japar et al. (2019) utilised 
transformer oil for grease formation, the data differs from the findings of this study. Table 
2 summarises the findings of this investigation on grease characteristics.

Table 2
Properties of formulated grease

FS grease NLGI grade Oil separation (%)
Oil bleeding (%)

At ambient at 70°C
FG85 0 5.7543 - -
FG84 1–2 4.3875 -16.4835 4.3269 
FG83 2 2.9645 -5.0251 1.6304
FG82 3 1.0056 -3.2609 -1.6484
FG81 4–5 0 2.9557 -2.4631
FG80 5 0 2.8846 -2.5126
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The consistency of the grease decreased as the ratio of WEO to thickener increased 
due to a low sponge-like structure that could hold the base oil. The oil became loosely 
held and easily separated from the thickening matrix system when the attraction between 
the thickening and the base oil decreased (Japar et al., 2019). When forced, the lower the 
viscosity of the grease, the more probable it is to spill oil (Abdulbari et al., 2011).

Oil Separation

When the grease was exposed to specific conditions, oil separation, also known as static oil 
bleeding or puddling, occurred. The low tension causes the grease to leak a small amount 
of oil. Oil separation can occur spontaneously in greases, and the rate is determined by the 
grease's composition. Oil separation is a grease that has released oil under static (storage) or 
typical running circumstances. Small pools of oil indicate static oil separation, especially if 
the grease surface is not smooth or uniform. Oil separation can happen when oil heated for 
a long time. This incident might occur either by keeping the grease in a warm atmosphere 
or by being exposed to pressure and altitude fluctuations within a warm environment 
storage. Grease having a poor consistency, as compared to firmer grease, is expected to 
have a higher proportion of oil separation (Zakani et al., 2018).

Table 2 summarises the findings of this experiment, which indicates the percentage of 
oil separation throughout storage duration. The oil separation values for FG81 and FG80 in 
Table 2 are unavailable since the grease consistency ranges between 4 and 5, necessitating 
a high matrix thickening force to hold the oil together. The more solid the grease becomes, 
the less probable it is to separate from the oil. However, due to oil separation, a thin layer 
of oil with a consistency of NLGI grade > 4 may be observed on top of the grease. As a 
consequence, the oil is gathered and weighed. Figure 1 depicts the results of an investigation 
into the effect of WEO content on grease oil separation. The value of oil separation increases 
as the WEO content in grease increases. It happened because there was no thickening matrix 
to keep the WEO contained inside the grease, causing the grease to flow.

According to the research, the oil separation is maximum at 85% WEO concentration, 
with a 5.75% oil separation. It is because of the high base oil concentration occurring 
during the formulation process. Since 80% WEO has the lowest base oil concentration, 
oil separation does not occur during the study. It occurred because the thickening in the 
grease held the oil together, reducing the potential of the oil to separate from the matrix 
thickener. A previous study by Japar et al. (2019) also demonstrated that grease with a high 
FS percentage did not remove the oil from the thickening matrix. 

Oil Bleeding

Oil bleeding, commonly called dynamic oil bleeding, is the controlled release of basic 
oils and additives in response to mechanical and thermal stress. Grease's ability to bleed 



Pertanika J. Sci. & Technol. 31 (5): 2375 - 2387 (2023)2382

Muhammad Auni Hairunnaja, Mohd Aizudin Abd Aziz, Nurul Waheeda Abdu Rahman,
Mohd Azmir Arifin, Khairuddin Md Isa and Umi Fazara Md Ali

is important since it lubricates machines at specified temperatures and conditions. On the 
other hand, uncontrolled oil bleeding will cause grease to leak out, causing the grease to dry 
out. As a result, a specific percentage of oil bleeding, ranging from -15 to +15%,  is optimal 
(Rahman et al., 2019). A hidden meaning exists between positive and negative signs of oil 
bleeding values. The positive sign value of oil bleeding indicates that the grease structure 
is soft and prone to bleed when applied. Meanwhile, the negative sign value indicates the 
hardness of the grease structure, which is unlikely to bleed even at high temperatures. The 
oil bleeding rate is quietly related to the amount of thickener in the grease composition. 
The higher the amount of thickener, the lower the tendency of oil bleeding rates (Gonçalves 
et al., 2015). This restriction applies to both new and old grease and indicates the grease's 
ability to operate without re-lubrication. 

Table 2 and Figure 2 show the findings of our inquiry on the link between WEO 
content and oil bleeding. However, due to the 0 consistency of the grease, the oil leakage 
percentage for FG85 is not calculated. A low NLGI grade may cause grease to leak, 
resulting in inaccurate figures. The results showed that when the WEO level increased, so 
did the proportion of FS grease oil leakage. It is because there are only a limited number 
of fibrous networks of thickening that can help in the retention of the base oil within the 
grease. Because of the limited number of fibrous networks, grease's resistance to oil flow 
was reduced, increasing grease permeability (Gonçalves et al., 2015).

One reason for conducting separate analyses at both temperatures (at room temperature 
and 70℃) is to distinguish the oil bleeding rate between normal and extreme conditions 
for the old grease. One of the conditions showed the grease characteristics after being 
used or exposed to high temperatures for a duration, while the other showed how the 
grease behaved after being stored for a duration of time. The grease condition and ability 
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Figure 1. Effect of WEO content on FS greases' oil separation
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to release oil after high-temperature exposure is expected to decrease compared to normal 
aged grease due to grease drying out and oil leakage during high-temperature exposure.  

Japar et al. (2019) discovered that when heated at 70°C and ambient temperature, the 
oil leakage of the grease is larger for grease with higher FS concentration. However, this 
study found the contrary. The results indicated that at 80% WEO concentration, the oil 
bleeding is 2.5%  at 70°C and 2.88%  at ambient temperature, while at 84%  WEO content, 
the oil bleeding is 4.3% at 70°C and 16.48% at ambient temperature. It could be due to the 
oil used, which imparts different qualities to the formed grease. Japar et al. (2019) utilised 
waste transformer oil as the base fluid in their investigation, which has different qualities 
from the WEO used in this study.  

FTIR Analysis

A useful tool for understanding chemical component availability in certain materials or 
goods is the Fourier Transform Infrared (FTIR) Spectroscopy. This equipment can also 
perform quantitative and qualitative organic and inorganic substance analyses. Several 
chemical compound groupings can be found in the oil, including additives, contaminants, 
and chemical modifications. The FTIR analysis of a grease sample is used to evaluate 
its content, such as additives, impurities, product degradation, and components. Figure 
3 depicts the FTIR spectrum of the tested FS grease. The FS grease spectrum revealed 
similarities and differences between the greases. It is because the components used in the 
grease composition are comparable. The only distinction between the two is the proportion 
of each constituent.
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The spectra of FS greases indicated a strong peak in the 2800 – 3000 cm-1 region, 
showing that C-H stretched (Nabi et al., 2013). The peaks continued in the 1450 – 1460 
cm-1 spectrum area, exhibiting CN stretch, and the 1350 – 1380 cm-1 spectrum area, 
exhibiting C-H symmetrical bend (Cyriac et al., 2016). The peak on the spectrum 1080 – 
2000 cm-1 showed the presence of a Si-O-Si stretch inside the FS greases, and the peak on 
the spectrum 800 – 810 cm-1 indicated the presence of an S–S stretch which indicates the 
presence of diesel that usually exist in used oil as a contaminant as well as thickener inside 
the grease, and the peak on the spectrum 450 – 460 cm-1 indicated the presence of halogen 
within the grease (Mudalip et al., 2012). However, the grease formulation is expected to 
have the minimum amount of impurities that have a lower effect on the grease properties. 

Sample Results Strip appearances

Freshly-polished strip

FG85 1b – slight tarnish (dark orange)

FG84 1b – slight tarnish (dark orange)
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Figure 3. FTIR spectrum of FS greases

Table 3
FS grease corrosiveness level towards the copper strip

Corrosion

A corrosion test can be done to predict the risk of an attack on lubricated goods containing 
copper or copper alloy. The ASTM D4048 standard determines how corrosive the grease is 
to the copper strip. The results of corrosion experiments on FS grease are shown in Table 3.
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Table 3 demonstrates that the formulated grease is not corrosive to the copper strip. 
All copper strips were corrosive in class 1 or above, specifically 1b, where only a small 
tarnish occurred on the tested copper strip and the strip's colour is dark orange.

CONCLUSION

In terms of WEO content, the grease produced by WEO was also high quality. WEO 
concentration has been proven to be related to oil bleeding and separation but is inversely 
proportional to grease consistency. According to the study findings, the FTIR analysis of 
the grease revealed no contaminant. It proved that the WEO treatment technique could 
eliminate contaminants found in WEO. Despite achieving only class 1 was achieved 
throughout this experiment, the formulated grease demonstrated decreased corrosiveness 
on the copper strip. According to the data acquired throughout the trial, FG83 and FG82 
have the most grease-like features, showing that the grease meets the standards for the 
traits. More study is also required to learn to discover more about the properties of grease. 
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ABSTRACT

Sub-standard soils are of great concern worldwide due to diverse economic losses and 
the possibility of severe environmental hazards ranging from catastrophic landslides, 
building collapse, and erosion to loss of lives and properties. This study explored the 
potential of urease-producing bacteria, Bacillus cereus and Bacillus paramycoides, to 
stabilise sub-standard soil bio-stabilisation. The maximum urease activity measured by 
B. cereus and B. paramycoides was 665 U/mL and 620 U/mL, respectively. B. cereus and 
B. paramycoides precipitated 943 ± 57 mg/L and 793 ± 51 mg/L of CaCO3 at an optical 
density (425 nm) of 1.01 and 1.09 and pH 8.83 and 8.59, respectively, after 96 hours of 
incubation. SEM microstructural analysis of the precipitated CaCO3 revealed crystals of 
various sizes (2.0–23.0 µm) with different morphologies. XRD analysis confirmed that 
the precipitated CaCO3 comprised calcite and aragonite crystals. SEM analysis of the 
microstructure of organic and sandy clay soils treated with B. cereus and B. paramycoides 
showed the formation of bio-precipitated calcium carbonate deposits on the soil particles 

(biocementing soil grains), with B. cereus 
precipitating more CaCO3 crystals with a 
better biocementing effect compared to B. 
paramycoides. Overall, the experimental 
results attributed CaCO3 formation to 
bacterial-associated processes, suggesting 
that soil ureolytic bacteria are potentially 
useful to stabilise sub-standard soil.

Keywords: Bio-stabilisation, calcite, calcium 

carbonate, micp, urease enzyme, ureolysis



Pertanika J. Sci. & Technol. 31 (5): 2389 - 2412 (2023)2390

Abdulaziz Dardau Aliyu, Muskhazli Mustafa, Nor Azwady Abd Aziz and Najaatu Shehu Hadi

INTRODUCTION

There is a high demand for land for civil infrastructure, particularly in urban areas, due to 
rapid population growth in both developing and developed nations (Sinha & Chattopadhyay, 
2016). On the contrary, landmass for various construction purposes continues to become 
relatively scarce (Bernardi et al., 2014). This rapid growth enhances the high demand 
for land utilisation to meet various basic human needs, necessitating infrastructural 
development on sub-standard soils (Chang et al., 2016). Geotechnical engineers define a 
sub-standard soil type as having inferior engineering features and cannot be effectively 
utilised for construction without an improvement technique (Rabenhorst et al., 2020). 
Indeed, there is an estimated global financial loss of up to seven billion US dollars annually 
due to the failure of various geotechnical structures built on sub-standard soils (Singh et 
al., 2020). 

In Malaysia, the Department of Environment reported that 2.56 million hectares of 
land (representing 7.74%) are covered with sub-standard peat soils, mostly distributed 
within Sarawak (1,697,847 hectares) and Selangor (164,708 hectares) states (Wahab et 
al., 2019; Sapar et al., 2020). Furthermore, during the last two decades, there have been 
more than 400 landslides comprising over 30 major landslides involving both natural and 
cut slopes, which have destroyed properties worth billions of ringgits and claimed over 
200 lives due to the high compressibility and low shear strength of these tropical peatland 
sub-standard soils (Makinda et al., 2018). The poor soil characteristics may affect the 
foundations of multi-storey buildings, pavements, retaining walls and dams with devastating 
consequences such as slip failures, local sinking and massive settlements. Thus, an urgent 
need is to develop an effective, less evasive, durable and relatively environment-friendly 
soil stabilisation method.

Despite the numerous advances in using conventional materials and methods for 
soil stabilisation, challenges remain to overcome (Nawarathna et al., 2018). Industrial 
manufacturing of mineral additives such as cement has economic and environmental 
concerns, such as high energy consumption and CO2 emission accounting for 7% of the 
world’s anthropogenic emissions (Nawarathna et al., 2018; Nething et al., 2020), which 
contributes to climate change (Wong, 2015). An alternative method to stabilise sub-
standard soil is microbial urease enzyme technology known as Microbially Induced Calcite 
Precipitation (MICP).

MICP utilises eco-friendly features of urease-producing bacteria to hydrolyse urea 
(ureolysis) in a series of complex biochemical reactions to generate ammonium and 
carbonate ions. The ammonium ions favour precipitation by increasing the pH (Terzis & 
Laloui, 2019; Filet et al., 2020). The bacteria cell surface has a net negative charge as a 
negative zeta potential (Renner & Weibel, 2011), thus providing binding sites for carbonate 
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ions with available divalent calcium ions within the micro-environment under sufficient 
supersaturation conditions, hence precipitating cementitious calcite crystals on the cell 
surface (Dardau et al., 2021). These precipitated inorganic carbonate crystals further 
cement soil grains together, filling inter-particle voids, thereby improving the physical and 
mechanical properties of sub-standard soils (Lutfian et al., 2020). The success of the MICP 
process is promoted primarily by in situ conditions such as particle size and distribution, 
temperature, water content and treatment conditions like cementation solution and bacterial 
concentrations (Dadda et al., 2018). 

MICP is considered one of the most effective soil stabilisation technologies (Ghosh 
et al., 2019; Ivanov et al., 2020), thus, has the potential to address a wide range of 
geoenvironmental and geotechnical issues (Miftah et al., 2020), including erosion control in 
coastal areas, enhancing the stability of non-piled and piled foundations, pavement surface 
treatment, reducing dust levels on exposed loose soil surfaces by binding the dust particles 
together, and reinforcing soil to improve underground constructions (Wath & Pusadkar, 
2016). Furthermore, the technique can also be applied to various soil types ranging from 
coarse and well-graded sands to finer soils, but it is more effective for coarse and well-
graded sands (Mortensen et al., 2011). Although previous literature presented encouraging 
and impressive results on the stabilisation of sub-standard soils via exogenous ureolytic 
bacterial strains procured commercially from microbial culturing centres (Jain & Arnapalli, 
2019; Hoang et al., 2019), the introduction of such strains to the soil environment may 
adversely disturb the natural eco-system balance (indigenous bacterial strains present). 

Furthermore, bacterial cultivation, special precautions required during mixing, the 
survivability of the exogenous bacteria and the long time required for the permeation of 
the bacteria render this process costly, thus challenging for large-scale implementation 
(Tiwari et al., 2021). However, very limited studies focus on the potential of indigenous 
ureolytic bacterial strains distributed within the soil (Bibi et al., 2018). Hence, this study 
focuses on the potential of indigenous soil urease-producing bacterial strains to reduce costs. 

This study focused on the potential MICP treatment of organic and sandy clay soils by 
indigenous ureolytic bacteria. It is also the first study involving the application of MICP 
using indigenous B. paramycoides for sub-standard soil stabilisation. The maximum 
urease activity of B. cereus and B. paramycoides were measured, and the bio-precipitated 
CaCO3 crystals were evaluated to prove the biocementing effect of both bacterial species 
as potential MICP agents to stabilise sandy clay and organic soils. The study outcomes 
are expected to serve as a reference for an improved, simple natural bio-mediated soil 
stabilisation method via the precipitation of calcium carbonate by ureolytic bacteria. 
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MATERIALS AND METHODS

Bacterial Culture

Two bacterial species, Bacillus cereus (https://www.ncbi.nlm.nih.gov/nuccore/
NR_115714.1) and Bacillus paramycoides (https://www.ncbi.nlm.nih.gov/nuccore/
NR_157734.1) were isolated from sub-standard soil on a farm at Universiti Putra 
Malaysia in Selangor, Malaysia. The bacterial species stocks were maintained in sterilised 
microcentrifuge tubes at -82°C in 30% sterile glycerol, and the bacterial cells were activated 
by cultivation on calcium carbonate precipitation agar containing 10 g/L NH4Cl, 3 g/L 
nutrient agar, 20 g/L agar, 20 g/L urea and 2.12 g/L NaHCO3 for 24 hr at 28 ± 0.5°C before 
use (Wei et al., 2015; Bibi et al., 2018).

Urease Activity 

The urease activity was quantified by the phenol hypochlorite assay as previously described 
by Chahal et al. (2011). The mixture was measured at an optical density of 626 nm, and 
ammonium chloride (50 to 100 µM) was used as a standard, with one unit of urease defined 
as the amount of enzyme hydrolysing 1 µmol urea/minute.

Quantification of Precipitated Crystals

The method adapted from Wei et al. (2015) was used to quantify the precipitated carbonate 
crystals produced by B. cereus and B. paramycoides. The bacterial isolates were grown 
in 100 mL of calcium carbonate precipitation (CCP) broth and incubated for 96 hr at 28 ± 
0.5°C, with an uninoculated CCP medium used as a control. After incubation, the bacterial 
cultures were centrifuged at 4,000 g for 4 min. The pellet containing precipitated CaCO3 
and the ureolytic bacteria cells were resuspended in 50 mL TE buffer (pH 8.5, 10 mM 
Tris, 1 mM EDTA) before 1 mg/mL lysozyme was added and incubated for 60 min at 37 
± 0.5°C to break down the ureolytic bacteria cell walls. The suspension was centrifuged to 
remove cell debris, and the pellet was washed with distilled water (pH 8.5), then air dried 
for 48 hr at 40 ± 0.5°C and weighed to quantify the precipitated carbonate crystals. The 
quick acid test, according to the method by Richardson et al. (2014), was then performed 
to confirm the formation of carbonate crystals. The precipitated carbonate crystals were 
placed in dried sterile test tubes before the dropwise addition of 10% (v/v) of hydrogen 
chloride. The rapid effervescence with bubble formation confirmed carbonate crystals. 

Characterisation of the Precipitated Crystals

The CaCO3 crystals were characterised by a scanning electron microscope (SEM) and 
X-ray diffraction (XRD) (Dhami et al., 2016; Liu et al., 2017). The samples were crushed 
to evenly distribute the particles before mounting them on the stub. The sample was then 
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gold sputtered (BAL - TEC SCD 005, Williston, USA) for 3 min to increase conductivity, 
and the stub was mounted onto the JSM–IT100 InTouch Scope TM (Tokyo, Japan). The XRD 
spectra of the crushed dried samples were obtained using Shimadzu 6000 Diffractometer 
(Kyoto, Japan) to identify the crystalline phase composition and crystalline nature (calcite, 
vaterite, aragonite or amorphous calcium carbonate crystals). The samples were scanned 
at 2.00 (deg/min) from 20.00 – 70.00 2Ɵ with the Cu anode at 30 kV and 30 mA. 

Analysis of the Role of Ureolytic Bacteria in MICP

The texture of the treated soil samples was determined as described by Towner (1974) 
and Ritchey et al. (2015), while the potential deposition of carbonate crystals by B. cereus 
and B. paramycoides to stabilise sandy clay soil and organic soil was studied based on 
the previously described method by Bibi et al. (2018). Approximately 50 mL cultures of 
urea medium containing 0.6 g of soil, 20 g/L of urea and 3.7 g/L of CaCl2.2H2O was used 
to inoculate ureolytic bacterial isolates with an initial concentration of 0.1 at an optical 
density of 600 nm. The culture was incubated at 28 ± 0.5°C at 120 rpm for 30 days on a 
controlled temperature incubator shaker (Infors Ecotron, Bottmingen, Switzerland). Ten 
experimental setups in triplicates were prepared, as shown in Table 1. B. cereus and B. 
paramycoides were cultured in tests A, B and C, D, respectively. On the 30th day, treated 
samples were washed three times with distilled water, and the pellets were oven dried at 
40 ± 0.5°C for 48 hr. Dried-treated soil samples were analysed using SEM and XRD to 
confirm CaCO3 (Dhami et al., 2016; Liu et al., 2017).

Table 1 
The experimental setup for analysis of ureolytic bacteria's role in calcite precipitation

Test Medium Soil type Isolate
A Urea + CaCl2.2H2O Sandy clay soil Bacillus cereus
B Urea + CaCl2.2H2O Organic soil Bacillus cereus
C Urea + CaCl2.2H2O Sandy clay soil Bacillus paramycoides
D Urea + CaCl2.2H2O Organic soil Bacillus paramycoides
E Urea + CaCl2.2H2O Organic soil -
F Urea + CaCl2.2H2O - -
G Urea Sandy clay soil -
H Urea Organic soil -
I Distilled water Sandy clay soil -
J Distilled water Organic soil -
K Distilled water - -
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RESULTS AND DISCUSSION

Bacterial Culture and Measurement of Urease Activity

There are diverse bacterial species inhabiting the soil, among which ureolytic bacteria are 
particularly abundant (Hasan, 2000; Oshiki et al., 2018). In the present study, B. cereus 
and B. paramycoides were isolated from farm soils, as such soils are rich in urea due to 
the frequent use of organic manure and synthetic urea fertilisers, which improve microbial 
activity through stimulating in situ urease-producing bacteria within the soil pores (Zhu 
& Dittrich, 2016). Farm soils contain urea for urease-producing bacteria to utilise as 
sole nitrogen and energy sources, thus, enhancing the rapid distribution, diversity and 
adaptability of these microbes within the soil environment (San Pablo et al., 2020; Svane 
et al., 2020). 

As shown in Figure 1, there was a steady increase in B. cereus and B. paramycoides 
urease activity with incubation time reaching a maximum urease activity of 665 U/mL 
and 620 U/mL, respectively, indicating their suitability as potential agents for MICP soil 
stabilisation. By comparison, the study by Chahal et al. (2011) reported unidentified soil 
ureolytic bacterial isolates with maximum urease activity of 598 U/mL, 593 U/mL and 
589 U/mL, respectively. Similarly, Li et al. (2015) reported that B. megaterium recorded 
maximum urease activity of 592 U/mL after 120 hr incubation. According to the study, B. 
megaterium increases the unconfined compressive strength of the urease-based treated sand 
sample to 1002 KPa with a decrease in permeability to 2.0 x 10-7 ms-1 due to the high urease 
activity recorded. The steady decrease in urease activity observed in this study after 96 hr 
and 120 hr is probably due to cell death, metabolism inhibition, exhaustion of nutrients, and 
enzyme degradation with time, leading to an irreversible loss of urease activity (Jiang et al., 
2016). Sub-standard soil stabilisation via MICP is initiated by the microbial enzyme urease, 
which catalyses urea decomposition (Bzura & Koncki, 2019), consequently increasing 
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Figure 1. Urease activity (optical density 626 nm) of 
B. cereus and B. paramycoides. Error bars represent 
the standard deviation of the mean

the pH and production of inorganic mineral 
carbonate crystals, such as calcite (Omoregie 
et al., 2019; Jiang et al., 2020).

Quantification of Precipitated Crystals

Individual ureolytic bacterial strains have 
different urease production rates, influencing 
the amount of CaCO3 precipitated (Qabany 
et al., 2011). Thus, it becomes paramount to 
determine the amount of CaCO3 produced 
by the ureolytic bacteria to evaluate its 
calcifying potential. Therefore, the CaCO3 
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precipitated at 96 hr incubation time by B. cereus and B. paramycoides was quantified and 
studied in relation to cell growth (Figure 2) and pH (Figure 3). As observed from Figure 2, 
the amount of CaCO3 precipitated by B. cereus and B. paramycoides were 655 mg/L and 
546 mg/L at a bacterial growth of 0.83 and 0.76 at the optical density of 425 nm within 
48 hr, respectively, while at 96 hr, the precipitated CaCO3 increased to 943 mg/L and 793 
mg/L with a corresponding increase in bacterial growth to 1.01 and 1.09 respectively. 
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Although both isolates recorded an increase in precipitation with time, B. cereus 
precipitated more CaCO3 than B. paramycoides. Further, most of the precipitated CaCO3 
by both isolates was produced within the first 48 hr, in contrast to the study of Kim et al. 
(2018), which reported that most calcite precipitation by Staphylococcus saprophyticus 
and Sporosarcina pasteurii occurred within 72 hr. This study adopted a 96 hr incubation 
based on the maximum precipitation period achieved by both bacteria. Wei et al. (2015) 
reported that B. lentus, B. diminuta and S. soli precipitated 931 mg/L, 842 mg/L and 456 
mg/L of CaCO3. Noteworthy, findings from previous reports and the current study reveal 
that individual ureolytic bacterial species precipitated different amounts of CaCO3 despite 
being incubated under similar growth and cultural conditions (Wei et al., 2015; Kim & 
Youn, 2016; Kim et al., 2018). This variation in the quantity of CaCO3 crystals precipitated 
across individual ureolytic bacterial species might be due to individual differences in 
bacterial urease activity, favouring CO3

2- concentrations generated during urea breakdown 
and resulting in differences in CaCO3 precipitation. Thus, the higher precipitation achieved 
by B. cereus compared to B. paramycoides in this study was expected based on the highest 
urease activity recorded (Figure 1), which was in relatively good agreement with the amount 
of calcium carbonate precipitated (Figure 2). 

The increased CaCO3 precipitation by both isolates corresponds to an individual 
increase in bacterial growth with increasing incubation over 96 hr. Further, B. paramycoides 
grew faster after 48 hr recording higher bacterial growth of 1.09 after 96 hr but precipitated 
less CaCO3 than B. cereus. It implies that higher bacterial cell growth may not correspond 
to higher urease activity which does not necessarily translate to a higher CaCO3 yield (Bibi 
et al., 2018) because urease activity is the main factor favouring a higher CaCO3 yield 
during MICP (Mwandira et al., 2019; Tang et al., 2020). 

Optimum proteolysis occurs at a pH favouring bacterial growth and metabolism, and 
the pH of the bacterial medium plays a significant role in inducing microbial morphological 
changes, affecting its stability and instigating enzyme secretion (Omoregie et al., 2017). 
Urea hydrolysis occurs due to the secretion of urease by the bacteria, which generates 
carbonate ions precipitated as CaCO3 crystals (Wu et al., 2017). As shown in Figure 3, B. 
cereus and B. paramycoides increased the medium pH to 8.33 and 8.21, respectively, after 
48 h, indicating that both isolates require an alkaline pH for maximum CaCO3 precipitation. 
The medium alkaline pH enhances the physiological conditions favourable for the ureolytic 
bacterial cell wall acting as the nucleation site for mass CaCO3 precipitation (Imran et 
al., 2019). After 96 hr, the CaCO3 precipitation reached a plateau pH of 8.83 and 8.59, 
respectively, implying that CaCO3 precipitation corresponds with an increase in pH over 
the incubation period, and this has been well documented in several studies (Park et al., 
2010; Keykha et al., 2017). The steady increase in pH may enhance the transportation of 
growth factors and other essential nutrients across the bacterial cell membrane, probably 
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by facilitating active transport or diffusion (Wiley & Stokes, 1963; Morsdorf & Kaltwasser, 
1989), favouring mass CaCO3 precipitation which enhances the MICP treatment of sub-
standard soils (Wu et al., 2017).

By comparison, Kim et al. (2018) reported maximum CaCO3 precipitation by 
Staphylococcus saprophyticus and S. pasteurii at pH 7.0, and Wei et al. (2015) reported a 
pH of 9.6 for B. lentus. It implies that individual ureolytic bacteria have their unique peak 
pH favouring maximum calcite precipitation, which varies from neutral to an alkaline pH. 

Characterisation of the Precipitated Crystals

Precipitated CaCO3 by both B. cereus and B. paramycoides was confirmed by a quick acid 
test (Figure 4) (Richardson et al., 2014). CaCO3 precipitated by B. cereus was visualised 
under a light microscope showing that some rhombohedral crystals formed aggregates, 
as shown in Figure 4a, while no precipitates were formed in the uninoculated medium. 
These precipitates were formed by supersaturation within the medium, with the bacterial 
cell wall acting as nucleation sites (Wang et al., 2017). The morphology of the CaCO3 
crystals observed in this study was relatively similar to the rhombohedral CaCO3 crystals 
previously observed in aggregates, as reported by the study of Al-Thawadi and Cord-
Ruwisch (2012). Noteworthy, in the present study, only calcite crystals were visualised 
under the light microscope, justifying further adaptation of the SEM-XRD technique for a 
more detailed microstructural analysis which confirmed the presence of aragonite crystals. 

Figure 4. Microscopic images of precipitated calcium carbonates viewed under Light microscope (a) Bacillus 
cereus (b) Bacillus paramycoides.

(a) (b)
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The XRD spectra of B. cereus precipitated CaCO3 (Figure 5a) showed distinct peaks 
at 23.2°, 29.6°, 36.1°, 39.6°, 48.6°, 57.5°, 60.8° and 64.8° attributed to the typical calcite 
structure abundantly precipitated with aragonite identified at 2theta diffraction angle of 
43.3°. Further, B. paramycoides CaCO3 XRD spectra (Figure 5b) showed characteristic 
diffraction peaks at an angle of 29.6°, 36.2°, 39.6°, 48.7° and 57.6°, 60.8°, revealing that 
the most precipitated bio-product was calcite. In comparison, only a 2theta diffraction angle 
of 43.3° was identified as aragonite. Therefore, calcite crystals were the most abundant 
precipitated CaCO3 polymorph by both B. cereus and B. paramycoides. 
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Figure 5. XRD spectra of precipitated calcium carbonate crystals by (a) B. cereus and (b) B. paramycoides

The B. cereus precipitated calcite minerals of different morphology comprised clustered 
rhombohedral crystals, cubic crystals of roughly similar sizes and a few irregular calcite 
crystals (Figure 6 a-c). Other crystals were also observed, like flower-shaped calcite up to 
8.0 µm in diameter (Figure 6c). The findings from this study were consistent with previous 
observations by Wei et al. (2015), Oral and Ercan (2018) and Wen et al. (2020). The irregular 
calcite crystals were amorphous with several tiny holes on the surface (2.7–3.4 µm). By 
contrast, Luo and Qian (2016) observed larger irregular calcite crystals of 50 µm diameter. 
Furthermore, the cubic crystals have smooth surfaces ranging from 2.0 to 2.7 µm. On the 
contrary, Zhang et al. (2019) reported larger irregular cubic crystals (53.4 µm). Irregular 
cubic and spherical crystals favour better soil biocementation (Tang et al., 2020). 

In contrast, the precipitated mineral induced by B. paramycoides was composed 
mainly of irregular calcite particles of different sizes (Figure 6f) and agglomerated 
rhomboids (Figure 6 d-e). The agglomerated rhombohedral calcite crystals were similar 
to those produced by B. cereus and similar to previous observations (Kakelar et al., 2016). 
Furthermore, the irregular calcite crystals (4.6–23.0 µm) induced by B. paramycoides had 
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a rough surface and were larger than the irregular calcite crystals (2.7–3.4 µm) precipitated 
by B. cereus. 

The differences in CaCO3 morphology are observed in numerous MICP processes and 
are usually influenced by several factors, such as differences in bacterial urease activity, 
which might be strain-specific (Kim & Lee, 2019), concentration and composition of the 
cementation solution, extracellular polymeric substances available on bacterial cell surfaces, 
rate of carbonation, CO2 concentration, temperature and pH (Cizer et al., 2008; Tang et 
al., 2020). Various CaCO3 crystal morphologies have been observed, including rhombic 
hexahedrons (Duo et al., 2018), ellipsoidal, spherical, rhombohedral (Dhami et al., 2013), 
flower-like, agglomerated rhomboids (Kakelar et al., 2016), lamellar rhombohedral (Zhang 
et al., 2019), irregular carbonate particles (Oral & Ercan, 2018), orthorhombic (Warren et 
al., 2001), hexagonal (Choi et al., 2017), framboidal aggregates (Mwandira et al., 2017), 
sponge-like (Srivastava et al., 2014) and capsule shape (Nawarathna et al., 2019). 

Based on the SEM micrographs, no bacterial cells were visualised on crystals due to the 
lysozyme enzyme added to the medium after incubation, which breakdown all bacterial cell 
walls for clear differentiation of the crystals. By contrast, other authors observed bacterial 
cells embedded on similarly precipitated CaCO3 crystals of different morphologies, as 
reported in this study. It demonstrated the direct involvement of the bacterial cell walls as 
nucleation sites for crystal formation (Bang et al., 2001; Duo et al., 2018). Interestingly, 
calcite formation from the recrystallisation of spherical vaterite crystals (2.9–5.3 µm) was 
partially observed in precipitated CaCO3 by both B. cereus and B. paramycoides (Figure 
6). It suggests that the calcite crystals were formed by the transformational disintegration 
and dissolution of earlier spherical vaterite crystals. Biocementation may commence with 
the initial formation of vaterite spherical crystals, which are meta-stable (Al-Thawadi & 
Cord-Ruwisch, 2012) but may gradually dissolve to recrystallise and form a more stable 
rhombohedral permanent calcite structure under a longer incubation period (Warren et al., 
2001; Cheng et al., 2014). 

However, the mechanism of rhombohedral crystal formation from spherical crystals 
remains unclear. Oral and Ercan (2018) observed the polymorphic transformation of 
vaterite to calcite with increased pH, indicating that this phenomenon might be related 
to supersaturation changes upon pH alteration. Kakelar et al. (2016) suggested that (1) 
vaterite crystals formation is kinetically favoured at higher urease activity, but when 
the urea is exhausted, there is a continuous decrease in urease activity, favouring calcite 
crystals formation and (2) the longer nucleation phase quickly decreases saturation which 
accelerates recrystallisation and dissolution, thus, favouring calcite abundance over vaterite. 
It may explain why no vaterite crystals were observed in the current study. Of note, factors 
influencing the polymorphic form of ureolytic bacterial CaCO3 precipitation include the 
temperature of the solution, pH, precipitation time, degree of saturation, presence of 
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Figure 6. SEM micrographs showing different morphologies of precipitated calcium carbonate crystals by 
(a, b, c) Bacillus cereus and (d, e, f) Bacillus paramycoides

additives, the solvent used to dissolve precursors and stirring velocity (Oral & Ercan, 
2018). In summary, the characterisation of CaCO3 crystals induced by different ureolytic 
bacterial species favours the selection of the optimal species, thus, maximising the MICP 
efficiency. Further, photographs from SEM microanalysis have shown CaCO3 crystals of 
different morphologies, confirmed by XRD to be mostly calcite precipitated by both B. 
cereus and B. paramycoides.
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Analysis of the Role of Ureolytic Bacteria in MICP

Applying MICP to sub-standard soil will eventually result in the binding of the soil grains 
and the filling of inter-particle voids to stabilise the soil (Muthukkumaran & Shashank, 
2016). In the current study, two soil types, sandy clay soil and organic soil, were treated with 
B. cereus and B. paramycoides. Figure 7 depicts treated organic and sandy clay soil by B. 
cereus formed flat, irregularly shaped solids of 24 mm and 22 mm in diameter, respectively; 
hence, indicating that B. cereus precipitated more CaCO3 compared to B. paramycoides. 
Thus, consistent with previous results (Figure 2). It has been shown that larger CaCO3 
crystals favour coarse-grained soil cementation, while smaller CaCO3 crystals are more 
conducive to fine-grained soil biocementation of the treated soils (Tang et al., 2020). 

By comparison, based on this study, B. cereus precipitated much smaller CaCO3 crystals 
of 2.0–8.0 µm in diameter (Figure 6 a-c) than B. paramycoides which precipitated larger 
CaCO3 crystals of 4.6–23.0 µm in diameter (Figure 6 e-f). Notably, the texture of organic 
and sandy clay soil treated in this study is silky and fine, therefore more favourable to 
biocementation with smaller CaCO3 crystals. It is because fine-grained sands have smaller 
intergranular distances and more intergranular contacts. Hence, most of the smaller CaCO3 

coats the contact points, which could eventually enhance the overall cementation efficiency 
(Tang et al., 2020). It also might have further favoured B. cereus's visible bio-cementation 
effect (Figure 7) over B. paramycoides because B. cereus precipitated much smaller CaCO3 
crystals. A detailed future study on factors influencing soil biocementation should be 
conducted to clarify the discrepancy in calcite crystal biocementation potential.   

Figure 7. Biocementation of soil samples treated by Bacillus cereus (a) sandy clay soil and (b) organic soil
(a) (b)
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The SEM-XRD microstructural analysis confirmed the deposition of bio-precipitated 
CaCO3 on the treated soil grains by both bacterial species. The microstructural analysis of 
untreated soil samples (Figure 8 a and b) showed that the particle surfaces were smooth 
and distributed with large pores. By comparison, the inter-particle voids of all treated soil 
samples in Figure 8 (c, d, e, f) were densely filled and cemented by precipitated CaCO3. 
SEM images of the treated soil samples in Figure 8f with only urea-calcium chloride 
medium showed particles surrounded with CaCO3 even though the soil was not treated 
with any ureolytic bacteria under study. 

XRD results of untreated soil showed characteristic diffraction peaks at 24.9°, 26.86°, 
50.34°, 60.12° and 62.62° identified as defernite crystalline minerals which may be found 
in soil (Figure 9a) (Taner & Martin, 2013). The current study confirmed no CaCO3 crystals 
in the untreated soil sample. Furthermore, the XRD results of treated soil samples with 
only urea-calcium chloride medium showed (Figure 9b) 2theta diffraction angles of 24.9°, 
26.7°, 50.2° and 55.0°, which were attributed to defernite mineral. In comparison, distinct 
peaks at 20.9° and 62.3° were identified as vaterite and calcite, respectively. The abundant 
defernite minerals observed are part of the natural soil composition, as similarly observed 
in the untreated soil sample (Figure 9a), while the few calcite and vaterite crystals found 
may have been precipitated by the soil indigenous ureolytic bacteria since no CaCO3 was 
introduced into the medium throughout the incubation period. 

It is contrary to the study by Bibi et al. (2018), who reported no crystals or amorphous 
calcium carbonate precipitated after 30 days of incubation with only urea-calcium chloride 
medium on sampled soil from the Qatar desert. However, the present findings were expected 
as the sampled soils were urea-rich due to the frequent application of synthetic urea and 
organic manure during crop cultivation. Hence, such soils favour biodiversity and abundant 
distribution of in situ ureolytic bacteria (Zhu & Dittrich, 2016). 

The microstructural analysis of sandy clay soil treated with B. cereus and B. 
paramycoides (Figure 8 c-f) showed pore spaces of soil grains surrounded by CaCO3. The 
morphology of individual CaCO3 crystals was not visible due to the dense formation of 
CaCO3 clusters. However, the distribution of CaCO3 bonds was qualitatively visualised, 
covering soil grains and forming bridges between grains. It is similar to the findings utilising 
pure cultures such as B. licheniformis (Helmi et al., 2016), S. pasteurii (Liu et al., 2021), 
B. subtilis, S. pasteurii and B. sphaericus (Sharma et al., 2021). The XRD spectra of B. 
cereus treated sandy clay soil (Figure 9c) showed distinct peaks at 29.6°, 36.1°, 39.6°, 
48.7°, 57.6° and 61.0° attributed to calcite abundantly precipitated with some aragonite 
identified at 2theta diffraction angle of 43.4° in addition to peaks at 23.2°, 26.8° and 47.7° 
attributed to defernite crystals believed present in the soil. Furthermore, B. paramycoides 
treated sandy clay soil (Figure 9d) showed characteristic diffraction peaks at an angle of 
29.4°, 36.0°, 39.4°, 43.1°, 48.4° and 57.4° revealing that the most precipitated bio-product 
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Figure 8. SEM micrographs of untreated/treated soil samples after 30 days of incubation at 28°C ± 0.5°C. (a) 
Untreated sandy clay soil sample, (b) Treated sandy clay soil by Bacillus cereus, (c) Treated sandy clay soil 
by Bacillus paramycoides, (d) Treated organic soil by Bacillus cereus, (e) Treated organic soil by Bacillus 
paramycoides, and (f) Treated soil sample with urea–calcium chloride medium only.

was calcite. In comparison, the only 2theta diffraction angle of 47.5° was identified as 
scawtite, a carbonised calcium silicate hydrate crystalline mineral believed to be in the 
soil (Grice, 2005). 
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Figure 8 (b, c, d & e) shows the SEM images of biocemented organic soil treated with 
B. cereus and B. paramycoides, respectively, with bio-precipitated CaCO3 on the surfaces 
and contact points of soil particles. The CaCO3 crystals were integrated tightly around the 
entire soil grain structure, with a decreased distance between the grains. Duo et al. (2018) 
found that the CaCO3 crystals between soil particles improved the strength, enhanced the 
bearing capacity and reduced the permeability of the soil structure. The XRD spectra (Figure 
9e) confirmed calcite to be the most abundant precipitated CaCO3 polymorph by B. cereus 
with distinct peaks at 29.6°, 36.1°, 39.6°, 48.6°, 57.6° and 61.0°, with aragonite identified 
at peak 43.3°, in addition to peaks at 23.2°, 26.7° and 47.6° attributed to defernite. B. 
paramycoides precipitated calcite most at 2theta diffraction angles of 29.8°, 39.8° and 43.5°, 
while vaterite and aragonite were identified at 27.0°, 61.4° and 36.3°, 48.9° respectively 
in addition to scawtite at a diffraction angle of 23.5°, 47.8° and 57.8° (Figure 9f). 
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In the present study, all three polymorphic forms of crystalline CaCO3 (calcite, vaterite 
and aragonite) were precipitated, with calcite being the most abundant CaCO3 polymorph 
deposited onto the soil grains by both B. cereus and B. paramycoides, followed by vaterite 
and aragonite. Of note, vaterite is not naturally abundant but is an important precursor in 
calcite formation (Mwandira et al., 2017). Meanwhile, B. cereus precipitated more calcite 
than B. paramycoides in all treatments in this study. Consistent with our findings, most 
studies conducted through ureolysis-driven MICP confirmed calcite and vaterite crystalline 
polymorphic forms as the most precipitated (Al-Thawadi & Cord-Ruwisch, 2012; Algaifi 
et al., 2020). Calcite is the most preferable in MICP as it is the most thermodynamically 
stable polymorph (Chang et al., 2017). The solubility of CaCO3 polymorphs increases 
in the order of calcite, aragonite, vaterite and amorphous calcium carbonate (Chang et 
al., 2017). Therefore, the lower solubility of aragonite and vaterite makes it difficult to 
obtain these polymorphs (Oral & Ercan, 2018). The characteristics mentioned above-
favoured calcite over other CaCO3 polymorphs in MICP for an effective soil stabilisation 
method. Although little is known with regard to what causes the bacterial precipitation 
of a particular polymorphic form of CaCO3, previous investigations have shown that the 
selective precipitation of a specific polymorphic form is influenced by complex processes 
governed by several biotic and abiotic factors ranging from pH, urease enzyme specific 
amino acid sequence, medium composition to bacterial extracellular polymeric substances 
(Wei et al., 2015).   

The calcite crystals observed in this study as the most precipitated polymorphic form 
of CaCO3 in all treatments with B. cereus and B. paramycoides agreed with numerous 
studies (Bang et al., 2010; Achal et al., 2013). However, studies by Akyol et al. (2017) 
reported vaterite as the most precipitated form of CaCO3, while Zhang et al. (2019) reported 
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Figure 9. XRD spectra of (a) Untreated soil sample, (b) Treated soil sample with Urea + CaCl2.2H2O, (c) Treated 
sandy clay soil sample by B. cereus, (d) Treated sandy clay soil sample by B. paramycoides, (e) Treated organic 
soil sample by B. cereus, (f) Treated organic soil sample by B. paramycoides
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aragonite as the most precipitated. Other polymorphic forms of bio-precipitated calcium 
carbonate include amorphous calcium carbonate and two hydrated crystalline phases: 
hexahydrocalcite (CaCO3.6H2O) and monohydrocalcite (CaCO3.H2O) (Anitha et al., 2018). 
Therefore, future comprehensive investigation of the parameters determining the formation 
of the polymorphic forms of CaCO3 should be conducted. 

In all cases, CaCO3 mineral formation was bacteria associated, as none of the cultures 
had introduced CaCO3 sources, and no mineral formation was detected in a medium 
without bacteria. Hence, the dynamic process of MICP leading to CaCO3 precipitation is 
not chemically induced but microbially induced and directly linked with urea hydrolysis 
by bacterial urease activity (Alonso et al., 2018; Badiee et al., 2019; Osinubi et al., 2019).

CONCLUSION 
B. cereus and B. paramycoides demonstrated high urease activity and precipitated large 
amounts of CaCO3, including the three polymorphic forms of calcite, vaterite and aragonite. 
Since it is the most thermodynamically stable polymorph, calcite crystals were the most 
precipitated and preferable in MICP. Applying B. cereus and B. paramycoides to treat both 
organic and sandy clay soils results in the dense formation of CaCO3 biocementing soil 
grains and filling inter-particle voids. Of note, B. cereus recorded the highest urease activity 
and precipitated more calcite with a better biocementing effect than B. paramycoides. 
Therefore, B. cereus is the preferred MICP bacterial candidate with the highest potential 
to be utilised as an agent for soil bio-stabilisation. This study established the presence of 
active indigenous urease CaCO3 precipitating bacteria within the soil and their promising 
potential application as potential MICP agents for soil stabilisation.
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ABSTRACT
In hospitals, the chemical formaldehyde is commonly utilised to preserve tissues. The 
healthcare personnel exposed to formaldehyde the most work in histopathology laboratories. 
This study aims to determine the health effects of everyday formaldehyde exposure on 
healthcare professionals in the histopathology laboratory. Cross-sectional comparative 
research was used for the study design. The 8-hour time-weighted-average (TWA8) 
formaldehyde level was measured at the histopathology laboratory at Hospital Queen 
Elizabeth in Sabah and the administration office (control) using the real-time colorimetric 
tube method. Workers in both places were required to answer a questionnaire on their health 
status. The TWA8 formaldehyde level was higher in the exposed area (0.113 ppm) than in 
the unexposed area (0.031 ppm). Air samplings showed that formaldehyde exposure levels 
in the exposed area (0.108 ± 0.026 ppm) were significantly higher than in an unexposed 
area (0.028 ± 0.018 ppm) at p < 0.001. Symptoms closely related to formaldehyde exposure 
were 51% in the histopathology laboratory workers, greater than 35% in the control group 
(p < 0.05). The workers showed six symptoms: irritated eyes, sore throat, cough, runny 
nose, sneezing and headache. Although the level of occupational workplace exposure to 
formaldehyde in the histopathology laboratory was below the recommended limit, the 

health symptoms related to formaldehyde 
among the exposed group were detected. 
Enhancing control measures for indoor air 
quality improvement in the working area is 
required to minimise the health risk among 
laboratory workers.

Keywords: Health symptoms, healthcare workers, 

histopathology, occupational formaldehyde exposure
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INTRODUCTION

Formaldehyde is a combustible, colourless, pungent-smelling, and easily polymerised gas at 
standard room temperature and pressure (WHO, 2000). Despite having the potential to cause 
cancer, it is often applied in medical settings around the globe, including as a disinfectant 
in surgical units, a sterilising agent, and the preservation of tissues in histopathology 
laboratories (Bono et al., 2012; Xu & Zhang, 2003). Many healthcare workers are exposed 
to formaldehyde during occupational activities (Kim et al., 2011). Formaldehyde, an 
occupational indoor air pollutant,  is quickly volatilised and released into the workplace 
atmosphere (Jerusalem & Galarpe, 2015; Norbäck et al., 2017).

Health practitioners who work in histopathological and anatomical laboratories are 
more at risk compared to other laboratory workers due to the higher levels of formaldehyde 
exposed to them every day as a result of their routine, whether by inhaling or direct contact 
with their skin (Zain et al., 2019). Symptoms linked to exposure to formaldehyde among 
healthcare workers can be acute or chronic (Binawara et al., 2010; Hauptmann et al., 
2009). According to some studies, brief and long-term exposure by inhaling formaldehyde 
is correlated to respiratory disorder manifestations and eye, nasal, and throat discomfort 
(Takahashi et al., 2007). 

Based on a recent study investigating formaldehyde exposure and health symptoms 
in several hospitals in the Klang Valley of Malaysia, 37% of personnel working in the 
histopathology laboratories and 16% of unexposed workers thought their symptoms 
were connected to their present working environment (Zain et al., 2019). A formaldehyde 
exposure level beyond the permitted amount degrades the air quality and increases the risk 
to workers' health (Elshaer & Mahmoud, 2017), especially in hospital pathology laboratories 
(Ghasemkhani et al., 2005; Jerusalem & Galarpe, 2015). 

There are numerous standards for evaluating hazards and risk assessments in the 
workplace. Aside from broad standards in Malaysia, special criteria for substances that 
are often used or are primarily dangerous should be followed (Malaysia DOSH, 2018). 
Under the requirements of the Occupational Safety and Health (Use and Standard of 
Exposure of Chemicals Hazardous to Health) (OSH (USECHH)) Regulations 2000, the 
amount of formaldehyde in the air should not exceed 0.3 ppm (ceiling limit of airborne 
concentration) throughout a working hour (Malaysia DOSH, 2000). However, the OSH 
(USECHH) Regulations 2000 does not state the formaldehyde level airborne that a 
worker may be exposed to over an 8-hour day (TWA8). Among the standards proposed by 
the international organisation for formaldehyde, TWA8 limit values are 0.75 ppm by the 
Occupational Safety and Health Administration (OSHA-USA) and 0.1 ppm by the American 
Conference of Governmental Industrial Hygienists (ACGIH-USA), which is similar to the 
Malaysia Industry Code of Practice on Indoor Air Quality (ICOP) 2010 (Ministry of Human 
Resources, 2010; Motta et al., 2021; Salthammer et al., 2010). Employers are required and 
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accountable under OSH (USECHH) Regulation 2000 to complete Chemical Health Risk 
Assessments (CHRA) on any chemicals used at the workplace (Malaysia DOSH, 2018). 
Additionally, under specific conditions, the employer must carry out Chemical Exposure 
Monitoring (CEM) to track chemicals and Medical Surveillance to monitor exposed 
workers' health (MOH, 2010). 

The exposure to formaldehyde and its relation to health symptoms among healthcare 
workers in histopathology laboratories in North Borneo still needs to be adequately studied. 
Hence, to fill in the knowledge gap, this study aims to assess the exposure to formaldehyde 
and determine the association between formaldehyde exposure and health symptoms among 
healthcare workers in the histopathology laboratory in North Borneo.

METHODOLOGY

Cross-sectional comparative research was used for the study design to determine 
formaldehyde exposure and health symptoms among healthcare workers in the 
histopathology laboratory in comparison to the staff of the administration office (as control) 
in Hospital Queen Elizabeth, Sabah, Malaysia. The study was performed from March 2021 
until May 2021, involving air sampling measurements and a survey on health symptoms. 

Workplace exposure was measured from 8 a.m. to 5 p.m., i.e., the standard working 
hour to reflect the 8-hr time-weighted-average (TWA8) formaldehyde level. Real-time 
formaldehyde exposure levels were collected from the histopathology laboratory and the 
administrative office using Dräger-Tube pump type accuro with the selection of colorimetric 
Dräger tubes of 0.2/a (0.2 to 5 ppm) with activation tube. All samples were collected during 
working days as the sampling strategy is based on a similar exposure group (Clerc et al., 
2020; Parikh et al., 2009).

The formaldehyde level of exposure was measured by employing the real-time method. 
This sampling method complied with the standard recommended by the Department of 
Occupational Safety and Health (DOSH) Malaysia (Ministry of Human Resources, 2010). 
The research team was trained by a certified industrial hygienist to avoid measurement 
bias. The instrument was calibrated before use, and the colorimetric tubes had not passed 
their expiration date. Data collection was conducted by positioning the instrument at the 
middle point of the workspace area. Sampling was done at the height of 1.5 meters of the 
sampling areas, namely the administrative office and the histopathology laboratory.

The sampling procedure for the survey on health symptoms is non-probability purposive 
sampling among healthcare workers in the histopathology laboratory and administrative 
office in Hospital Queen Elizabeth, Sabah. The healthcare workers were asked for consent 
before filling in sociodemographic data and answering the questionnaire. The questionnaire 
assessing symptoms of formaldehyde exposure among healthcare workers listed the 
symptoms linked to occupational formaldehyde exposure (Zain et al., 2019). Follow-up 
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on responses from the healthcare workers was carried out by sending reminders from time 
to time to control non-response bias.

Data were analysed using Microsoft Excel. Statistical analysis was done using IBM 
Statistical Packages for Social Sciences (SPSS) version 20.0. Descriptive statistics were 
computed to examine and characterise the data. The first hypothesis, the difference in 
formaldehyde exposure levels between the histopathology laboratory (exposed) and 
administrative office (unexposed), was assessed using the Mann-Whitney U test. The second 
hypothesis, the relationship between categorical variables of symptoms and formaldehyde 
exposure, was evaluated using the chi-square or Fisher's exact test. Every statistical test 
was performed with a 95% confidence interval and p-value of 0.05.

RESULTS

A total of 20 samples of formaldehyde exposure levels were measured, with 10 samples 
from the histopathology laboratory (exposed area) and 10 samples from the administrative 
office (unexposed area). The measurements in both areas are less than Malaysia’s 
Occupational Safety and Health Act 1994 permitted level (Table 1).

Table 1
Formaldehyde exposure levels in histopathology laboratory and administration office

Histopathology Laboratory
(ppm)

Administration Office
(ppm)

1 hour before 8 working hours 0.125 0
8 working hours:
Hour-1 0.125 0
Hour-2 0.125 0.05
Hour-3 0.125 0.05
Hour-4 0.1 0.025
Hour-5 0.1 0.025
Hour-6 0.125 0.025
Hour-7 0.125 0.05
Hour-8 0.075 0.025
1 hour after 8 working hours 0.05 0.025
TWA8 0.113 0.031
Reference limit 0.750a 0.3b

aThe United States Occupational Safety and Health Administration (US OSHA) Permissible Exposure Limit 
(PEL), 1993.
bMalaysia Occupational Safety and Health Act 1994 (Act 514) Ceiling Limit Airborne Concentration, 2000.
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The TWA8 level of formaldehyde exposure recorded in the histopathology laboratory 
was higher than in the administrative office (unexposed) at 0.113 ppm and 0.031 ppm, 
respectively. This result stipulated that the amount of formaldehyde exposure for the 
histopathology laboratory was 365% greater than the administrative office.

Formaldehyde exposure levels in the histopathology laboratory were greater (p < 
0.001) compared to the administrative office in Hospital Queen Elizabeth with the means 
of 0.108 ± 0.026 ppm and 0.028 ± 0.018 ppm, respectively (Table 2). 

Table 2
Formaldehyde exposure in the histopathology laboratory compared to the administration office in Hospital 
Queen Elizabeth 

Variable Histopathology 
laboratory 
(n = 10*)

Administration 
office 

(n = 10*)

Z value p-value

Mean ± S.D.
Formaldehyde 
exposure (ppm)

0.108 ± 0.026 0.028 ± 0.018 -3.762 < .001**

* Results should be interpreted cautiously due to the small sample sizes (n < 40)
** Significant at p < 0.01 (Mann-Whitney U Test)

There were 205 survey participants, comprising 164 from the histopathology laboratory 
and 41 from the administrative office. The distribution of responses (Table 3) corresponds to 
the socio-demographic characteristics of both groups. The 73.8% and 75.6% of healthcare 
workers, respectively, were predominately female. The age range of 31 to 40 made up 
57.6% of the respondents. Almost all the respondents were non-smoking. 

Table 3
Socio-demography characteristics of the histopathology laboratory workers and administration office staff

Histopathology Laboratory workers
N = 41, n (%)

Administration Office staff
N = 164, n (%)

Gender
Female 31 (75.6%) 121 (73.8%)
Male 10 (24.4%) 43 (26.2%)
Age group
21 – 30 - 24 (14.6%)
31 – 40 35 (85.4%) 83 (50.6%)
41 – 50 5 (12.2%) 39 (23.8%)
51 – 60 1 (2.4%) 18 (11.0%)
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Table 4 shows the distribution of respondents according to their occupational 
backgrounds in both groups. In terms of occupation, 63.4% of the unexposed group were 
general workers or clerks, whereas 34.1% of the exposed group worked were medical 
laboratory technologists, and 43.9% were medical officers. The total number of participants 
working at the same workplace for over a year was 92.2%.

Table 3 (Continue)

Histopathology Laboratory workers
N = 41, n (%)

Administration Office staff
N = 164, n (%)

Ethnicity
Chinese 6 (14.6%) 7 (4.3%)
Indian 3 (7.3%) 1 (0.6%)
Malay 12 (29.3%) 29 (17.7%)
Sabahan 20 (48.8%) 127 (77.4%)
Smoking
No 39 (95.1%) 158 (96.3%)
Yes 2 (4.9%) 6 (3.7%)

Table 4
Occupational backgrounds of the histopathology laboratory workers and administration office staff of Hospital 
Queen Elizabeth, Sabah, Malaysia

Administration Office 
staff N = 164, n (%)

Histopathology Laboratory workers  
N = 41, n (%)

Duration of years working 
at current workplace
< 1 19 (11.6%) 5 (12.2%)
1 – 2 59 (36.0%) 12 (29.3%)
3 – 4 22 (13.4%) 2 (4.9%)
5 – 6 18 (11.0%) 8 (19.5%)
7 – 8 22 (13.4%) 1 (2.4%)
9 – 10 9 (5.5%) 4 (9.8%)
> 10 15 (9.1%) 9 (22%)
Job title
Medical laboratory 
technologist

- 14 (34.1%)

Medical officer 2 (1.2%) 18 (43.9%)
Science officer - 2 (4.9%)
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Strained eyes symptom was reported by 51% of the laboratory workers and 35% of the 
administration staff while working at their current job area, as shown in Table 5. Strained 
eyes were the most common symptom in both groups (> 35%), whereas wheezing was the 
least common (< 3%). There is a significant association between formaldehyde exposure 
and health symptoms among the workers in the histopathology laboratory. There are six 
symptoms (irritated eyes, sore throat, cough, runny nose, sneezing and headache) that were 
significantly more prevalent in the exposed group than the unexposed group (p < 0.05). 

Table 4 (Continue)

Administration Office 
staff N = 164, n (%)

Histopathology Laboratory workers  
N = 41, n (%)

Medical laboratory 
technologist

- 14 (34.1%)

Attendant 13 (7.9%) 1 (2.4%)
Clerk 104 (63.4%) 6 (14.6%)
Accountant 4 (2.4%) -
Medical assistant 6 (3.7%) -
Nurse 4 (2.4%) -
Others 31 (18.9%) -

Table 5
Formaldehyde exposure symptoms of histopathology laboratory and administration office

Formaldehyde 
exposure-related 

symptoms

Administration 
Office staff

n (%)

Histopathology 
Laboratory workers

n (%)

X2 p-value

Irritated eyes 20 (12.2%) 15 (36.6%) 13.782 0.001a

Strained eyes 57 (34.8%) 21 (51.2%) 3.772 0.052a

Sore or dry throat 13 (7.9%) 16 (39.0%) 26.117 0.001a

Cough 5 (3.0%) 10 (24.4%) 22.029 0.001a

Shortness of breath 4 (2.4%) 3 (7.3%) 2.367 0.145b

Chest tightness 5 (3.0%) 3 (7.3%) 1.593 0.201b

Wheezing 2 (1.2%) 1 (2.4%) 0.338 0.491b

Runny nose 17 (10.4%) 10 (24.4%) 5.641 0.018a

Sneezing 16 (9.8%) 9 (22.0%) 4.556 0.033a

Headache 34 (20.7%) 17 (41.5%) 7.543 0.006a

Stress or irritability 35 (21.3%) 12 (29.3%) 1.166  0.28a

Drowsiness 33 (20.1%) 11 (26.8%) 0.875 0.349a
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DISCUSSION

Occupational formaldehyde exposure in hospital facilities has been the subject of some 
research in various countries, including a couple of studies that have been performed in 
Malaysia, as shown in Table 6 (Ahmed, 2011; Bono et al., 2012; Ghasemkhani et al., 2005; 
Jerusalem & Galarpe, 2015; Ladeira et al., 2011; Ogawa et al., 2019; Orsière et al., 2006; 
Ya’acob et al., 2013; Zain et al., 2019). Concerning methodology and sample area, this 
research is comparable to the work (Zain et al., 2019). The TWA8 level of formaldehyde 
exposure described in this study with the range of 0.082 to 0.134 ppm was within the 
range of values of 0.076 to 0.252 ppm reported by (Zain et al., 2019). The TWA8 values 
with a wider range from 0.01 to 0.51 ppm were obtained by other studies (Bono et al., 
2012; Viegas et al., 2010; Ya’acob et al., 2013). Conversely, higher TWA8 levels ranging 
from 0.1 to 1.19 ppm were recorded (Jerusalem & Galarpe, 2015; Orsière et al., 2006). 
Ghasemkhani et al. (2005) discovered that formaldehyde concentrations in pathology 
laboratories surpassed the recommended limits. 

Formaldehyde 
exposure-related 

symptoms

Administration 
Office staff

n (%)

Histopathology 
Laboratory workers

n (%)

X2 p-value

Shoulder pain 53 (32.3%) 20 (48.8%) 3.877 0.05a

Difficulty in 
concentrating

19 (11.6%) 3 (7.3%) 0.624 0.578b

Feeling depressed 6 (3.7%) 2 (4.9%) 0.13 0.662b

Table 5 (Continue)

a Pearson Chi Square test, p < 0.05; b Fisher’s Exact Test, p < 0.05.

Table 6 
Comparing occupational formaldehyde exposure in Hospital Queen Elizabeth, Sabah, Malaysia with other 
studies

Location Method Sampling area TWA8 
concentration 

(ppm)

Reference

Sabah, Malaysia Colorimetric 
tube

Histopathology 
laboratory

0.113 
Range:

0.082 – 0.134

This study

Administrative 
office

0.031 
Range:

0.01 – 0.046
Klang Valley, 
Malaysia

OSHA 52 and 
NIOSH 2541

Histopathology 
laboratory

0.076 – 0.252 Zain et al. 
(2019)
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The TWA8 levels of formaldehyde exposure in the histopathology laboratory and the 
administrative office in this study were still lower than the limit of 0.75 ppm, an acceptable 
exposure level for workplace formaldehyde exposure set by the OSHA-USA or 0.3 ppm as 
imposed by the Malaysia Occupational Safety and Health Act 1994 (Act 514) Ceiling Limit 
Airborne Concentration, 2000 and close to 0.1 ppm as imposed by the Malaysia ICOP 2010.

Formaldehyde is routinely utilised in Malaysian hospitals, specifically histopathology 
units, to preserve human tissue samples. As a result of laboratory activities, high levels of 
formaldehyde vapours are introduced to laboratory workers. The existence of formaldehyde 
in the administrative office might be ascribed to a variety of sources, including pressed 
wood materials, glue, paints, furnishings, flooring, and other indoor objects (Du et al., 
2014; Salthammer et al., 2010). 

Respondents from the administrative office and histopathology laboratory reported 
health symptoms in this study. Symptoms experienced by administrative office employees 
might be related to their job role since well over 60% of those employed as general workers 
or clerks use or have exposure to computers, laser printing machine, or copier regularly. 
Numerous volatile organic compounds (VOCs) are also emitted by these devices, such 

Table 6 (Continue)

Location Method Sampling area TWA8 
concentration 

(ppm)

Reference

Cagayan de Oro, 
Philippines

DNPH and 
DNPH-coated 

silica

Histopathology 
laboratory

0.14 – 1.03 Jerusalem and  
Galarpe (2015)

Selangor, 
Malaysia

NIOSH 2541 Anatomy 
laboratory

0.10 – 0.17 Ya’acob et al. 
(2013)

Piedmont 
region, Italy

NIOSH 2016 Pathology 
laboratory

0.012 – 0.454 Bono et al. 
(2012)

The University 
of Sharjah, 
United Arab 
Emirates

NIOSH 3500 Anatomy 
laboratory

0.013 – 0.105 Ahmed (2011)

Lisbon and 
Tagus Valley, 
Portugal

NIOSH 2541 Histopathology 
laboratory

0.04 – 0.51 Ladeira et al. 
(2011)

South of France Passive air 
monitoring 

badges

Pathology 
and anatomy 

laboratory

0.1 – 0.7 Orsière et al. 
(2006)

Tehran, Iran NIOSH 3500 Pathology 
laboratory

0.73 – 1.19 Ghasemkhani et 
al. (2005)
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as formaldehyde (Viegas et al., 2010). As a result of their regular job processes, the 
exposure of these VOCs to the workers could have caused their symptoms. Irritated eyes, 
sore throat, cough, runny nose, sneezing, and headache based on statistical analysis were 
all shown to be more among workers in histopathology laboratory in which the exposure 
of formaldehyde concentrations was higher than unexposed individuals in this research. 
Irritated eyes and upper respiratory tract are key indicators of acute formaldehyde effects 
(WHO, 2010). According to the United States Department of Labour, formaldehyde levels 
between 0.05 and 0.5 ppm irritate the eyes, including burning, itching, redness, and tears 
(USDOL, 2021). The WHO stated that 0.293 ppm of formaldehyde for 4 hr is the minimum 
amount documented to produce irritated eyes in individuals (WHO, 2010). 

It justifies the significant symptoms of irritated eyes in this study since the exposure 
to formaldehyde was higher in the histopathology laboratory than in the administrative 
office. Ocular and irritated nasal were the very often documented symptoms (55%) after 
exposure to formaldehyde when dissecting in an anatomical laboratory, according to 
another research (Ya’acob et al., 2013). Over 50% of employees in an anatomical laboratory 
reported cough, sore throat, and runny nose, while irritated eyes were recorded by 48% 
(Azari et al., 2012). Other studies have found a substantial difference in the occurrence 
of irritated eyes, irritated nose, dyspnoea, headache, throat dryness, and chest tightness 
for the duration of dissection periods versus nonworking periods (Ya’acob et al., 2013). 
Latex gloves, a 3-ply mask, a plastic apron, a lab coat, and cover shoes were frequently 
utilised by laboratory personnel, even though this personal protective equipment is not 
appropriate for handling formaldehyde. Unsuitable personal protective equipment in the 
laboratory had been ineffective as a control device in reducing formaldehyde exposure. As 
an individual adjusts to formaldehyde exposure, they become less sensitive to the odour 
and less discomfort in the eyes. Overexposure to formaldehyde might result if workers 
assume that typical formaldehyde characteristics would alert them to probable exposure 
(Amoore & Hautala, 1983).

This study was conducted in the pathology department of Hospital Queen Elizabeth, 
Sabah, Malaysia which is one of the important tertiary government hospitals under the 
Ministry of Health Malaysia. The pathology department is separated from the main ward 
building. The histopathology laboratory complies with international and national quality 
standards of IS 9002, ISO 15189 and MSQH hospital quality accreditation. It also follows 
the Guidelines on Chemical Management in Health Care Facilities Ministry of Health in 
which CHRA are conducted under the requirement of OSH USECHH regulation 2000 
(MOH, 2010). The control of hazardous chemicals was also practised in the guidelines 
according to the OSH hierarchy of control, which includes elimination, substitution, 
engineering controls, administrative controls and personal protective equipment.
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The amount of formaldehyde in this study was shown to be substantially impacted by 
the control measures, workplace area, and environmental settings. According to a study 
by the Institute of Medical Research (IMR), TWA8 concentrations were lower in two 
hospitals which used a mechanical exhaust ventilator, fume hoods, a ducted backdraft 
grossing station, and appropriate specimen storage than in another two hospitals which 
used fewer control measures (Zain et al., 2019). An investigation was conducted on the 
efficiency of five ventilation methods in pathology laboratories to minimise exposure to 
formaldehyde (Xu & Stewart, 2016). The study discovered that the most effective control 
measures were ducted backdraft grossing stations, and this should be utilised instead of 
other types of grossing stations to reduce formaldehyde exposure during the grossing 
procedure. The leading causes of elevated formaldehyde levels in the sampling areas were 
inadequate processing measures, such as local exhaust ventilation in pathology laboratories 
(Ghasemkhani et al., 2005; Ogawa et al., 2019; Orsière et al., 2006).

When not in use, chemical containers, for example, must be kept away from the work 
site into storage areas or chemical cabinets. An airtight and leak-proof screw cap container 
is advised when storing formaldehyde-containing specimens since it can minimise the 
quantity of formaldehyde emitted into the air. Before being disposed of, all specimens 
should be kept in isolation in a separate room at a safe distance from the work area or in 
a formalin storage cabinet. These engineering control and administrative control of good 
work practice methods help to reduce the possible health risks to workers.  

Even though every attempt was made to ensure that the study was free of biases and 
errors, the following limitations were noted when analysing the findings. The assumption 
by the study was that environmental hazard exposure constantly existed the whole year. 
Another assumption is that the activities done during working hours are also constant 
throughout the year. Recall bias exists in self-report questionnaires, but it was reduced by 
applying a brief recall interval in which the suggested time to complete the questionnaire 
is 15 min. On the other hand, the formaldehyde exposure level assessment can only 
capture exposure at work and does not account for exposure happening in the household or 
during off-duty hours. Financial constraints limited the amount of formaldehyde exposure 
level assessments. Scarce resources limited the researchers to utilise available tools. 
Cross-sectional research merely summarises the current health state and cannot identify 
causal relationships. The findings of this study represent Sabah as the sole histopathology 
laboratory under the Ministry of Health Malaysia located in the state, which may not be 
fully representative of histopathology laboratories all over Malaysia. Despite the limitation, 
the sampling size was sufficient to give a reliable result backed up by several studies.

Nevertheless, this study contributes to additional knowledge on occupational 
formaldehyde exposure and health symptoms in the histopathology laboratory in Hospital 
Queen Elizabeth, Sabah, Malaysia. Future health intervention planning and health education 
programmes may utilise the findings of this study as a baseline.
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CONCLUSION

The specific activity performed by the employees, working place environment and control 
measures have notable impacts on formaldehyde exposure levels. Although the levels of 
occupational workplace exposure to formaldehyde were under the recommended limit, the 
laboratory workers had considerable symptoms, implying high formaldehyde exposure. 
Several control measures may be applied based on the findings to lessen the hazard linked 
to laboratory employees' occupational exposure to formaldehyde in terms of work process 
and environment. A program such as good work practices, health promotion to increase 
awareness and educational activities can be considered in addition to the existing control 
measures for reducing the risk from occupational formaldehyde exposure.
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ABSTRACT

As we age, the chances of becoming disabled tend to increase due to an accumulation 
of health risks from a lifetime of illness, injury, and disability. This research examines 
the increasing life expectancy of the Malaysian population in relation to their disability 
status from 2015 to 2019. Disability-free life expectancy (DFLE) was computed using 
the Sullivan's approach; subsequently, compression or expansion of disability over the 
two observation years, 2015 and 2019, were analysed. Malaysian disability prevalence 
rates by age groups for 2015 and 2019 were used to execute this research. In addition, 
the respective mortality rates by age were gathered from the Department of Statistics of 
Malaysia. Results showed that, as life expectancy increases, the number of years lived 
without a disability would rise significantly while the anticipated number of years with a 
disability will be concurrently declining, suggesting evidence of disability compression. It 
was also observed that the median age at which the number of years spent with a disability 

higher than without a disability was 55 in 
2015, then delayed to 67.5 in 2019. This 
study informs medical practitioners and 
health policymakers about the average 
lifespan of Malaysians without disabilities, 
which can indicate the population's general 
health status. 

Keywords: Disability, disability-free life expectancy, 

life table, morbidity, Sullivan's method
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INTRODUCTION 

Malaysia is moving towards an ageing nation as the percentage of older people aged sixty 
and above increased tremendously over the last four decades. One of the elderly population's 
concerns is that they tend to become disabled due to an accumulation of health problems. 
They face some obstacles in performing daily routines, limiting their full capabilities, thus 
requiring dependability from family members to perform their daily activities (ADLs) 
(Prina et al., 2020). 

Statistics showed that the life expectancy of the Malaysian population has been 
increasing remarkably over the years, from 53.52 in 1950 to 76.51 in 2021 (Macrotrends.
net, 2023). Despite the COVID-19 outbreak that emerged at the end of 2019, the Malaysian 
population's life expectancy at birth has continued to rise. (Ministry of Economy, 2021). 
The increase in life expectancy raises the important question of whether the population lives 
longer in good or poor health. According to Moreno et al. (2020), changes in lifestyle and 
medical technology have contributed to the increase in life expectancy of the population 
and, at the same time, delayed the onset of chronic illness and disability, leading to a 
compression of morbidity at older ages. On the other hand, the increase in life expectancy 
at older ages also expands morbidity as this group of people is likely to associate with 
ageing-related diseases commonly experienced by the elderly (Jagger et al., 2014). These 
two theories can be absolute and relative, whereby the increase in life expectancy can 
be with or without disability (Moreno et al., 2020). An in-depth study on assessing and 
analysing the life expectancy with and without a disability is crucial in planning for social 
and health policies, particularly related to the elderly.

The Healthy Life Expectancy (HLE) theory addresses how many years of life were 
spent in good rather than poor health. HLE measures population health by integrating 
mortality and morbidity levels of a population and partitions years of life lived at a particular 
age into healthy and unhealthy years. The disability-free life expectancy (DFLE) is one 
measure of HLE, which indicates the remaining years of life spent in an able state and can 
perform daily activities independently without assistance from the carers (Moreno et al., 
2018). Existing research on HLE and DFLE of various populations and periods has often 
reached inconsistent conclusions about the competing nature of mortality and morbidity. 
In Brazil, for instance, the proportion of healthy years lost increases significantly with age 
due to long-term disease or disability that limits daily activities, regardless of the difficulty 
and severity of the functional limitations (Romero et al., 2005). In Japan, the gains before 
1995 were in years of good health, while the gains in life expectancy after 1995 were in 
poor health (Yong & Saito, 2009). Moreover, Belgian women had a DFLE at birth of 66.6 
years out of a total life expectancy of 81.4 years, leading to 82% of their lifespan free of 
disability (Stiefel et al., 2010).
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The computation of the person-years lived in the health state requires longitudinal 
data to estimate the probability of transitioning from healthy to poorer health or death. The 
subject of interest may frequently enter and leave states repeatedly, in which this dynamic 
can only be captured through a long-term follow-up study (Dudel & Myrskylä, 2020). Even 
though longitudinal data can be used to evaluate healthy life expectancy using the Markov 
model, access to this data is generally limited and inaccessible. As a result, the Sullivan 
method serves as an alternative strategy that allows for readily available secondary data. 
According to Jagger et al. (2007), both approaches yield comparable outcomes if all rates 
are smooth over time. The Sullivan method is an advantage as it can generally be used for 
its simplicity, relative accuracy and ease of interpretation. Sullivan's method explored the 
association between mortality and morbidity or disability in a single summary measure of a 
population's health status (Jagger et al., 2007). It has been used extensively to estimate the 
DFLE in various populations at the national level. This method remains the most widely 
used method among researchers and government officials for estimating DFLE. See, for 
example, Imai and Soneji (2012), Brønnum-Hansen et al. (2017) and Minagawa and Saito 
(2018). Sullivan's method mainly combines the period life table, the primary method to 
calculate life expectancy, with the age-specific disability prevalence obtained from cross-
sectional national survey data. In particular, the method divides the total number of person-
years lived, generated from the period life table, into the expected life expectancy with and 
without disabilities depending on the fraction of people with disabilities.

In Malaysia, the application of Sullivan's method has been extended for cancer patients 
to estimate cancer-free life expectancy (Omar et al., 2019). In addition, a study from Mathers 
et al. (2000) estimated DFLE for Malaysian aged 81 to 96 years old. However, the analyses 
were based on data year 1999 which is outdated and does not represent Malaysia's current 
perspective on disability. Up to today, the study on the trends of disability experience for 
Malaysian population is still lacking.

Therefore, this research aims to estimate disability-free life expectancy for the 
Malaysian population using the Sullivan’s approach and extends the analysis starting from 
18 years old and above, using recent NHMS survey datasets for year 2015 and 2019. The 
results of DFLE in two respective years are compared, and the compression of disability is 
further analysed.  The trends of disability between the two years provide valuable insights 
into the disability burden, prevalence, and overall health status of Malaysian population.

MATERIALS AND METHODS
In order to estimate disability-free life expectancy for the Malaysian population, this 
research adopts the Sullivan’s method, which requires two types of secondary data, 
including age-specific disability prevalence rates and age-specific mortality rates.
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Data Collection
Disability prevalence rates according to age were obtained from the National Institute of 
Health (2019) report. The NHMS survey was conducted by the Malaysia Institute of Public 
Health once every four years. The survey, specifically on disability, was available only in 
2015 and 2019. The disability prevalence estimates by age group for 2019 were obtained 
directly from the National Health & Morbidity Survey report (National Institute of Health, 
2019). The sample included people aged 18 and older and were national representatives. 
The disability prevalence rates by age group for 2015 were retrieved from (Ahmad et al., 
2017), as data by age group were not available directly in the NHMS (2015) report. Ahmad 
et al. (2017) surveyed the NHMS disability module in 2015, including people aged 18 
and above and published the disability prevalence data by age group. The questionnaires 
were based on the International Classification of Functioning, Disability and Health (ICF) 
framework by the Washington Group on Disability Statistics (WG). Participants were 
classified as without disability or with a disability according to the following questions:

"Do you have difficulty in hearing, even if using a hearing aid?" 
"Do you have difficulty in walking or climbing steps?"
"Do you have difficulty in remembering or concentrating?" 
"Do you have difficulty with self-care such as washing all over or dressing?"
"Using your usual (customary) language, do you have difficulty in communicating?"

The response categories:(1) No, no difficulty, (2) Yes, some difficulty, (3) Yes, many 
difficulties and (4) Cannot do it at all. The most important quantity for calculating DFLE 
is the person-years lived in each age group. Several deaths of the population are required. 
Thus, age and gender-specific central mortality rates for the Malaysian population in 
2015 and 2019 were obtained from the Department of Statistics Malaysia (DOSM). The 
mortality data were in the quinquennial age range from 0, 1–4, 5–9…….,75–79 and 80+. 

Age Prevalence (%)
18–30 4.21
31–40 5.31
41–50 10.07
51–60 19.24

61 & above 41

Table 1
Age-specific disability prevalence rate among adults 
in Malaysia for 2015

Source. Ahmad et al. (2017) 

Table 2
The age-specific disability prevalence rate among 
adults in Malaysia for 2019

Age Prevalence (%)
18–29 3.5
30–39 4.7
40–49 8.6
50–59 15.6
60–69 25.7
70–79 45.7

80 & above 78.4
Source. NHMS (2019)
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The disability prevalence rates for 2015 and 2019 in Tables 1 and 2 were inconsistent 
in terms of age group range. Thus, these disability prevalence and mortality data were 
transformed into single-age data using the interpolation technique.

Estimation of Life Expectancy Using the Life Table Approach

The life table measures the expectation of life using the estimates of age-specific mortality 
rates representing a notional population, typically per 100,000 people (Imai & Soneji, 2012). 
A period life table is developed based on the following stationarity assumptions of the 
population (Imai & Soneji, 2012): (1) The age-specific mortality rate is constant throughout 
a year, (2) the birth rate is constant over time and, (3) the net migration rates are zero at 
all ages. The assumptions also imply that the number of survivors is constant over time. 
Therefore, the total size of the hypothetical cohort is assumed to remain constant over time.

Using the collected age-specific central mortality rates data, nmx, the period life table 
is developed following Equations 1 to 6:

Number of survivors at age x: lx (1)

Probability of dying between age x and x + n: (2)

Number of deaths between ages x and x + n: (3)

Number of person-years lived between x and
x + n:

(4)

Total number of person-years lived after age x: (5)

Life expectancy at age x: (6)

Estimation of Disability-Free Life Expectancy (DFLE) Using Sullivan's Method

Unlike life expectancy, DFLE cannot be calculated only from a period life table without 
additional data on the prevalence of disabilities. Sullivan's method estimates DFLE by 
segmenting the person-years lived into the proportion with and without disability. After 
developing the life table above, the disability prevalence is applied to calculate the 
disability-free life expectancy.

Sullivan's method relies on a period life table structure. The assumptions of Sullivan’s 
model inherit the three stationarity assumptions of the population such that (1) The age-
specific mortality rate is constant throughout a year, (2) the birth rate is constant over time, 
and (3) the net migration rates are zero at all ages. In addition, the age-specific disability 
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prevalence rate is assumed to be stationary. To estimate DFLE, first, the life expectancy 
for Malaysia's population needs to be calculated. Then the DFLE can be measured by 
applying the disability prevalence rate data in the DFLE formula. The steps in finding the 
DLFE are represented in Equations 7 to 11. 

Disability prevalence rate for age x. (7)

Person years lived without disability in age 
interval.

(8)

Total years lived without disability from age x. (9)

Disability-free life expectancy age x: (10)

The proportion of remaining life spent 
disability-free

(11)

Due to sample variation, the prevalence of disability varies considerably across all 
ages. The rate of mortality is also subject to random variation. Because the Sullivan health 
expectancy is derived from mortality and morbidity rates, this is also subject to random 
variations. Under the four stationarity assumptions, the variance of Sullivan's estimator 
is given by Equation 12:

     (12)

Where,

= the proportion of survivors at age x

=
sample fraction of the disabled survey respondents within the age interval
[i, i + ni)

= total number of person-years lived in an interval, [i, i + ni)

= total number of survey respondents in the age interval, [i, i + ni)
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RESULTS AND DISCUSSION

Tables 3 and 4 show the estimated Malaysian total life expectancy, the expected number 
of years lived with and without disability, and the proportion of life spent disability-free 
for 18 to 60+ years old for 2015 and 2019, respectively. 

Results show that the life expectancy of persons aged 18–19 increased by 1.42 years 
from 55.51 to 56.93, while the life expectancy of elderlies aged 60 increased by 1.07 years 
from 16.97 to 18.04 over the observed period. This trend is consistent with the global 
pattern that life expectancy continues increasing over the years in which the lifespan 
of elderlies increased more substantially than younger population (Ibrahim et al., 2020; 
United Nations, 2019).

Table 3
Life Expectancy (ex) and Disability-Free Life Expectancy (DFLE) and proportion of life with free disability 
for Malaysian population in 2015

Age

Life 
Expectancy 

ex

(DOSMa)

Life 
Expectancy 

ex

(Estimatedb)

Expected No of Years of Life Proportion 
of Life 
Without 

Disability 
(%)

With Disability
(DLE)

Without Disability
(DFLE)

Years 95% CI Years 95% CI

18–19 56.99 55.51 19.21 (18.86, 21.14) 36.30 (35.95, 36.65) 65.40

20–24 53.59 52.14 19.10 (18.75, 21.07) 33.04 (32.70, 33.39) 63.35

25–29 48.76 47.29 18.92 (20.21, 20.90) 28.37 (29.71, 30.40) 59.40

30–34 43.96 42.45 18.72 (18.39, 19.06) 23.73 (23.39, 24.07) 55.85

35–39 39.23 37.66 18.48 (18.15, 18.81) 19.18 (18.85, 19.51) 50.87

40–44 34.62 32.97 18.18 (17.86, 18.50) 14.79 (14.47, 15.11 44.77

45–49 30.14 28.37 17.77 (17.47, 18.07) 10.60 (10.30, 10.90) 37.23

50–54 25.83 23.91 17.25 (16.97, 17.53) 6.66 (6.38, 6.93) 27.67

55–59 21.73 19.61 16.50 (16.29, 16.70) 3.11 (2.91, 3.32) 15.59

60+ 18.98 16.97 16.08 (15.96,16,20) 0.89 (0.77,1.01) 5.19

Note. aDepartment of Statistics Malaysia (2019)
bThe life expectancy is calculated using the period life table approach

Disability-free life expectancy (DFLE) results indicate a compression in disability 
among the Malaysian population. As life expectancy steadily rose, the prevalence of 
disability experienced a profound shift, i.e., with small increases in life expectancy from 
2015 to 2019, there was a substantial increase in the expected number of years lived without 
disability. For instance, in 2015, the 18–19 years old Malaysians had a life expectancy of 
55.51 years. They were expected to live for 36.30 years without disability and the remaining 
19.21 years with at least one disability condition. In comparison to 2019, when the life 
expectancy increased to 56.93, the expected lifetime years of 18–19 years old Malaysian 
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without a disability increased to 44.28, while the number of years they suffered from any 
disability was reduced to 12.66, resulting from disability compression. The compression 
of disability among the Malaysian population is consistent with (Fries et al., 2011) theory 
of healthy ageing that emphasises improvements in preventive medicine with the untapped 
potential of health promotion and prevention that led to a postponement of the onset of 
disability at later ages, which squeezing most of the disability in life into a shorter period.

Table 4 
Life Expectancy (ex) and Disability-Free Life Expectancy (DFLE) and proportion of life with free disability 
for Malaysian population in 2019

Age

Life 
Expectancy 

ex

(DOSMa)

Life 
Expectancy 

ex

(Estimatedb)

Expected No of Years of Life Proportion 
of Life 
Without 

Disability 
(%)

With Disability
(DLE)

Without Disability
(DFLE)

Years 95% CI Years 95% CI
18–19 57.00 56.93 12.66 (12.18, 13.13) 44.28 (43.80, 44.75) 77.77
20–24 53.63 53.56 12.56 (12.09, 13.02) 41.01 (40.54, 41.48) 76.55
25–29 48.82 48.75 12.40 (11.93, 13.02) 36.35 (35.89, 36.82) 74.55
30–34 44.02 43.95 12.21 (11.75, 12.68) 31.74 (31.27, 32.20) 72.19
35–39 39.29 39.22 11.98 (11.51, 12.45) 27.24 (26.77, 27.71) 69.43
40–44 34.67 34.61 11.69 (11.21, 12.16) 22.92 (22.44, 23.39) 66.19
45–49 30.21 30.14 11.31 (10.83, 11.79) 18.83 (18.36, 19.31) 62.43
50–54 25.93 25.87 10.85 (10.37, 11.33) 15.02 (14.54, 15.50) 58.00
55–59 21.89 21.84 10.30 (9.81, 10.78) 11.54 (11.05, 12.02) 52.76
60–64 18.10 18.04 9.65 (9.17, 10.14) 8.39 (7.91, 8.87) 46.39
65–69 14.53 14.48 8.79 (8.31, 9.27) 5.69 (5.21, 6.17) 39.16
70–74 11.18 11.13 7.65 (7.17, 8.13) 3.48 (3.01, 3.96) 31.09
75+ 8.15 9.42 7.18 (6.64, 7.72) 2.24 (1.70, 2.78) 28.34

Note. aDepartment of Statistics Malaysia (2019)
                bThe life expectancy is calculated using the period life table approach

A similar pattern was observed for older people aged 60. Increases in life expectancy 
from 2015 to 2019 resulted in an increase in the expected number of years of life free from 
disability from 1.19 to 8.39 and reduced the expected number of years with a disability by 
almost half from 17.47 to 9.65. The reduction in the number of years of life with disability 
among Malaysian elderlies may be due to changes in medical technology that prevent 
chronic illnesses and the promotion of healthy ageing that emphasise a healthy lifestyle. 
In addition, the high costs of long-term care and limited access to public institutions force 
the elderly to better care for their health and well-being while trying to avoid becoming 
disabled.
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Figure 1. Disability Life Expectancy (DFLE) versus Disability-Free Life Expectancy for 2015 (a) and 2019 (b)

In addition, Figure 1 demonstrates the trends of disability life expectancy (full lines) 
and disability-free life expectancy (dashed lines) by age in both years. Both lines show a 
declining trend. It can be seen from Figure 1 that the disability-free life expectancy line is 
higher than the disability life expectancy for ages 18 to 35, indicating younger population 
live longer without a disability than with a disability. The trend depicts the same for 2019. 
However, the expected turning point age population in 2019 to start living with a disability 
longer than without a disability is delayed by 25 years, i.e., at the age of 60 years old. 
Compared to a study from Brown (2015), the turning point age for the English and Wales 
population is expected at 70 years old. 

Figure 2 compares the proportion of life spent with and without disability by age 
groups for 2015 (a) and 2019 (b). The graph shows a declining trend from 18 to 60+ 
years old in both years, demonstrating that as a person ageing, the proportion of the 
person's life years spent in a healthy state free of disability is also decreasing. It is due 
to age-associated physical changes such as reduction in muscle bulk, kidney function 
and ventilatory capacity (Knott, 2022). According to Hairi et al. (2010), fifty per cent of 
those aged 75 and above need help with at least one ADL due to physical limitations. The 
compression of disability is apparent in that the life expectancy with disability (black bar) 
becomes shorter in 2019 compared to 2015. As an illustration, the life expectancy with a 
disability for Malaysian older adults aged 60 to 64 decreased from 16.3 years in 2015 to 
9.7 years in 2019, demonstrating a 6.6-year delay in the onset of disability. This shows 
good indications of the population's well-being and health status, of which the proportion 
of years living without disability has increased tremendously over the four years under the 

0

5

10

15

20

25

30

35

40

18 20 25 30 35 40 45 50 55 60+

Nu
m

be
r o

f y
ea

r

Age
With disability Without disability

0

5

10

15

20

25

30

35

40

45

50

18 20 25 30 35 40 45 50 55 60 65 70 75

Nu
m

be
r o

f y
ea

rs
Age

With disability Without disability

(a) (b)

With disability Without disability
Age

N
um

be
r o

f y
ea

rs

N
um

be
r o

f y
ea

rs
Age

With disability Without disability



Pertanika J. Sci. & Technol. 31 (5): 2427 - 2440 (2023)2436

Khairunnisa Mokhtar, Syazreen Niza Shair and Norazliani Md Lazam

study period from year 2015 to 2019.This result is consistent with a study (Fries, 2000) that 
indicates the postponement of the onset of disability among seniors in the United States 
is a minimum of 10 years due to improvement in age-specific health status as a result of 
a reduction in the average cumulative morbidity and disability over the life years. On the 
contrary, a study in the Philippines showed that an increase in life expectancy comes with 
a significant increase in the proportion of remaining life in an unhealthy state for all ages 
and genders, leading to an expansion of morbidity (Cruz et al., 2022). Comparison with 
these current studies concludes that Malaysia's disability data shows a solid progression 
in health status, with disability rates decreasing over time in conformity with morbidity 
compression trends in some developed nations.

19.21 19.10 18.92 18.72 18.48 18.18 17.77 17.25 16.50 16.08

36.30 33.04
28.37

23.73
19.18 14.79 10.60 6.66

3.11 0.89

0

10

20

30

40

50

60

18 20 25 30 35 40 45 50 55 60+

TO
TA

L N
UM

BE
R 

O
F 

YE
AR

S

AGE

With disability Without disability

Figure 2. Malaysian total life expectancy by age group segregated by disability and disability-free life 
expectancies in 2015 (a) and 2019 (b) 
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In light of the morbidity compression outcomes, the proportion of life spent free from 
disability improved significantly between years in which the number of years spent without 
disability in 2019 is substantially higher than in 2015. Subsequently, the proportion of life 
spent with disability in 2019 is lower than in 2015. As mentioned by the Director-General of 
WHO “Healthy life expectancy is a key indicator of the nation's health. Increased longevity 
without quality of life is an empty prize" (Wolf & Laditka,1997). The improvement in 
disability among Malaysian elderlies is due to government initiatives in establishing 
national and social strategies focusing on older people. It includes the agenda of raising 
the standards of living for elderlies (Department of Social Welfare, 2021).

CONCLUSION

Changes in lifestyle and medical technology that hamper the onset of chronic illness and 
disability has recently become a major topic of discussion among researchers and public 
health practitioners. The information of disability-free life expectancy has also attracted 
the attention of insurance firms particularly those who provide medical and health care 
coverage. This study explores the possibility of estimating the disability prevalence rates by 
observing the effect of declining trend that could delay the onset of disability at later ages. 
The comparison of DFLE between the two observation years, showed that as Malaysia's 
population lived longer with the anticipated number of years without a disability rose 
remarkably, and the number of years with at least one impairment condition decreased 
indicating disability compression towards later years. Future research could be carried out 
by both genders and by the severity levels of disability. Overall, this research can be a good 
start for future studies on DFLE in Malaysia.  In order to understand the significant impact 
of morbidity compression on the government health care levels of spending, it would be 
beneficial to the country if future works investigate the relationship between the increase 
in disability free life expectancy and the costs for medical services.

The comparison of DFLE between the two observation years showed that as Malaysia's 
population lived longer, the anticipated number of years without a disability rose remarkably, 
and the number of years with at least one impairment condition decreased. It shows good 
indications of the population's well-being and health status, of which the proportion of 
years living without disability has increased tremendously over the four years under study 
(2015-2019). The results of the DFLE also revealed that almost estimations are linearly 
declined, demonstrating a decreasing trend across all ages. It indicates an increased risk 
of physical restrictions as the person ageing.

It is believed that this study would be more comprehensive and meaningful if the 
calculations of DFLE could be carried out on both genders and by the severity levels 
of disability. At the same time, initiating and incorporating social, psychological, and 
biological aspects in the longitudinal study is more appropriate. These additional factors 
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may help better identify the potential risk factors that could assist in designing and 
introducing more robust prospective interventions and measures.

Overall, this research can be a good start for future studies on DFLE in Malaysia. 
Healthy life expectancy is a key indicator of the nation's health. As the Director-General of 
WHO mentioned in the mid-1990s, "Increased longevity without quality of life is an empty 
prize" (Wolf & Laditka,1997). In order to understand the significant impact of morbidity 
compression on the government health care levels of spending, it would be beneficial to 
the country if future works investigate the relationship between the increase in disability-
free life expectancy and the costs for medical services.
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ABSTRACT

This work showed that exposure of ductile electrospun polymers, namely poly-L-Lactide 
acid (PLLA) and polyacrylonitrile (PAN) to UV-Ozone, leads to the embrittlement of fibres. 
Young’s modulus for PLLA and PAN increased by 39% and 78%, respectively. Meanwhile, 
the ductility was reduced by 23% for PLLA and 40% for PAN. The SEM images show that 
the UV irradiation resulted in a surface pitted of PLLA and no changes in PAN surface 
morphology. The ATR-FTIR results indicate that this treatment did not change the chemical 
structure of the electrospun PLLA and PAN fibres. The as-spun polymers that failed to be 
scission directly using ultrasonication can now be fragmented into micron-length short 
fibres after the UV irradiation treatment. The minimum time to produce the short fibres is 18 
mins for PAN and 29 mins for PLLA. It indicates ultrasonication is suitable for producing 
short electrospun fibres, even for ductile materials.

Keywords: Electrospun fibres, short fibres, ultrasonication 

INTRODUCTION

Electrospinning is a technique that employs 
electrical charge and polymer solutions 
to generate tiny filaments. In comparison 
to other conventional approaches such 
as drawing, template synthesis, phase 
separation, and self-assembly, this method 
has since been recognised as a quick and 
straightforward technique for producing 
continuous sub-micron to nano-sized fibres 
(Huang et al., 2003; Ramakrishna et al., 
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2005). Natural polymers, synthetic polymers, polymer solutions, polymer melts, and 
biopolymers have all been employed to make fibre materials. Flexibility is one of the 
appealing characteristics of electrospinning. By adjusting the processing parameters, 
the morphology of the fibres can be easily altered with this technology, allowing the 
manufacture of solid, porous, and core-shell fibres (Bazilevsky et al., 2007; Sun et al., 2003).      

Briefly, the electrospinning method uses the positive electric field to induce changes 
in the polymer solution, and once this charge build-up exceeds that of the surface tension, 
a Taylor cone is formed (He et al., 2008). A polymer jet erupts from the cone tip at this 
critical voltage, accelerating through the electric field towards the collector. The solvent 
evaporates as the jet travels towards the collector, and a solidified polymer fibre is collected. 
The electrospun fibres produced from this method have a wide range of applications, 
including tissue engineering, sensors, and composite reinforcement (Bhardwaj & Kundu, 
2010; Huang et al., 2003; Li et al., 2019; Nakielski et al., 2022; Niemczyk-Soczynska et 
al., 2021; Ramakrishna et al., 2005; Zakrzewska et al., 2022).

There is little research on making individual, short nanofibres from commonly 
electrospun membranes. It would be useful to separate an electrospun membrane into 
distinct, short nanofibres because this would result in a method for making large amounts 
of these fibres. Short fibres are excellent for biomedical applications as injectable fibrous 
scaffolds for tissue engineering or drug-containment channels (Nakielski et al., 2022). 
Short electrospun fibres are produced quickly (in a few seconds to a few minutes) using 
ultrasonication (Niemczyk-Soczynska et al., 2021; Sawawi et al., 2013). Most laboratories 
utilise ultrasonic probes, which operate at a frequency of 20 kHz, for tasks including 
cleaning and mixing (Watmough, 1994). Bubbles in the fluid medium expand and contract 
during sonication, releasing energy as they do so. These bubbles begin with a diameter 
of approximately 1 µm and increase to approximately 50 µm under negative pressure 
(Suslick, 1988). The bubble expands under these sonication settings in 20 microseconds 
and collapses in nanoseconds. This technique has been used to help carbon nanotubes 
disperse in a solvent (Rennhofer & Zanghellini, 2021) and cause carbon nanotube scission 
(Hennrich et al., 2007).

There are varied degrees of success with several approaches to reinforced composite 
using the shortened, non-woven electrospun membrane. Mortar grinding (Deniz et al., 2011; 
Sancaktar & Aussawasathien, 2009) is a straightforward but unpredictable technique that 
is proven to work well for brittle electrospun membranes like carbonised polyacrylonitrile 
(Sancaktar & Aussawasathien, 2009). Better choices for scissioning electrospun membranes 
include rubber milling (Kim & Reneker, 1999) and cryogenic milling (Verreck et al., 2003), 
where the impactor of cycle and rate can be precisely regulated. Comparing the methods 
is challenging because the features of the resulting short fibres were not always accurately 
described. Short magnetic composite fibres such as methyl methacrylate-vinyl acetate 



Pertanika J. Sci. & Technol. 31 (5): 2441 - 2451 (2023) 2443

Effect Irradiation on Electrospun PLLA and PAN

copolymer/superparamagnetic cobalt nanoparticles are created through the application of 
other mechanical techniques, such as razor blade cutting under nitrogen (Kriha et al., 2007). 
Another technique for creating distinct fibres from the electrospun membrane includes 
producing short nylon electrospun fibres using 1 µm step-sliced cryomicrotoming. However, 
it requires time-consuming, repetitive steps (Mark et al., 2008). Reduced poly(butadiene) 
electrospun fibre mats were made utilising UV light to degrade polymers. The UV light 
was shone through masks with well-defined slit diameters and inter-slit distances. The 
mesh is covered with mats, which result in short fibre bundles rather than single, short 
fibres (Stoiljkovic & Agarwal, 2008).

In this work, treatment of ductile polymers such as PLLA and PAN using UV 
irradiation. The electrospun membrane of these polymers will be exposed to UV irradiation, 
and the materials' surface morphology and chemical bonding will be investigated. 
Subsequently, ultrasonication of the as-spun electrospun and UV-irradiated membranes 
will be discussed. The ability of the ductile polymers such as PAN and PLLA to be directly 
scission using ultrasonication will open a venue for the methodology to produce individual 
short electrospun fibre in a short time and high quantities, which can be used in various 
applications.

MATERIAL AND METHODS

Poly(L-lactide) Acid (PLLA, Inherent viscosity = 0.9 - 1.2 dL/g) was purchased from Lactel, 
USA. Polyacrylonitrile (PAN, Mw = 120,000) and dodecyl trimethyl ammonium bromide 
(DTAB) were purchased from Sigma Aldrich, Australia. Chloroform, dimethylformamide 
(DMF) and acetone were bought from Merck Pty Ltd, Australia. Deionised water was 
obtained from the Direct-Q3 water purification system, Millipore. 

Electrospun PLLA webs were made using chloroform/acetone (3:1) in 1 mM DTAB. 
Using 13.7 wt/v% concentration, DTAB was added to 10 mL chloroform/acetone to make 
a 0.1 M stock solution. A magnetic stirrer dissolved PLLA-solvent overnight. As-received 
PAN was mixed with DMF to make PAN solution at the concentration of 10 wt/v%. 
Electrospinning was done utilising a lab-built electrospinner with a Gamma High Voltage 
Research (USA) high voltage supply and a Razel Scientific Instruments, Inc. syringe pump 
(USA). The PLLA solution was spun at the feed rate of 1.6 ml/hr, a voltage of 20kV, a 
needle size of 18G and a working distance of 16 cm. PAN solution was prepared using 
the same electrospinning parameter except for the working distance, which was at 8 cm. 
After several optimisation processes, the electrospinning parameter was chosen to obtain a 
beadles fibre with a similar submicron diameter. All polymers were spun onto a flat collector 
(aluminium foil) and stored in a desiccator under a vacuum before use. 

An ultrasonicator probe with a diameter of 13 mm (Vibracell 750W with 20kHz from 
Sonics & Materials, Inc, USA) is used for the ultrasonication experiment. A 1 cm2 section 
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of the electrospun membrane with a ca 100 – 200 µm thickness was cut and placed in a 25 
mm glass vial containing 15 ml of MiliQ water at room temperature. The sonicator was set 
to 80% amplitude with a 2 s ON/2 s OFF (2/2) cycle. The sonication time was halted until 
visible fibre breakup. After sonication, a drop of short fibres in suspension was deposited 
on a carbon-tape-covered stub. The material was dried prior to FESEM imaging (JEOL 
7001FEG SEM),

UV-Ozone irradiation treatment was conducted using UV Ozone ProcleanerTM UV 
PC 220 (Bioforce, USA). The electrospun membrane was irradiated for 12 min at 14.75 
mW/cm2 prior to the sonication experiment.

Field Emission SEM (JEOL 7001FEG SEM) characterised fibre morphology. Before 
imaging, the sample was platinum-coated at 1 nm thickness (Cressington 208HR, UK). 
Image J programme (National Institute of Health, USA) was used to measure the diameter 
and length of 50 short fibres.

The mechanical testing was done with an Instron 5848 microtester (USA) at 5 mm/
min and 10 N load. The 0.3-mm-thick electrospun membrane was sliced with a dogbone 
cutter with a gauge length of 20 mm. Five independent samples of each polymer were 
tested for ultimate tensile strength (UTS), Young's modulus (E), and per cent strain to 
failure (ductility).

The samples were further characterised by Attenuated Total Reflectance Fourier 
Transform Infrared (ATR-FTIR) spectroscopy (Thermo Scientific Nicolet 6700) with a 
scanning range of 4500 to 400 cm-1 and 4 cm-1 resolution.

RESULTS AND DISCUSSION

SEM images in Figure 1 show the untreated (as-spun) and the UV-ozone irradiated PLLA 
and PAN membrane at different magnifications. 

Figure 1a shows that the as-spun PLLA fibre is beads-free and randomly oriented with 
a smooth surface (Figure 1b). Whilst the UV-Ozone treatment has changed the surface 
morphology of PLLA electrospun webs, where etching on the surface of the fibre can be 
observed (Figure 1c and d). In contrast, the PAN electrospun webs' surface morphology 
remains the same as for the untreated and the UV-Ozone treated webs (Figure 1f to i). 
The effect of UV-Ozone irradiation depends on the chemical nature of the polymer and 
the UV wavelength. It was reported that the carbonyl group (C=O) bond can be cleaved at 
the wavelength of 225 nm (Sakai & Tsutsumi, 2010), whilst the UV-Ozone cleaner used 
in this work has a wavelength of about 254 nm. In contrast, homolysis of alkane (C≡C) 
PAN fibres occurs at wavelengths greater than 300 nm, indicating that the UV wavelength 
used in this experiment is insufficient to cause chain scission. 

The as-spun PLLA and PAN average fibre diameter is calculated to be 770 ± 240 
nm and 740 ± 150 nm, respectively, with the fibre size distribution shown in Figure 2. 
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It shows that the diameter of both fibres is 
broadly similar. 

Tensile testing of the UV-Ozone 
irradiated and untreated electrospun PAN 
and PLLA was performed to study the effect 
of UV-Ozone on the mechanical properties. 
Figure 3 shows the stress-strain curves of 
the untreated, and UV-Ozone irradiated 
electrospun webs, and a summary of the 
average mechanical properties taken from 
5 samples are presented in Table 1.

Figure 3 and Table 1 found that the UV-
Ozone treatment increased Young’s modulus 
of both electrospun PLLA from an average 
of 11.1 GPa to 15.4 GPa, which is about a 
39% increment. It is also similar to PAN 
fibres, where the modulus increased from 
an average of 12.2 GPa to 21.7 GPa (78% 
difference). The tensile strength of PAN 

Figure 1. SEM images (a and b), untreated PLLA fibre 
(c and d), UV-Ozone irradiated electrospun PLLA 
fibre (f and g), untreated PAN fibre and UV-Ozone 
irradiated electrospun PAN (h and i)
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Table 1  
Mechanical properties of the untreated and UV-Ozone irradiated electrospun PLLA and PAN (n=5)

Material Young’s modulus, E 
(GPa)

Tensile strength, σ 
(MPa)

Ductility
(%)

PLLA (untreated) 11.1± 2.6 1.6 ± 0.2 79.2 ± 17.9
PLLA (UV-Ozone 
irradiated)

15.4 ± 2.8 1.2 ± 0.3 56.1 ± 16.9

PAN (untreated) 12.2 ± 7.7 2.5 ± 0.1 86.3 ± 22.3
PAN (UV irradiated) 21.7 ± 6.9 3.2 ± 0.3 50.2 ± 13.5

webs increased by 29% (from 2.5 MPa to 3.2 MPa) and showed a reduction in ductility of 
about 40% (from 86.5 to 50.2%). However, for PLLA, the tensile strength and ductility 
decreased by 23 % (from 1.6 MPa to 1.2 MPa) and 30% (from 79.2 to 56.1%), respectively. 
It was reported that the effect of UV irradiation varies depending on the polymer exposed 
(Guillet, 1972). The effect of UV irradiation on polymers includes discolouration, scission 
of the main chain, photoinduced crystallisation and crosslinking (Guillet, 1972; Sakai & 
Tsutsumi, 2010; Stowe et al., 1974). The UV-Ozone treatment of PLLA is likely to degrade 
the PLLA macromolecules, as it reduces its strength and the elongation to failure, initiating 
the degradation of polymer molecules and reducing the molecular weight (Yixiang et al., 
2008). It could occur at the surface (since introducing surface flaws through exposure would 
change mechanical properties) and within the bulk. The increase in modulus observed 
could be due to cross-linking. Most importantly, it can be seen from these results that the 
UV-Ozone treatment leads to a decrease in ductility, resulting in the desired electrospun 
fibre embrittlement. 

Figure 3. Stress-strain curve of the untreated and UV-Ozone irradiated PAN and PLLA
Elongation (%)

St
re

ss
 (M

Pa
)

PLLA (UV-Ozone irradiated)

PAN (UV-Ozone irradiated)
PAN (untreated)

PLLA (untreated)



Pertanika J. Sci. & Technol. 31 (5): 2441 - 2451 (2023) 2447

Effect Irradiation on Electrospun PLLA and PAN

In this study, we investigated the impact of UV-Ozone treatment on the ultrasonication 
of PLLA and PAN electrospun webs. Specifically, we performed ultrasonication on webs 
that had been previously irradiated. Our previous work (Sawawi et al., 2013) discussed 
that the untreated PLLA and PAN fail to be scission using ultrasonication directly. Here, 
the UV-ozone-treated webs were sonicated in water at 2/2 lapsed ON/OFF time and 80% 
amplitude. It was found that the sonication time for the electrospun webs to break up fully 
is 29 min for PLLA and 18 min for PAN. The untreated electrospun webs for PLLA and 
PAN were also sonicated simultaneously for comparative purposes. The SEM images of 
the sonicated webs are shown in Figure 4.

Untreated PLLA and PAN webs (Figures 4a and 4b) could now be fractured into short 
fibres by ultrasonication. After 29 min of sonication, the PLLA fibre's average length is 
5.2 ± 5.4 µm (Figures 4c and 4d). PAN-treated webs can be scission in 18 minutes with a 

Figure 4. SEM images of sonicated (a and b), 
untreated PLLA t = 29 min (c and d), UV-Ozone 
irradiated PLLA t = 29 min (e and f), untreated PAN, 
t = 18 min and  UV-Ozone irradiated PAN, t = 18 
min (g and h)

10.6 ± 5.1 µm average fibre length (Figures 
4h and 4i). As with untreated PLLA webs, 
UV-Ozone-treated sonicated fibres produced 
a rougher, pitted surface than the pre-
sonicated sample.

This surface morphology change is 
also observed in sonicated untreated PAN 
(Figure 4f) compared to sonicated UV-
Ozone treated PAN (Figure 4h). It supports 
the hypothesis that ductility represents the 
most important mechanical properties of 
the electrospun nanofibres in terms of the 
ability of sonication that cause scission. It 
is most likely that it is the manifestation of 
this ductility, which is reduced due to pitting 
and tensile and bending deformations that 
lead to the final failure. 

The chemical characterisation of the 
untreated, pre and post-sonication UV-
Ozone irradiated webs was performed 
using reflection mode by Attenuated Total 
Reflectance Fourier Transform Infrared 
spectroscopy (ATR-FTIR) with the spectra 
as shown in Figure 5.

It was observed that the as-received 
PLLA, UV-Ozone treated electrospun PLLA 
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Figure 5. ATR -FTIR spectrum for as received, as-spun, as-spun with UV-Ozone treatment and sonicated 
PLLA (UV-Ozone treated web) in water

and sonicated UV-treated webs show a similar symmetric and asymmetric bending vibration 
of methyl groups at 1383 and 1456 cm-1 with ester linkages appeared at 1747, 1180, 1126 
cm-1 which is corresponding to C=O, C-O-C and O-C-C vibration for all types of PLLA 
sample. However, the untreated PLLA webs showed a new band of a methyl group at 2973 
cm-1, whilst only symmetric and asymmetric stretching vibrations of the methyl group at 
2947 and 2997 cm-1 were seen for other conditions. This new peak was probably due to the 
solvent residue of chloroform, CHCl3. It was noted that chloroform peaked at 2976 cm-1, 
which appeared in the untreated spectrum. After UV-Ozone treatment, this peak disappears, 
which is likely due to the removal of the residual solvent during UV-Ozone exposure. 

The ATR-FTIR spectra of the PAN fibre before and after UV-Ozone treatment are 
shown in Figure 6.
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PAN (UV-Ozone treated web) in water 

Ab
so

rb
an

ce
 (a

.u
)

Wavelength (cms-1)



Pertanika J. Sci. & Technol. 31 (5): 2441 - 2451 (2023) 2449

Effect Irradiation on Electrospun PLLA and PAN

Figure 6 shows that the as-received and sonicated electrospun webs PAN have a similar 
peak, where the methylene group stretching vibrations appear at 2923 and 2867 cm-1. The 
strong peak at 2240 cm-1 is the characteristic vibration of the nitrile group (-CN). The 
stretching vibrations of carbon-carbon double bonds are shown at 1660 and 1630 cm-1. The 
peaks at 1452 cm-1 and 1361 cm-1 are assigned to the bending vibrations of the methylene 
and methane groups, respectively. The 1253 cm-1 peak is due to the vibration of the methane 
group. However, an additional weak band at 2356 cm-1 and 2321 cm-1 appears in the as-
spun, and as-spun (UV-Ozone) treated webs spectra due to CO2 (could be originated from 
environment and contaminant) and can be neglected. UV-Ozone irradiation for PLLA 
and PAN did not seem to change the chemical structure of the surface and bulk polymer.

CONCLUSION
This work has shown that the UV-ozone irradiation to the surface of the electrospun fibres 
leads to a lower ductility resulting in embrittlement compared to the spun membrane. 
The embrittlement results in the ability for PLLA and PAN to be scission into short fibres 
down to about 5 µm using ultrasonication was unable to be achieved prior to the treatment. 
The ATR-FTIR results indicate no significant changes to the chemical structure of the 
electrospun fibres, which shows that this method can produce short electrospun fibres for 
other types of ductile polymers.
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ABSTRACT 
Perovskite solar cells (PSCs) are solar cells that have intriguing characteristics such as 
environmental friendliness and the capability for high power conversion efficiency, which 
have attracted study from both scientific investigation and analytical standpoints. However, 
lead toxicity has become a significant barrier to the widespread use of PSCs. Due to the 
serious environmental implications of lead, an environmentally compatible perovskite is 
required. Tin-based perovskite has a considerable impact, showing that it is a good hole 
extraction material with good mobility and low effective mass. In this study, we explore the 
impacts of perovskite and hole transporting layer (HTL) thickness, and intensity of light 
limitations, in inverted PSCs based on the structure of FTO/NiO/MAPbI3/ZnO/Ag and FTO/
NiO/MASnI3/ZnO/Ag incorporating GPVDM (General-purpose Photovoltaic Device Model) 
to evaluate if MASnI3 is a viable substitute to MAPbI3. From the simulation results, the 
optimized parameters obtained for PCSs under 1 sun incorporating MASnI3 were 27.97%, 
0.88 a.u., 0.92 V, and 34.45 mA/cm2. Instead, the optimized parameters obtained for PCSs 
incorporating MAPbI3 were 24.94%, 0.88 a.u., 0.90 V, and 31.03 mA/cm2. The thickness 

of the film of both PSC architectures was 
optimized to provide the best suitable result. 
The findings show that MASnI3 is employed 
as a promising perovskite layer in PSCs 
instead of MAPbI3.
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INTRODUCTION

Solar energy offers several distinct benefits over other renewable energy sources, including 
the worldwide dispersion of sunshine and the decentralized nature of solar energy output 
(Mohtasham, 2015). Perovskite solar cells (PSCs) have emerged as the "third generation 
of solar cells," as alternative renewable energy to solve environmental implications such 
as global warming and greenhouse gases (Ibn-Mohammed et al., 2017). PSCs have been 
the most recent solar cell type and among the most promising thin-film PV technologies. 
Strong absorption coefficients, excellent charge carrier mobilities, diffusion duration, and 
solution processability are the desired properties that make perovskites a potentially new 
front-runner material for thin-film solar technology (Khadka et al., 2017). These qualities 
are required for their real implementation in semiconductor-based devices such as solar 
cells. Sustainable substitutes to present power-generating systems are critical to conserving 
the planetary environment by ensuring long-term economic prosperity. The recent discovery 
of halide perovskites as solar energy harvesting and hole-transport materials has contributed 
to the development of solar technology. Among the several types of PSCs, organic-inorganic 
metal halide PSCs have garnered substantial interest in recent years due to their high power 
conversion efficiency (PCE) and ease of fabrication at a cheap cost (Yongjin et al., 2020). 
The ABX3 perovskite framework is used in organic-inorganic hybrid perovskite substances 
depending on metal halides. This architecture comprises networks of corner-sharing BX6 
octahedra, whereby B is a metal cation (usually Sn2+ or Pb2+), and X is generally F-, Cl-, 
Br-, or I-. The A cation is used to equalize the overall charge or to represent a tiny molecular 
group (Hao et al., 2014). Methylammonium lead tri-iodide (MAPbI3) has often been known 
to be a perovskite content and is widely employed in PSCs. Even though the efficiencies 
have now exceeded 20%, long-term stability is the major obstacle to commercializing PSCs 
on a broader level. As the lead in MAPbI3 is extremely hazardous, industrial applications 
of MAPbI3-based PSCs are severely limited (Conings et al., 2015; Wang, Phung et al., 
2019; Wang, Mujahid et al., 2019), resulting in interest in lead-free PSCs in the sector of 
solar technologies. 

Experts refer to the idea that inorganic halide perovskites, like Sn-, Ag-, Sb-, Bi-, Cu-, 
and Ge-based solar cells might be employed as lead substitutes (Green et al., 2014; Song et 
al., 2017). A tin-based perovskite, MASnI3, is a possible option for lead-free PSCs owing 
to its excellent bandgap of 1.3eV, which are even narrower than MAPbI3  (Baig et al., 
2018). It was reported that MASnI3 perovskite has high absorption efficiency with excellent 
optical features and the broadest light-absorption spectrum compared to MAPbI3  (Du et 
al., 2016). Sn-based perovskites are environmentally beneficial since they decompose to 
SnO2 (from Sn4+) when exposed to air. Sn-based perovskites and Pb-based perovskites are 
comparable in their fundamental physical features (Ke & Kanatzidis, 2019; Schileo & 
Grancini, 2021). Vishnuwaran et al. (2022) have compared the performance of MASnI3 
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and FASnI3 perovskite materials. Modification in thickness and temperature of the absorber 
layer revealed that MASnI3 had a higher cell efficiency (23.74%) than FASnI3 (23.11%). 
Germanium (Ge) is another possible replacement for lead. Recent computational and 
experimental research has demonstrated that Ge–Sn mixtures are an excellent candidate 
for enhancing the performance of Ge2+-based PSCs. Upon doping a tiny amount (5%) of 
Ge2+ into Ge–Sn mixed halide perovskites, an overall efficiency of 4.48% was attained 
(Vishnuwaran et al., 2022). The PCE grew to 6.9% after exposure to an N2 environment for 
72 hr. Simulation design and investigation of the performance of Sn-Ge-based perovskite in 
a planar inverter structure yield a PCE of 24.20%, such substantial enhancement established 
by trap density at the interface layers (Vishnuwaran et al., 2022). Furthermore, Pindolia et al. 
(2022) proposed an inorganic RbGeI3-based PSC that acquired an efficiency of 10.11% and 
a greater fill factor (FF) of 63.68% by analyzing alternative inorganic HTL and ETL layers. 
Like another example of Pb-free PSCs with great promise as light-absorbing perovskite, 
Cs2TiBr6, and Cs2PtI6 have a good absorption coefficient, a lengthy carrier lifespan, and 
outstanding stability with adequate bandgaps (1.8 eV and 1.4 eV, respectively). The value 
can be increased by refining the interface between perovskite and HTL. For this study, 
MASnI3 was chosen and tested further as a potential replacement for lead-based PSCs.

Aside from the performance of perovskite material, the functionality and maximum 
efficiencies of PSCs are heavily influenced by the HTL. In the optimization of PSC, HTL 
can improve the overall performance of PSC by reducing series resistance, enhanced fill 
factor (FF), and open-circuit voltage (VOC) while providing a transport medium for holes 
to the counter electrode (Yang et al., 2017). Owing to its improved chemical stability, 
cheap cost, and appropriate energy level, NiO, a direct bandgap inorganic material, has 
lately caught the scientific community's interest as a viable HTL for stable and efficient 
PSCs (Hossain et al., 2020). NiO is a significant transition metal oxide that may be easily 
deposited using a variety of processes, including spray pyrolysis (Danjumma, 2019), 
sputter deposition (Mulik, 2019), thermal decomposition (Guo et al., 2018), precipitation 
(Chowdhury et al., 2018), hot-casting (Abzieher et al., 2018), and electrodeposition (Xi 
et al., 2019). NiO demonstrated good potential in organic solar cells and has a work 
function of between 5 and 5.6 eV, which satisfies the criteria for an HTL (Nguyen, 2018). 
NiO, as a p-type semiconductor material, has been effectively used in PSCs with inverted 
architectures, according to its adequate carrier mobility and good work functionality, which 
can fit perovskite materials' energy (Chen et al., 2017). The energy band diagram reveals the 
good positioning of the NiO in such a way as to foster hole extraction from the perovskite 
material (Nkele et al., 2020). Besides that, there are already many research articles 
experimentally showing that NiO is a potential material for HTL with good efficiency of 
17.75% (Thakur et al., 2020), 19.10% (Mali et al., 2018) and 20.8% (Mahmoudi et al., 2021) 
which undergone different synthesis processes. In previous work, the General-Objective 
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Photovoltaic Devices Model (GPVDM) has been used to determine the optimal material 
parameter for PSCs. GPVDM is a research-leading electrical and optical solver that the 
electrical transfer characteristics and the optical model pattern of PSCs (MacKenzie, 2016). 
The PCE of PSC was reported to increase from 9.96 to 12.9% through optimization of the 
layer thickness using this model (Hima et al., 2018). On the other hand, the effect of the 
thickness of MAPbI3 as perovskite with Spiro-OMeTAD as HTL and different ETL material 
(TiO2 and SiO2) has a significant effect on overall PSC efficiency with reported values of  
5.6%, 14.5%, and 14.7%, respectively (Mishra & Shukla, 2020; Abdulsalam et al., 2018; 
Yasodharan et al., 2019). The best-reported efficiencies were obtained with optimal 200 nm 
and 300 nm ETL thicknesses, respectively. A comparative study on the effect of perovskite 
layer thickness and charge mobilities in PSCs was also observed with an efficiency of 
18.43% (Sittirak et al., 2019). The influence of light intensity has achieved an efficiency 
from 8.5 to 10%, which indicates that performance can be improved by maximizing the 
light falling on the solar cell’s surface (Mekky, 2020). 

There are more solar cell models besides GPVDM that investigate PSC-based structures 
with MAPbI3, MASnI3, NiO, and ZnO Rahman et al. (2019) used SCAPS-1D to construct 
a p-i-n structure with three distinct ETL layers (TiO2, ZnO, and SnO2) and compared their 
properties to that of MAPbI3 as the perovskite layer and NiO as the HTL layer. The research 
proved that using ZnO as the ETL allowed for the highest possible PCE of 17.84%. The 
identical model was also used to simulate a MASnI3-based PSC along with NiO as the HTL 
and PCBM as the ETL to study the details of the device by changing the layer thickness, 
defect density at junctions, density of states, and metalwork efficiently (Shamna et al., 
2020). It is estimated from the simulation result that the designed structure has attained an 
efficiency of 22.95% with the optimal absorber layer thickness of 600 nm. Another study 
used the Silvaco ATLAS device model to construct a lead-free titanium PSC (Cs2TiBr6) 
using TiO2 as the ETL and comparison of three HTLs (CuPc, P3HT, and NiO), in which 
NiO gaining the maximum PCE of 8.5% (Samanta et al., 2020). Although the efficiency 
of Cs2TiBr6 based-PSC is poor compared to lead-based PSCs, its long-term stability and, 
most significantly, its eco-friendly nature are predicted to drive it to the forefront of future 
solar cell application. In addition, Karimi et al. (2020) performed a comparative analysis 
of the SCAPS and AMPS software applications to explore the impact of ZnO and SnO2 
on PSC performances. 

Aside from NiO as HTL, many inorganic materials are discovered as HTL layers to 
study the performance of lead-free PSCs. Anand Kumar Singh et al. (Singh et al., 2021) 
conducted a simulation study that focuses on MASnI3 perovskite sandwiched between CuO2 
as HTL and TiO2 as ETL, achieving maximum efficiency of 27.43% by varying various 
parameters with the aid of SCAPS-1D simulator. CZTS has recently been analyzed as HTL 
in tin-based PSC by optimizing layer thickness, energy bandgap, and operating temperature 
that acquire the best PCE of 20.28% (Reyes et al., 2021). For the first time, the inorganic 
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material CuSbS2 was employed as HTL in alignment with the MASnI3 as the active layer, 
and the resulting device achieved an efficiency of 24.1% and further boosting the doping 
concentration of MASnI3 contributed to an increase in PCE value. (Devi & Mehra, 2019). 
According to the literature review, inorganic materials are now well-equipped to replace the 
costly Spiro-MeOTAD and demonstrate the potential to become the ideal alternative for use 
in the future. Several solvers programs are available, including open source and subscription 
to model and simulate solar cells. At the same time, certain simulation software shares a 
common module but varies in terms of speed, features, the quality of the user interfaces, 
and how easy or difficult to use (Kowsar et al., 2019). It is important to note that this study 
used an optimized configuration that achieved the highest possible efficiency of 27.43%, 
the maximum value documented for this configuration by GPVDM simulation software.

From previous work, factors such as the thickness of the film, carrier mobilities, 
defect density, and light intensity influence device performance optimization. This work 
investigated the effect of PSCs on the configuration of MASnI3, which was investigated 
through GPVDM simulations. During the simulations, the thickness of perovskite, the 
thickness of HTL, and the light intensity were varied to attain the optimal values to 
maximize the PCE. A comprehensive analysis of the electrical and optical characteristics 
affecting each performance of MASnI3 and MAPbI3 as perovskite with NiO as HTL has 
never been described. Furthermore, the results of this inquiry may be extremely valuable 
and give excellent direction for the understanding of the acquired data, which will aid in 
revealing the primary processes of PCE rise in the structure of MASnI3 as perovskite and 
NiO as HTL.

METHODOLOGY

In Figure 1, the device comprises a layered configuration made from an inverted planar 
structure (FTO/NiO/Perovskite/ZnO/Ag). Two absorbance layers were compared as the 
primary carrier producer (MASnI3 and MAPbI3). P-type (HTL = NiO) and n-type (ETL = 
ZnO) were placed on the top and bottom perovskite layers. The close boundary conditions 
were applied to the simulation environment, where fluorine tin oxide (FTO) was selected 
as a glass substrate and silver (Ag) was chosen as the back-electrode layer designated as 
anode and cathode, respectively. The simulation studies in this work were performed using 
the GPVDM tool, a freeware solar cell modeling software for photovoltaic systems. The 
model captures the joint movement of electrons, holes, and transport momentum equation 
in the orientated area to reflect the movement of loads within the device. The GPVDM 
software often only provides specialized simulation materials. The NiO, MAPbI3, and 
MASnI3 material was manually introduced to the GPVDM software following the technique 
in (MacKenzie, 2016). The absorption and refractive index data of NiO, MAPbI3, and 
MASnI3 were extracted from the previous work reported by Bakr et al. (2015) and Sun et 
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al. (2016). This work focuses much on the perovskite and HTL layer, which were largely 
set to evaluate their effectiveness as active layers. 

Both device structure was simulated under one sun AM 1.5G illumination (1 kW/m2; 
T = 300°K). Table 1 summarizes the designed default GPVDM software variables used 
during the simulation. The physical parameters of MAPbI3 and MASnI3, such as bandgap 
(Eg), electron affinity (Xi), density electron states (cm-3), density hole states (cm-3), electron 
mobility (cm2/Vs), hole mobility (cm2/Vs) and relative permittivity (Ɛr) were taken from 
previous experimental and simulation studies (Ahmed et al., 2019; Mohammadi et al., 2021; 
Hima et al., 2018; Then et al., 2021). Three different approaches were performed to find 
the optimum parameters of the solar cell, which are (1) different thicknesses of perovskite 
layer ranging from 50 to 500 nm, (2) different thicknesses of HTL layer varying from 100 
to 800 nm, and (3) different values of light intensity. The activated perovskite layer and 
HTL layer have quite a significant effect on the efficiency of the cells.

Figure 1. Schematic representation of inverted 
PSCs with MASnI3 and MAPbI3 perovskite material

Table 1 
Simulation parameter of both perovskite layers and 
NiO (Ahmed et al., 2019; Du et al., 2016; Hao et 
al., 2014)

No. Parameters
Layers

MAPbI3 MASnI3 NiO

1. Bandgap 
energy, Eg 
(eV)

1.55 1.3 1.46

2. Electron 
affinity, Xi 
(eV)

3.93 4.17 3.80

3. Density 
electron 
states 
(cm-3)

1.3x1026 1x1018 -

4. Density 
hole states 
(cm-3)

9.1x1026 1x1018 1x1018

5. Electron 
mobility 
(cm2/Vs)

2x10-1 2x10-2 2.8

6. Hole 
mobility 
(cm2/Vs)

2x10-1 2x10-4 2.8

7. Relative 
permittivity, 
Ɛr

6.5 8.2 11.7

RESULTS AND DISCUSSION 
Optimization of the perovskite layer 
thickness is one of the approaches for 
increasing the PCE. A sufficient thickness is 
necessary for a successful perovskite device 
to achieve enough light absorbance and 
effective charge carrier capture. A perovskite 
is sufficiently thick in the region of its 
absorption; then, it leads to an excellent 
photovoltaic performance (Iakobson et al., 
2021; Rai et al., 2020). The thickness of the 
perovskite film plays an essential part in the 
device for optimal carrier generation. The 
influence of perovskite film thickness on cell 
efficiency was evaluated by computational 
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models, with a thickness range of 50 to 500 nm (Yasodharan et al., 2019). According to 
Figures 2(a) and 2(d), the PSC with the MASnI3 has the maximum PCE of 12.88% and 
JSC of 16.74 (mA/cm2), whereas the PSC with the MAPbI3 has the greatest PCE of 16.96% 
and JSC of 22.53 (mA/cm2). The higher the thickness of the perovskite layer, the greater 
the performance of PCE produced. 

(a) (b)

(c) (d)
Figure 2. The optimized outcome of perovskite thickness generated by the GPVDM software focusing on the 
comparison between MASnI3 and MAPbI3 produced at 400 nm of (a) PCE, (b) FF, and (c) VOC, and (d) JSC

The thickness of the perovskite layer increases slowly from 50 to 100 nm, and after that, 
it decreases when approaching to 200 to 300 nm thickness range. It causes an abrupt drop 
in the VOC for both perovskite layers (Figure 2c). In contrast, the PCE and JSC showed the 
highest value at the thickness of 400 nm. It explains how, after the perovskite has reached 
its ideal thickness, it regulates the interfacial structuring to improve light trapping, resulting 
in a greater carrier concentration and, as an outcome, a higher JSC (Rai et al., 2020). It is 
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important to mention that even though the computed JSC for the MASnI3 perovskite device 
is less efficient than that for the MAPbI3 device, the greatest current density above 15 mA/
cm2 can be achieved when integrating MASnI3 perovskite under the bandgap of the 1.30 
eV. However, at the thickness of 500 nm, there is also a small significant decrease in PCE 
and VOC. In contrast to PCE and VOC, the outcome of FF keeps increasing with perovskite 
thicknesses from 50 to 500 nm (Figure 2b). It is due to the thicker perovskite layer that 
absorbs more significant photons using broader wavelengths, thus increasing the production 
of electron and hole pairs (Lin et al., 2017). 

Although the PCE of MASnI3 is lower compared to MAPbI3, the FF of MASnI3 is larger, 
which implies lower recombination at the interface. The VOC also constantly increased as 
the thickness of the perovskite layer increased but dropped when it reached 500 nm, as 
shown in Figure 2(c). It is also the same case with the simulation study made by Hima 
et al. (2019), which shows that the PCE drops after the thickness of the perovskite layer 
reaches the optimal value at 600 nm. As the thickness of the perovskite approached its 
optimal value, the recombination rate increased, and the efficiency of the cell decreased 
as a consequence. 

In addition, the current simulation study shows much better results than the preceding 
simulation results using MAPbI3 as a perovskite in GPVDM, which were obtained about 
12.83% at 200 nm (Hima et al., 2018) and 14.7% at 300nm (Abdulsalam et al., 2018). 
Instead, Ahmed et al. (2019) reported that the performance hit as much as 20% at a 
thickness of 850 nm. A thicker layer of perovskite causes it difficult for charge carriers 
created by photons to be carried away, reducing the device's effectiveness. This statement 
also agreed with the report by Nam et al. (2010) about bulk heterojunction organic solar 
cells and Sievers et al. (2006) regarding polymer bulk-heterojunction solar cells. The 
optimal thickness should be determined by a balance between the absorption range and the 
diffusion length of the material (Ragb et al., 2021). Besides that, the obtained result showed 
higher efficiency than the experimental result of Srivastava et al. (2021), using MAPbI3 
perovskite with obtained PCE of 14.44%. Another report also focuses on fabricating 
MAPbI3 perovskite achieved an efficiency of 14.79% with regulated moisture of 35% in 
ambient air using a one-step spin coating method (Soucase et al., 2022). In conjunction, 
solution-processed PSCs based on MASnI3 as the light-absorbing material achieved a 
PCE of 5.8% (Hao et al., 2014). Based on the analysis between MAPbI3 and MASnI3, the 
thickness of the perovskite layer plays a major role in increasing the performance of the 
photovoltaic device (Bag et al., 2020). Additionally, this work obtained efficiency much 
higher than the experimental outcome, which recently studied NiO nanocrystal film as 
HTL for Sn-Pb-based PSCs with PCE up to 18.8% (Chen et al., 2021).  



Pertanika J. Sci. & Technol. 31 (5): 2453 - 2471 (2023) 2461

A Comparison Performance of MAPbI3 and MASnI3 Using NiO as HTL: GPVDM

Figure 3. The optimized thickness of NiO as HTL generated by the GPVDM software focusing on the 
comparison of MASnI3 and MAPbI3 obtained at 500 nm of (a) PCE, (b) FF, (c) VOC, and (d) JSC

Additionally, the impact of light intensity on each solar cell affects all electrical 
parameters. The quantity of 1 Suns indicates the normal AM1.5 or 1 (kW/m2) lighting on a 
PSC. Equally, a solar cell system with 10 (kW/m2) could run at 10 suns. The PCE of MASnI3 
is much higher than that of MAPbI3, which is at 29.90% and 26.67%, as seen in Figure 
4(a). The growing levels of PCE were seen for both materials as the intensity of the light 
increased up to 10 (kW/m2), which has been previously found in Mekky (2020) utilizing a 
hybrid perovskite-based solar cell employing a GPVDM model. The above findings indicate 
that the PCE relies on light-intensity instances and exhibits an extraordinary increase in 
light-intensity energy transformation. The same trend was also observed in the graph of 
Figure 4(c); as the intensity of the light increased, the VOC also kept increasing, which is 
similarly reported by Liu et al. (2017) using MAPbI3 as a perovskite layer. 

(a) (b)

(c) (d)
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In contrast, the FF is mainly influenced by the amount of light intensity (Figure 4b). 
Both structure FF rise when the light intensity is less than 1 kW/m2. However, when the 
intensity of the light hits more than 1 kW/m2, the FF decreases owing to the impact of 
series resistance (Mekky, 2020). Figure 4(d) illustrates that the JSC from a solar cell depends 
linearly on the light intensity, such that a device operating under 10 suns would have 10 
times the JSC as the same device under one sun operation. However, this effect does not 
increase efficiency since the incident power also increases linearly. Instead, the efficiency 
benefits arise from the dependence of the VOC on short circuits. Subsequently, the same 
trend of JSC was observed by Kassahun Lewetegn Damena through GPVDM in which the 
light intensity was varied from 1 sun to 40 suns (Damena, 2019).

The J–V curves of the devices were illustrated in Figure 5, recorded the MASnI3 
perovskite-based solid-state device exhibits the highest mean JSC of 32.05 mA/cm2 and 
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VOC of 1.6 V under AM 1.5G solar illumination. Meanwhile, the MAPbI3 device showed 
a slightly lower JSC of 27.93 mA/cm2 and VOC of 1.2 V. A substantial rise in VOC was 
detected in the MASnI3 device compared to the MAPbI3 device. The current analysis 
also demonstrates the potential ability of tin-based perovskite contrasted with lead-based 
perovskite. Previously, Mandadapu et al. (2017) presented a simulation regarding MASnI3 

PSC with the thickness of 600 nm obtained PCE, JSC, and VOC of 24.82 %, 25.67 mA/cm2 
and 1.04 V correspondingly. Nevertheless, another simulation study of MASnI3 compared 
to MAPbI3 reported by Shyma and Sellappan (2021) gained an efficiency of 24.3 % with 
JSC of 32.30 mA/cm2, which is higher than the current study yet still shows a lower VOC of 
1.2 V. Regardless of the simulation studies, Li et al. (2019) demonstrated an experimental 
result of MASnI3 developed using a two-step technique for the deposition of solid and 
homogeneous perovskite layers, reaching the optimum value of PCE at 7.13 %, JSC at 22.91 
mA/cm2 and VOC at 0.486 V. 

It is well known that the present simulation result of MASnI3 PSC has enhanced the 
photovoltaic performances of the devices compared to the MAPbI3 PSC. It can be supported 
by the fact that by integrating the AM 1.5G solar spectrum below the bandgap of MASnI3 

(1.30 eV) perovskite, the greatest current density that can be produced, despite the lower 
JSC found for MAPbI3 perovskite (Hao et al., 2014). Besides that, this could be owing to 
the perovskite's wide optical absorbance cross-section and the well-developed interstitial 
pore opening by the hole conductor, which allowed for this tremendous current density 
produced by MASnI3 (Cao & Yan, 2021; Du et al., 2016). Additionally, the insertion of 
the NiO HTL in the structure significantly improves the PCE of the solar cells, which is 
attributed due to the suitable band alignment of the NiO and perovskite.

(m
A/

)

Voc (V)
0.0 0.5 1.0 1.5 2.0

80

60

40

20

0

-20

-40

Figure 5. The optimized curve of photocurrent 
density-voltage (J-V) achieved higher by MASnI3 at 
JSC of 32.05 mA/cm2 and VOC of 1.6 V in parallel with 
MAPbI3 obtained at JSC of 27.93 mA/cm2 and VOC of 
1.2 V as perovskite

The photon density distribution 
corresponding wavelength as a function of 
the position of the MAPbI3 device layers 
was presented in Figure 6(a). Most photons 
are absorbed in the perovskite absorbance 
layer. Therefore, massive electrons and 
holes have promoted the device’s efficiency 
(Said & Woon, 2019). The same trend was 
also observed for the MASnI3 PSC in Figure 
6(b). The photon of both PSCs was more 
significant from FTO and decreased after the 
Ag electrode was incorporated. When the 
light penetrates an absorber layer of the film, 
the process of pumping electrons through 
the valence band into the conduction band 
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occurs. The electrons quickly start to move to the ETL of the n-type ZnO, whereas the 
holes begin to migrate to the HTL of the p-type NiO. The ZnO has a lower work function 
(−4.4 eV) which matches with the lowest unoccupied molecular orbital (LUMO) energy 
level of MAPbI3 perovskite film (LUMO = −3.9 eV) and MASnI3 perovskite film (LUMO 
= −4.2 eV). The band structure of perovskite/ZnO further accelerates the electron transport 
to the Ag cathode (LUMO = −4.3 eV). NiO work function (-5.3 eV) must be aligned as 
closely as possible with the highest molecular orbital (HOMO) energy level of the ITO 
(HOMO = −4.0 eV) to deliver accurate hole direction. The minority and majority carriers 
are generated when a photon is absorbed. Absorbed photons at the HTL interface (NiO) 
showed that the MASnI3 structure absorbs higher than the MAPbI3 structure but decreases 
in time. It indicates that the stored charge at the hole-extracting interface of NiO could have 
a strong downward band bending on the perovskite side at the perovskite/HTL interface 
(Ravishankar et al., 2019). It is consistent with that tin-based perovskite produces the 
highest efficiency levels. The resulting shift of NiO in the work function leads to a more 
beneficial energy level alignment with the MASnI3 perovskite, which is believed to facilitate 
charge extraction. Therefore, the photovoltaic performance is enhanced by an appropriate 
work function in relation to the perovskite interfaces. The downward band bending is 
potentially detrimental to charge extract and recombination kinetics because it sends holes 
back to the perovskite surface, which could increase the device's performance. The driving 
energy for hole injection happens from the valence band maximum of the HTL and should 
be greater in energy than the valence band maximum of the perovskite (Haider et al., 2022). 

However, the photon density produced at the MAPbI3 interface is higher than at the 
MASnI3 interface. The MAPbI3 perovskites have much higher radiative recombination 
coefficients, leading to the situation that MASnI3 is much less charge carrier densities 
faced in photovoltaic at intensities around 1 sun (Kirchartz, 2019). Therefore, only a small 
percentage of photons will be created within the interface of MASnI3.
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Figure 6. Photon density distributions (a) MAPbI3 and (b) MASnI3 as perovskite with the AM 1.5G solar 
spectrum interfaced with the thickness of the device

CONCLUSION

In summary, tin-based perovskites have excellent optoelectronic properties which lead to a 
promising candidate for efficient lead-free PSCs. Under 1 sun light intensity the tin-based 
perovskites have achieved the highest PCE of 27.97% while the lead-based perovskite 
achieved PCE at 24.94% using GPVDM software. During the optimization of perovskite 
layer thickness both perovskite material found at 400 nm in which the higher efficiency 
was attained by lead-based perovskite. Nevertheless, after the evaluation made on the HTL 
thickness the highest efficiency was noticed on tin-based perovskites at 500 nm with high 
JSC and VOC value. The findings imply that lead-free MASnI3 has a huge potential as an 
absorber layer when combined with a robust inorganic hole transport material like NiO. 
Moreover, further increase of light intensity in each structure implies a progressive increase 
in PCE. Encouragingly, simulation models produced a maximum PCE of more than 20% 
that can be achieved from tin-based PSCs under optimized conditions. A deeper study on 
the previous simulation and experimental of each of the photovoltaic parameters such as 
PCE, JSC, VOC, and FF reveals that the Sn-based devices perform better for high efficiency 
in lead-free PSC. In comparison to, lead-based counterparts, tin-based PSCs have a higher 
VOC with a record value of 1.6 V, which consider higher than previous studies. Importantly, 
these computational results demonstrate that the absorber and HTL layers significantly 
impact system efficiency. The construction of a high-efficiency tin-based PSCs will be 
aided by this simulation study.
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ABSTRACT

Modifying polymeric membranes using nanofiller is a promising method to enhance gas 
permeability and selectivity performance. This work used two types of ZIF-8 functionalized-
2D nanofillers to fabricate polyethersulfone mixed matrix membranes. The rGO/ZIF-8 and 
MoS2/ZIF-8 nanofillers were first synthesised and characterised using FTIR and XRD. 
Then, 10 wt% of each nanofillers was added to the PES solution. TGA analysis indicates 
that MMMs containing rGO/ZIF-8 and MoS2/ZIF-8 exhibit improved thermal stability. No 
additional peaks in FTIR and XRD were observed in the MMMs, indicating that the 2D 
nanofillers were compatible with the PES matrix. The MMMs show significantly enhanced 
gas separation properties where the highest selectivity was observed for 10 wt%PRG/Pebax 
membrane of 35.71 with CO2 permeability of 611 barrer and CH4 permeability of 17.11 

barrer. These results confirm the possibility 
of using 2D nanofillers to develop high-
performance membranes for gas separation.

Keywords: 2D nanofillers, gas separation, mixed 

matrix membranes, MoS2, rGO, ZIF-8 

INTRODUCTION

Gas separation is extensively used in carbon 
capture and storage, air purification, natural 
gas upgrading and hydrogen recovery. The 
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conservative method such as cryogenic distillation, adsorption and absorption are not 
economically satisfied due to the high heat and energy consumption. Membrane technology, 
which does not need any heat, does not utilise any chemicals, has no emissions, has a smaller 
footprint and a simple setup, is considered a competitive technology for gas separation. 
Membrane separation for an ideal gas must be high permeability and selectivity to the 
desired gases. However, the membrane is known to be subjected to a trade-off between 
selectivity and permeability (Jamil et al., 2019). Achieving high gas permeation and 
excellent selectivity is still a big challenge today. The tremendous development of mixed 
matrix membranes (MMMs) for gas separation was recently discovered by academics 
(Kamble et al., 2021). The MMMs consist of organic-inorganic hybrid membranes, which 
are polymeric as subtract membranes and are incorporated with inorganic materials as filler. 
In this regard, inorganic filler as a two-dimensional (2D) material is extensively used in 
MMMs fabrication.  

The developing 2D layered materials of atomic thickness have provided an 
extraordinary opportunity to improve high-performance membrane materials with unique 
nanopores and/or nanochannels (Liu et al., 2016). Graphene and its derivatives are of 
specific attention for molecular separation (Dong et al., 2016). However, there are many 
other 2D nanomaterials, such as metal-organic framework (MOF), transition metal 
dichalcogenide (TMD), hexagonal boron nitride (h-BN) and molybdenum disulphide 
(MoS2), which possess unique and intriguing structural features suitable for membrane 
application that have not been widely studied. Besides material properties, these 2D 
materials can be massively produced using high-yield and scalable liquid-based exfoliation 
methods. The 2D nanosheets, single-layered or few-layered, can be stacked in parallel 
to form sub-nanometre channels between the sheets. Such laminate membranes usually 
possess exceptional molecular-sieving properties as gas transport resistance is minimised 
and thus maximises gas flux (Moghadam & Park, 2019). 

Due to molecular-sieving properties that allow mitigation of recognised participation 
phenomenon in polymer membranes by strongly interacting with the polymer chains, 
these 2D nanosheets are preferably utilised as nanofillers. Therefore, enormous effort has 
been devoted to implementing zeolitic imidazolate frameworks-8 (ZIF-8) as one of the 
capable inorganic MOFs to enhance materials compatibility in MMMs fabrication (Amedi 
& Aghajani, 2017; Jusoh et al., 2016; Mei et al., 2020). For instance, Hadi et al. (2021) 
used 10 wt% of ZIF-8 to fabricate hollow fibre MMMs, resulting in improved O2/N2 gas 
separation with ideal selectivity of 5.25 (Hadi et al., 2021). However, excessive ZIF-8 
loading in the MMMs fabrication would occur defects due to agglomeration phenomena. 
Recently, it has been a major challenge to prepare defect-free MMMs that implement 
ZIF-8 as a nanofiller. 
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Thus, this work aims to develop a new type of MMMs by functionalised ZIF-8 with 
other materials, which are reduced graphene oxide (rGO) and MoS2 as potential 2D 
nanofillers. These two materials incorporated with ZIF-8 are promising as emerging 2D 
nanomaterials that improve gas permeability and selectivity.  

MATERIALS AND METHODS

Materials

Graphite powders (MW = 12.01 g/mol), N-methyl-2-pyrrolidone (NMP, 99% purity), 
polyethene glycol (PEG, MW = 400), hydrogen peroxide (H2O2, 30 wt%), and hydrochloric 
acid  (HCl, 37% purity) were purchased at Merck Sdn. Bhd., Malaysia. Meanwhile, 
concentrated sulphuric acid (H2SO4, 95–98% purity) and potassium permanganate (KMnO₄, 
MW = 158.05 g/mol) was purchased at R&M Chemicals. Zinc nitrate hexahydrate 
(Zn(NO3)2.6H2O, MW = 297.49  g/mol) and 2-methylimidazole (H-MeIM, MW = 82.10 
g/mol) and polyethersulfone (PES) were purchased at Sigma-Aldrich (M) Sdn. Bhd., 
Malaysia. Sodium nitrate (NaNO3, MW = 84.99 g/mol), L(+) ascorbic acid (C6H8O6, 
MW = 176.13 g/mol) and methylalcohol (MeOH, MW = 32.04 g/mol) were purchased at  
SYSTERM. Poly (ether block amide) (PEBAX-1657) was used as a coating material to 
form a selective membrane layer purchased at Arkema. 

Preparation of rGO/ZIF-8 and MOS2/ZIF-8 Nanofillers

Graphene oxide (GO) and reduced graphene oxide (rGO) was synthesised by using 
combined chemical and mechanical method (Zainuddin et al., 2017). Firstly, GO was 
prepared using Hummer’s method, where 5 g of graphite powder was mixed with 200 
ml of H2SO4 and 30 g of KMnO4. Then, 30 ml of H2O2 was used to stop the reaction 
and washed with HCl and distilled water to adjust pH to get neutral GO. The GO was 
deoxygenation using C6H8O6 as a reducing agent to produce rGO suspension. Meanwhile, 
template growth of ZIF-8 was used to synthesise rGO/ZIF-8 nanofillers by stirring 4.8 g 
of Zn(NO3)2·6H2O and 10.6 g of 2-Hmim in 180.8 ml of methanol for 1 hr. 70 mg of rGO 
suspension was immersed in the Zn(NO3)2 methanol solution and added into the previous 
Zn(NO3)2 solution. This solution was continued stirring for 8 hr and then ultrasonic for 
another 1 hr. Its precipitate was collected by washing with third times of 50 ml of methanol 
to remove the leftover precursor. The last step was to dry the rGO/ZIF-8 nanofillers for 4 
hr at 60°C under vacuum conditions. All these steps were repeated for synthesising MoS2-
ZIF/8 nanofiller using MOS2 powder to replace rGO suspension. 

Preparation of rGO/ZIF-8 and MoS2/ZIF-8 PES MMMs

PES as a based membrane was first prepared by blending with NMP as a solvent to get 
a dope solution. Then 10 wt% of rGO/ZIF-8 and 10 wt% MoS2-ZIF/8 nanofillers were 
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added into the dope solution of PES-NMP to prepare rGO/ZIF-8 and MoS2/ZIF-8 PES 
MMMs solution, respectively. Both prepared dope solutions were sonicated and degassed 
for 1 hr, then cast onto a glass plate using a casting knife at a gap of 200 μm. The casted 
MMM sheets were immersed immediately in the coagulation bath for 24 hr using the 
phase inversion technique, followed by a second immersion in another coagulation bath to 
remove any residual before being air-dried (Akhair et al., 2017; Jamil et al., 2019). A bare 
PES membrane was also prepared for the comparison study without adding a nanofiller. 

Preparation of Coated rGO/ZIF-8 and MoS2/ZIF-8 PES MMMs 

Pebax solution with 3 wt% concentration was prepared by dissolving 3 g of Pebax 1657 
pellet in a 70/30 ethanol/water ratio. The solution was then heated at 60°C and stirred for 1 
hr to achieve a homogenous solution before being cool down at room temperature. Prior to 
dip-coating, the Pebax solution was sonicated for 30 min. The coating process was repeated 
3 times at 60s intervals. After each coating step, the membranes were dried at 60°C for 25 
min to allow solvent vaporisation. Table 1 was summarised the list of abbreviations for 
each of the membranes coated with Pebax.

Table 1
List of abbreviations for membranes coated with 3 wt% of Pebax

Sample List of abbreviations
Bare PES/Pebax PB/Pebax

10 rGO/ZIF-8PES/Pebax 10 wt% PRG/Pebax
10 MOS2/ZIF-8PES/Pebax 10 wt% PMZ/Pebax

Characterisation and Gas Permeation Testing

The synthesised nanofillers and fabricated MMMs were characterised using XRD 
(PANalytical, X’Pert Pro), FTIR (Perkin Elmer, Spectrum One) and TGA (Mettler Toledo, 
TGA/SDTA 851E) analysis. Then, the morphology was observed by scanning electron 
microscopy (SEM) (Hitachi  Backs Catter  Detector S-3000). An in-house 316 stainless steel 
gas permeation cell was used for the gas permeation testing with an effective area of 22.9 cm2 

at constant volume, but variable pressure was applied. The prepared MMMs were cut into 
desired circular shapes, and two gases were used for this method which is CO2 (3.30 Å) and 
CH4 (3.80 Å), with high purity of 99.99%. During the testing, a bubble flow meter was used 
to measure the permeation rate of these gas streams and repeated 3 times to get an average 
value. The gas permeability was determined from the following Equation 1:

 
                  (1)
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where Q and L are permeating volumetric flowrate (mol/s) and membrane thickness (m), 
respectively. Meanwhile, A is the effective membrane area, and ΔP is the pressure difference. 
Thus, the selectivity performance for gas I to gas j was calculated using Equation 2, as 
reported by (Jamil et al., 2019):

                                (2)

where the Pi and Pj are permeability values for gas i and j, respectively. 

RESULTS AND DISCUSSION 

XRD Analysis
Figure 1 illustrates the XRD of nanofillers and MMMs. It can be seen that a weak MoS2 
peak appears at 103, confirming that a successful intercalation of ZIF-8 into MoS2 can 
be obtained through the sonication process. Besides that, the exfoliated MoS2 planes in 
MoS2/ZIF-8 were observed to shift to a slightly lower angle from 2θ=39.45˚ to  2θ=39.01˚ 
which is attributed to the increase of interlayer spacing of MoS2 due to intercalation of 
ZIF-8 into MoS2 layers (Gao et al., 2013; Ries et al., 2019). The XRD pattern for rGO/
ZIF-8 was almost similar to a single ZIF-8. It indicates that the in-situ functionalization 
of ZIF-8 into rGO does not alter their intrinsic properties, or the amount of MoS2 and 
rGO added was too small to reach the detection limit. Both nanofillers had sharper peaks 
compared to a single ZIF-8, indicating that the nanofillers’ crystallite size was larger than 
ZIF-8 (Lai et al., 2016). 

The XRD patterns of PB/Pebax and PES MMMs/Pebax incorporated with 10 wt% 
of PRG and PMZ were then compared. It was observed that the amorphous phase of the 
PES polymer dominated the XRD patterns of MMMs. No significant changes in the XRD 
pattern of 10PRG/Pebax indicate that the amount of rGO/ZIF-8 nanofillers added into the 
polymer matrix is quite low to affect the structure of PES. Interestingly, for 10PMZ/Pebax 
membranes, a weak peak of MoS2 at 2θ=10.82°, which is related to (002) planes, appeared, 
which designates that the amount of MoS2/ZIF-8 is high enough for well-preserved the 
MoS2 crystallite structure even after incorporation of them into the amorphous polymer 
structure.

FTIR Analysis
Figure 2 shows the functional group peaks obtained through FTIR analysis. The FTIR 
analysis of ZIF-8 shows spectra that are associated with C=N stretching (1596 cm-1), 
vibration from entire ring stretching (1434-1312 cm-1) and C-N stretching (1150 cm-1). 
The peaks at 994 cm-1 and 750 cm-1 could also correspond to the in-plane C-N bending 
vibration and C-H bending mode (Feng et al., 2016), respectively. At band 690 cm-1, the 
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ring out-of-plane bending vibration of Hmim was observed. Similarly, the very small peak 
was observed at a higher wavenumber (3450 cm-1), which might be attributed to the N-H 
stretching vibration from residual Hmim. For rGO/ZIF-8, it can be observed that several major 
peaks of ZIF-8 spectra are retained, indicating that the in-situ functionalisation of rGO does 
not interrupt the coordination of 2-methylimidazole linker to the zinc(II) centres and thus the 
formation of ZIF-8 (Wang et al., 2017). For MoS2/ZIF-8, the broad absorption band at 1748 
cm-1 and 3541 cm-1 belongs to the carbonyl stretching vibrations (Kumar et al., 2016), and 
O-H stretching can be seen. Additional peaks at 1232 cm-1 belonging to epoxy C-O-C were 
also observed. 

PB/Pebax spectra band shows spectra band at 1110 cm-1 and 1745 cm-1 recognised as 
C─O─C and ─C═O stretching vibrations, respectively. Two other bands, also observed at 
1640 and 3309 m-1, are attributed to the existence of H─N─C═O and N─H groups in the hard 
polyamide (PA) segment, respectively (Cheshomi et al., 2018). The PES characteristic peaks 
consist of a benzene ring (2952 cm-1), an ether bond, and a sulphone structure (1050 cm-1) 
(Qu et al., 2010) that appeared in the spectra, although generally, the characteristic peak of 
Pebax is more prominent compared to PES, MoS2/ZIF-8 and rGO/ZIF-8 nanofillers that were 

Figure 1. XRD pattern of nanofillers and MMMs
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incorporated inside the membrane. It might be due to the presence of polar pendant groups 
such as ethylene oxide in Pebax, where the more polar the molecule, the stronger the size of 
the IR spectrum.

TGA Analysis

Thermal degradation analysis is important to analyse thermal stability for materials 
application. Figure 3 shows the TGA analysis of nanofillers and MMMs. Single component 
MoS2 and rGO are the most stable materials compared to ZIF-8. ZIF-8 is quite stable and 
possesses little weight loss below 350°C. However, at a temperature range of 600-800°C, it 
was observed that 55% of weight loss was occurred. This phenomenon indicated that ZIF-8 
was converted into zinc oxide as in the thermal decomposition process (L. Dong et al., 2016). 
As a result, it can be observed that once rGO and MoS2 were functionalised with ZIF-8, the 
thermal stability of the hybrid nanofillers was increased. 

Meanwhile, for PB/Pebax and both MMMs, there are three degradation steps, i.e. the 
first step is due to the removal of residual solvent and possibly adsorbed water (< 200°C), 
the second step is due to major polymer chain carbonisation (< 480°C) and finally the 
degradation of the polymer chain (> 480°C). Overall, the total weight loss for both MMMs 
with nanofillers was significantly lower than the PB/Pebax membrane, in which 10 wt%PMZ/
Pebax membrane exhibited the most thermal stability of the total weight loss was less than 
30%. 
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Figure 3. TGA of nanofillers and MMMs
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SEM Analysis

The cross-section SEM structure of the selective layer for Pebax coated on the PES and 
PES MMMs is presented in Figure 4. Overall, the SEM structures show that the selective 
layers of Pebax were uniformly coated with thicknesses of around 0.5-0.8 µm and 1.2 µm 
for MMMs and bare membrane, respectively. The selective layer of MMMs was thinner 
than bare PES (PB/Pebax). Besides that, it was noted that both MMMs exhibited straighter 
and more organised finger form structures than PB/Pebax due to the addition of nanofillers 
in MMMs fabrication. Thus, these two nanofillers were contributed in better interaction 
with pebax layer by forming higher adhesion force with thinner coating layer (Garcia-
Fayos et al., 2018). The coating thickness of MMMs was in a good range due to higher 
gas permeability being performed at less selective layer thickness. 

Figure 4. SEM of MMMs

Gas Permeation Measurement

The CO2 and CH4 gas permeabilities and their selectivity are presented in Figure 5. In 
general, the permeability for both gases increases with increased operating pressure. 
However, it was noted that at a high operating pressure of 5 bar, particularly for bare PES 
membrane (PB/Pebax), CH4 permeability decreased, leading to lower CO2/CH4 selectivity 
compared to the low operating pressure of 1 bar. This trend occurred due to the polymer 
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plasticisation phenomenon. The highly 
sorbing CH4 gas could induce swelling of the 
polymer matrix at high pressure. Therefore, 
gas permeability was increased. Meanwhile, 
higher CO2 gas permeability was observed 
in the presence of nanofillers that interrupts 
the original well-packed polymer chain 
structure leading to higher fractional free 
volume. CO2 gas permeabilities were 
increased by adding nanofillers, MoS2/ZIF-8 
and rGO/zif-8, for 10 wt% PMZ/Pebax and 
10 wt% PRG/Pebax, respectively. Thus, the 
CO2/CH4 selectivities for these two MMMs 

were higher at low operating pressure compared to high operating pressure. The highest 
selectivity of 35.71 was observed for 10 wt%PRG/Pebax membrane with CO2 permeability 
of 611 barrer and CH4 permeability of 17.11 barrer.

Meanwhile, Table 2 was illustrated for gas permeability and selectivity of MMMs with 
different polymers and nanofillers from the literature to compare with this work. From 
the literature, more studies were found to use ZIF-8 as a single nanofiller, improving gas 

Polymer Nanofiller Operating 
Pressure

CO2 

permeability 
Selectivity Reference 

6FDA-
durene  
polymer

10 wt% 
of ZIF-8

1 bar 1426.75 
Barrer

CO2/CH4

selectivity of 28.70
Jusoh et al. 

(2016)

Table 2
Gas permeability and selectivity of MMMs with different polymers and nanofillers 
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permeability and selectivity. Mei et al. (2020) reported that 10 wt% of ZIF-8 was used 
in Psf MMM fabrication to establish CO2 permeability of 36.60 Barrer with CO2/CH4 
selectivity of 27.72 at an operating pressure of 4 bar. In addition, Krishnan et al. (2020) 
added 0.5 wt% of aminated rGO in Psf MMM fabrication, resulting in CO2 permeability 
of 65.20 Barrer with CO2/CH4 selectivity of 14.82 at an operating pressure of 4 bar. In 

Table 2 (Continue)

Polymer Nanofiller Operating 
Pressure

CO2 

permeability 
Selectivity Reference 

Polysulfone (Psf) 0.15 wt% 
of MoS2

2 bar 64 Barrer CO2/
N2 selectivity 

of 93

Shen et al. 
(2016)

Polyvinylidene 
Fluoride (PVDF)

0.5 wt% of 
GO

5 bar 0.897 Barrer CO2/CH4

selectivity of 
40.63

Feijani et al. 
(2018)

Polysulfone (Psf) 0.5 wt% of 
aminated 

rGO 

4 bar 65.20 Barrer CO2/CH4

selectivity of 
14.82

Krishnan et al. 
(2020)

Polysulfone (Psf) 10 wt% of 
ZIF-8

4 bar 36.60 Barrer CO2/CH4

selectivity of 
27.72

Mei et al. 
(2020)

Polysulfone (Psf) 0.25 wt% 
of GO

1 bar 35.42 Barrer CO2/CH4

selectivity of 
6.42

Sainath et al. 
(2021)

Polyethersulfone 
(PES)

10 wt% of 
rGO/ZIF-8

1 bar 611 Barrer CO2/CH4

selectivity of 
35.71

This work

5 bar 725 Barrer CO2/CH4

selectivity of 
20.14

Polyethersulfone 
(PES)

10 wt% 
of MoS2/

ZIF-8

1 bar 551 Barrer    CO2/CH4

selectivity of 
21.67

This work

5 bar 682 Barrer CO2/CH4

selectivity of 
19.86



Pertanika J. Sci. & Technol. 31 (5): 2473 - 2485 (2023) 2483

Fabrication of PES MMMs Using rGO/ZIF-8 and MoS2/ZIF-8 Nanofillers

this regard, the present study functionalised ZIF-8 with two different materials, rGO and 
MoS2, to implement as nanofillers in PES MMMs fabrication. Therefore, both nanofillers 
have successfully enhanced the performance of gas permeability and selectivity at two 
different operating pressure (Table 2). 

CONCLUSION

The demand for cost-efficient separation necessitates membranes with high gas permeability 
and excellent selectivity, providing the pathway for the further development of membrane 
materials. In this study, ZIF-8 was successfully functionalised with two different 2D 
materials, i.e., rGO and MoS2, and further incorporated into the PES matrix to form MMMs. 
The results indicate that the 2D nanofillers can significantly increase the gas permeability, 
especially CO2 while maintaining high selectivity. These nanofillers could also minimise 
the plasticisation effects of the membrane, especially at high operating pressure. It is due 
to the laminate structure of 2D materials, which minimises gas transport resistance and 
consequently maximises gas permeability.
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ABSTRACT

The jackfruit (Artocarpus heterophyllus) is one of six high-value non-seasonal tropical fruits 
identified as a target for export fruit products in the Malaysia National Key Economic Area 
(NKEA) report. It is challenging to sustain the jackfruit crop’s productivity and achieve the 
targets for the growth of premium fruits because of the emergence of plant diseases that 
can affect yields. This paper discusses the influence of abiotic factors, including landscape 
and weather, on the occurrence of Erwinia carotovora disease. This paper applied Ordinary 
Least Square (OLS) and hotspot analysis to understand the occurrence of the disease from 
the landscape and spatial perspective. The findings suggest that the rate of E. carotovora in 
jackfruit trees (based on a percentage of the area affected) is significantly affected by the 

proximity of the trees to roads, rivers, and 
irrigation. At the same time, the frequency 
of E. carotovora is substantially dependent 
on rainfall levels. The Koenker (BP) statistic 
provides a consistent set of results that 
explain the relationship between variables 
that impact the occurrence of dieback 
jackfruit disease remains the same over the 
study area. This study helps us understand 
how specific landscape characteristics 
and climatic variables influence jackfruit 
dieback disease. This area of research is 
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essential so that the best land management practices can be adapted to prevent future 
disease occurrences.

Keywords: Abiotic factors, Erwinia carotovora, Koenker statistic, landscape management, spatial analysis, 
tropical agricultural

INTRODUCTION

Jackfruit is one of the six high-value non-seasonal tropical fruits identified as a target 
product in the National Key Economic Area (NKEA) report. According to 2017 data, 
jackfruit is one of 21 tropical fruits commercially grown in Malaysia (DOSM, 2017). 
Jackfruit was recorded as having a self-sufficiency level (SSL), with the country producing 
more than 100% (111.1%) of domestic consumer needs: over 30,000 tonnes per year 
(Durai, 2021; Rozhan, 2017). Pahang, Negeri Sembilan, Sabah and Johor are the states that 
supply the most jackfruit for Malaysian consumption and export to international markets 
(MAFI, 2021).

Plant diseases must be investigated to sustain jackfruit productivity and achieve the 
national gross per capita of premium fruits, and relevant strategies must be implemented 
to meet national targets. Despite the emergence of several plant pest and disease models 
in the past decades, pests, weeds, and diseases continue to impact agricultural industries 
worldwide (Jeger et al., 2018; Zulperi et al., 2017).

BACKGROUND

Jackfruit

Jackfruit (Artocarpus heterophyllus) is a member of the Moraceae family. The plant 
genus, Artocarpus, comprises 50 tropical species native to the Asia-Pacific region. It is a 
prevalent tree in home orchards where people often grow fruits and vegetables for personal 
consumption (Elevitch & Manner, 2006).

Many believe that the jackfruit originated from India’s Western Ghats Mountain range; 
some studies reported finding trees in the primary forest away from human habitation. 
Meanwhile, another study suggests that it originated in Malaysia because of the broad 
diversity of jackfruit cultivars (Dickinson et al., 2020; Ranasinghe et al., 2019; Khan et al., 
2010). It then spread to countries such as Australia, Brazil, and Indonesia (Ismail & Kaur, 
2013). Elevitch and Manner (2006) describe how jackfruit grows well in the equatorial to 
subtropical maritime climates of the Indian and Pacific oceans and favours tropical moist 
to semi-dry forests.

Since 2001, several jackfruit clones have been grown commercially (FAMA, 2001), 
hence the variety of jackfruits available in Malaysia like Mastura, Mantin, Tekam Yellow, 
Golden Fruit, J29, N.S.1, CJ1, CJ3 and CJ6 (DOA, 2017). These clones perform well in 
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the Malaysian market because they are small and sweet with fleshy, smooth pulp and an 
attractive colour (Ismail & Kaur, 2013).

According to Elevitch and Manner (2006), jackfruit may withstand other soil types, 
such as shallow limestone, sand, and rocky substrates but does best in well-drained, deep 
soils of moderate fertility. The tree does not tolerate poor drainage or water stagnation. 
The tree will not bear fruit or perish if its roots come into contact with still water. The 
tree can grow in soils with light and medium textures (sands, sandy loams, loams, and 
sandy clay loams). It needs free drainage and can grow in neutral to slightly acidic soils 
(pH 5.0–7.5). Jackfruit may grow in infertile, shallow, and somewhat saline soils. It can 
also grow in rocky, laterite, and high-pH limestone soils. The jackfruit can survive three 
to four months of dryness but thrives with consistent and constant soil moisture (Blom-
Zandstra et al., 2017).

Jackfruit Disease

The jackfruit crop is susceptible to various diseases caused by fungal and bacterial infections 
affecting the leaves, branches, twigs, stems, and roots (Haq, 2006; Sabtu et al., 2019). 
According to Borines et al. (2014), jackfruit disease incidence tends to increase during the 
wet season, especially in areas prone to flooding or with poor drainage. Diagnosing the 
cause of jackfruit decline is crucial to assist in developing disease management strategies 
and the industry’s survival.

Several diseases that infect jackfruit are dieback (caused by Botryodiplodia 
theobromae), fruit rot (Rhizopus artocarpi and Rhizopus stolonifer), and leaf spot (caused 
by Phyllosticta artocarina), and pink disease (caused by Botryobasidium salmonicolor 
and Corticium salmonicolor) (Love & Paull, 2011). Other diseases such as charcoal rot 
(Ustilana zonata), collar rot (Rosellinia arcuata), grey blight (Pestalotia elasticola), and 
rust (Uredo artocarpi) also occur on jackfruit crops in some regions.

In Malaysia, the most common disease affecting the jackfruit crop is wilt/dieback 
disease caused by a bacterial pathogen, Erwinia carotovora, pink disease caused by 
Erythricium salmonicolor and fruit rot disease caused by Phytophthora palmivora (DOA 
Sarawak, 2006).

Jackfruit dieback disease is associated with different causal pathogens, Lasiodiplodia 
theobromae and Erwinia coratovora. Lasiodiplodia theobromae is a fungus capable of 
infecting growing shoots, causing discolouration of the bark and, in severe cases, causing 
the death of the jackfruit tree (Haq, 2006; Sabtu et al., 2019). However, the bacteria E. 
carotovora is also associated with dieback disease, which infects most Artocarpus species 
(Love & Paull, 2011), and this causal pathogen is the focus of this study.

Erwinia carotovora is a phytopathogenic enterobacterium that causes soft rot, blackleg, 
or stem rot on many crops (De Boer & Kelman, 2001). The bacterium E. carotovora causes 
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dieback resulting in leaf yellowing and gummy exudates from the stems and branches 
(Abhijit et al., 2012; Borines et al., 2014; Sangchote et al., 2003). White latex can be seen 
oozing out of the dark stains on the branches. A chocolate patch is found in the bottom 
when infected skin is removed. This necrotic area eventually blackens and can develop into 
large cavities that resemble those caused by the weevil borer. The disease spreads between 
branches and causes the whole tree to wilt. The fruit infected trees produce is relatively tiny 
and ripens prematurely compared to uninfected fruits (DOA Sarawak, 2006). Fruits can 
also become infected with this pathogen which insect transmits. The pathogen may infect 
young fruits, resulting in black, rotten, shrunken and sometimes withered fruit. Symptoms 
can appear before the fruit is harvested and on fruits in transit or storage. If not managed 
properly, these diseases can potentially damage fruit production severely.

According to Bhat et al. (2010), E. carotovora is a gram-negative bacterium, rod-
shaped, facultatively anaerobic, catalase positive, oxidase negative and urease harmful 
bacteria. The optimum temperature for E. carotovora growth is 30°C. According to Kumar 
and Ragupathy (2012), a temperature range of 25°C–30°C with low relative humidity 
(80–85%) and the presence of susceptible hosts favours dieback disease. It allows it to 
proliferate (Kumar & Ragupathy, 2012).

A study by Nadarasah and Stavrinides (2011) stated that insects are one of the 
intermediaries that spread plant pathogens. According to Elevitch and Manner (2006), 
boring insects are the major pests of jackfruit in southwestern and southern Asia; 
these include Batocera rufomaculata, Indarbela tetraonids, Margaronia caecalis, and 
Ochyromera artocarpio (Rajkumar et al., 2018; Ibrahim et al., 2022; Khan et al., 2021; 
Khan & Khan, 2020; Sabtu et al., 2019;). According to a survey conducted between 
2013 and 2016, fifty-one insect pests were found on jackfruit in the south Indian states 
of Karnataka, Kerala and Tamilnadu (Kallekkattil et al., 2020). Shoot-boring caterpillar 
(Diaphania caesalis) is the major pest (Elevitch & Manner, 2006; Gullan & Cranston, 
2014), including mealybugs (Nipaecoccus viridis, Pseudococcus corymbatus, and Ferrisia 
virgata), spittlebug (Cosmoscarta relata), and jack scale (Ceroplastes rubina). The larva of 
D. caesalis is a voracious feeder that causes severe fruit damage. Khan and Islam (2004) 
reported that D. caesalis caused 27.44% of damage in jackfruit plantations in Bangladesh.

METHODOLOGY

The methodology applied in this study is shown in Figure 1, as this study used climatic and 
landscape data (Table 1). The Malaysian Meteorological Department obtained climatic data 
from 2011–2017. The E. carotovora jackfruit disease incidence data were collected from 
the Plant Biosecurity Division of Johor. River, irrigation, and rainfall data were obtained 
from the Department of Irrigation, and Drainage of Johor, and elevation data from TanDEM 
sentinel was 12 meters. All data were initially in different coordinate systems, such as World 
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Geodetic System 1984 (WGS 84) and Cassini Soldner Johor map projection. Then, the 
data were transformed into Malayan Rectified Skew Orthomorphic (MRSO) Kertau map 
projection. Eight variables were extracted from these data to analyse the relationship using 
Ordinary Least Square (OLS) analysis. Jackfruit disease incidence records (location), road, 
river, and irrigation are vector shaped. The elevation data was converted from raster to 
vector format, and then 20-meter contour lines were created to obtain the elevation value 
for jackfruit disease incidence.

The spatial database consists of all data collected in the second stage. The data were 
divided into either spatial or attribute data. Spatial data describes a location on the earth’s 
surface, whereas attribute data describes a spatial object in the database. Roads, water 
bodies and elevation data were included in the spatial data, while the others were included 
in attribute data.

Figure 1. Methodology flowchart
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The maximum temperature, relative humidity and wind data were gathered and 
displayed in Shapefile format according to their coordinates and using the “Add XY Data” 
function in ArcGIS 10.3.

Moran’s I spatial autocorrelation was performed on each explanatory variable to 
understand the distribution of data acquired from the sources (Table 1). Moran’s tool 
determines whether the spatial pattern is random or clustered. Statistically significant 
clustering under or over predictions indicates a variable is missing from the model 
(misspecification) (ESRI, 2016a). Hence, the OLS model that mis-specifies or provides 
spatially random results is not deemed reliable. Also, it is considered unreliable if the 
residuals are statistically significant and autocorrelated (ESRI, 2016a). Data distribution 
must be random, and the residual is not statistically significant or autocorrelated to meet 
the requirement to conduct OLS regression.

This study’s initial distance to road and elevation data shows clustered spatial 
autocorrelation. Random spatial autocorrelation is preferred in OLS analysis, or the output 
analysis cannot be trusted. From a scatter plot matrix graph, the data distribution of the dataset 
was non-normal. Moreover, each variable showed a few outliers. Hence, the non-normal 

Table 1
Description of each variable

Variables Data Descriptions
Jackfruit diseases incidence 
records (in percentage)
Jackfruit diseases frequency 
occurrence (in quantity)

Jackfruit diseases report is derived from census and diagnostics data from 
the year 2011 until 2017 
(Source: Plant Biosecurity Division of Johor)

Maximum temperature (unit 
degree Celsius)

The maximum temperature in every district in Johor State from the year 
2011 until 2017 
(Source: Malaysian Meteorological Department)

Relative humidity
(unit %)

Daily relative humidity in every district in Johor State from the year 2011 
until 2017 
(Source: Malaysian Meteorological Department)

Maximum wind
(unit meter per second)

Daily mean wind speed at every district in Johor state from the year 2011 
until 2017 
(Source: Malaysian Meteorological Department)

Rainfall
(unit millimetre)

Daily rainfall in every district in Johor State from the year 2011 until 2017
(Source: Department of Irrigation and Drainage of Johor State)

Road
(unit meter)

Road features for the entire Johor
(Source: Malaysian Public Works Department)

River
(unit meter)

River features for the entire Johor
(Source: Department of Irrigation and Drainage of Johor State)

Irrigation
(unit meter)

Irrigation features for the entire Johor
(Source: Department of Irrigation and Drainage of Johor State)

Elevation
(unit meter)

Elevation data is extracted from TanDEM 12 meters
(Source: TanDEM)
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distribution data were transformed into a natural logarithm (ln) for all datasets, including 
maximum temperature, relative humidity, wind, rainfall, road distance, river, irrigation, 
and irrigation elevation. SPSS software was used to transform the dataset into natural log 
distribution. Outliers were also identified through a box-plot graph and were removed.

Next, data were processed to generate new attributes by calculating the distance of the 
disease records to the tested variables—the Near tool (in ArcGIS software) calculated the 
distance between input features. The distance calculation depends on the geometry type 
and coordinates system (ESRI, 2016c). The input feature is the record (point location) of 
E. carotovora jackfruit disease to the nearest road, irrigation, river, and elevation. The E. 
carotovora jackfruit disease data was in point feature while other relative features were 
in line. The output from this analysis was the distance value (in meters) added as a new 
column (namely, NEAR_DIST) in the E. carotovora jackfruit disease attribute table.

The distance was calculated based on these basic rules below (ESRI, 2016d):
1. The distance between two points is the straight line connecting the points.
2. The distance from a point to a line is perpendicular or the closest vertex.
3. Segment vertices determine the distance between polylines.
The variable’s distance to roads, rivers and irrigation layers was calculated by 

measuring their proximity to E. carotovora jackfruit disease occurrences.

Hotspot Analysis

This study used a Kernal density tool to map the hotspot of disease occurrence. The tool 
calculates the density of input features within a neighbourhood. Regarding ESRI (2016b), 
it is the magnitude of each sample location (line or point) over a surface. A circular search 
area is applied for a density map to determine the distance to search for sample locations 
or whether to spread the values around each location and calculate a density value. Density 
surfaces show the concentration of point or line features.

For mapping the density of E. carotovora jackfruit disease, the hotspot analysis was 
carried out using ArcGIS software. The distribution of the disease was weighted based on 
the number of incidences.

Ordinary Least Square (OLS) Linear Regression

Ordinary Least Square (OLS) linear regression is a statistical method for estimation and 
prediction. According to ESRI (2016a), OLS linear regression estimates the unknown 
parameters in a linear regression model. The technique minimises the sum of squared 
vertical distances between observed answers in the dataset and the expected responses, 
utilising a linear approximation. ESRI (2016a) also state that the OLS linear regression 
in ArcGIS can predict and model the relationship between a dependent variable and a set 
of explanatory variables.
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The OLS regression model analysed 
the relationship between E. carotovora and 
the independent variables (i.e., maximum 
temperature, relative humidity, rainfall, 
and wind speed), along with topographical 
surface features such as distance to the 
river and road and irrigation. All variables 
were analysed with the dependent variable 
and tested to identify the most influential 
variable concerning disease occurrence. OLS 
assesses the overall relationship between the 
dependent and independent variables. The 
dependent and independent factors analysed 
in this study are displayed in Table 2.

The modified R2, variance inflation 
factor (VIF), and coefficient values are 
shown in the regression tool’s output to 

Table 2
List of dependent and independent variables used in 
the OLS tool

Type of 
Variable Parameters

Dependent 1. Affected area per hectares 
(Severity of E. carotovora 
jackfruit disease occurrence) 
(in percentage)

2. E. carotovora jackfruit disease 
occurrence (in frequency)

Explanatory 
(Independent 
Variables)

1. Maximum Temperature (annual 
average)

2. Relative Humidity (yearly 
average)

3. Mean Wind Speed (yearly 
average)

4. Distance to Road
5. Distance to River
6. Distance to Irrigation
7. Elevation (20m contour)
8. Rainfall (yearly average)

illustrate the model’s performance, which comprises the tested dependent and independent 
variables. Several R2 and adjusted R2 values measure the model’s performance. Adjusted R2 
always has a lower value than multiple R2 since it indicates model complexity, according 
to ESRI (2016a). Because it directly relates to the data, the adjusted R2 is a more reliable 
performance indicator than many other R2. The range of potential values is 0.0 to 1.0. Esri 
(2016a) recommended removing variables with VIFs greater than 7.5 from the model even 
though the VIF assesses redundancy among variables.

The joint-F-statistic and conventional Wald statistic values were used to determine the 
statistical significance of the entire model. The joint-F-statistic is reliable only when the 
Koenker (BP) statistic is not statistically significant (ESRI, 2016c). The Koenker (BP) statistic 
determines whether the model’s explanatory variables are consistently related to the dependent 
variable regarding the available data and spatial location (ESRI, 2016c). In the studied area, 
the spatial process operates uniformly if the model is compatible with spatial distance.

According to ESRI (2016a), probability (p-values) reveals the statistical significance of 
the regression model and if the theory or common sense strongly suggests a relationship with 
the dependent variable. Explanatory variables must not be redundant with other explanatory 
factors in the model and must predominantly be linear. The p-value in a statistically 
significant model must be less than 0.05. The model is not statistically significant, and 
the model relationship is inconsistent if the p-value is higher than 0.05. The relationship 
variation between the predicted value and each explanatory variable remains constant if 
the model is consistent in the data space. Due to volatile output characteristics brought on 
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by local multicollinearity, a regression model with statistically significant stationary values 
is not recommended for geographically weighted regression (GWR) research.

RESULTS AND DISCUSSION

The Mapping of Erwinia carotovora Jackfruit Disease

This study analyses the abiotic factors that influence E. carotovora jackfruit disease 
occurrence. A total of 162 reported E. carotovora jackfruit disease incidences were 
reported in Johor between 2011 and 2017. Figure 2 shows the temporal data of Erwinia. 
carotovora jackfruit disease occurrence for the same period. 2013 shows the highest number 
of instances, with 44 cases recorded by the Plant Biosecurity Division of Johor. The next 
highest years were 2012 and 2015, with 43 and 33 cases, respectively. The lowest cases were 
recorded in 2017 and 2014, with five and four, respectively. Figure 3 shows the distribution 
of E. carotovora jackfruit disease in Johor state overlaid with land use and cover.

The Near tool was used for proximity analysis, summarising each explanatory variable’s 
lowest and maximum values. This data could benefit farmers that plant jackfruit because 
it can be used to reduce disease occurrences. The summary of minimum and maximum 
physical explanatory variables is shown in Table 3, and the visualisation of the map is 
shown in Figure 4.

We can roughly estimate that the crop locations that might be free from bacterial 
dieback disease infections are approximately within a radius of 6 km from nearby roads, 
8 km from nearby rivers, 15 km from irrigation, and at an elevation of 116 meters above 
sea level (Table 3).

Figure 2. E. carotovora jackfruit disease occurrences from 2011 to 2017

N
um

be
r o

f d
is

ea
se

50

45

40

35

30

25

20

15

10

5

0
2011 2012 2013 2014 2015 2016 2017

Year



2496 Pertanika J. Sci. & Technol. 31 (5): 2487 - 2503 (2023)

Nurul Hawani Idris, Erneeza Mohd Hata, Norliza Adnan, Sazlieya Saupi Teri, Mohamad Jahidi Osman, 
Ami Hassan Md Din and Mohamad Hafis Izran Ishak

Figure 3. Distribution of E. carotovora jackfruit disease incidences in Johor State

Figure 4. Topographic map for E. carotovora jackfruit disease occurrence

Distribution of Erwinia Corotovora Jackfruit Disease 
Incidence Records in Johor State from Year 2011 - 2017

Nearest Road, River, Irrigation and Elevation for Erwinia 
caratovora Jackfruit Disease Occurrence in Johor State 

in Year 2011-2017
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The Kernel density tool results show the 
hotspot for E. carotovora jackfruit disease 
in Figure 5. The gradient colour (green to 
red) from the figure shows the density of E. 
carotovora jackfruit disease distribution. 
Red cells have more records surrounding 
them than green cells. The higher the Kernel 
density value, the greater the concentration 
of disease incidence. In conclusion, the 

Table 3
Summary of minimum and maximum physical 
explanatory variables

Variables Min Value 
(Meters)

Max Value 
(Meters)

Road 5.59 5576.17
River 498.03 7637.73
Irrigation 224.79 14819.61
Elevation 10.73 115.42

hotspot for E. carotovora jackfruit disease occurs in Ayer Hitam in Batu Pahat, Bukit 
Lawing in Kluang, and Felda Nitar 2 in Mersing.

Figure 5. Hotspot area of E. carotovora

Hotspot of Erwinia Corotovora Jackfruit Disease 
Incidence Records in Johor State from Year 2011 - 2017

The Dominant Factors

 Eight abiotic factors investigated their 
relationships with the dieback disease 
occurrence in this study (Table 2). According 
to OLS regression (Table 4), this model has 
a multiple R2 of 0.788745 and an adjusted 
R2 of 0.619741. As a result, this model can 

Table 4
OLS diagnostics results

Multiple R-Squared
0.788745

Adjusted R-Squared
0.619741

Joint F-Statistic
4.667013

p-value:
0.013233*

Koenker (BP) Statistic
2.441167

p-value:
0.964418
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account for about 61% of the variation in the explanatory variables in the entire jackfruit 
disease-affected area. Alshibly (2018) claims that the better the model matches the data, 
the greater the R2.

Table 5 shows the first model tested in this study (i.e., the size of the area affected 
by E. carotovora jackfruit disease). From the model, the size of the affected area has a 
significant relationship with the distance to roads, rivers, and irrigation. The p-value of 
roads, rivers, and irrigation is less than 0.05; hence these variables are significant. Whereas 
Table 6 shows different dependent variables (i.e., frequency of disease incidence) and their 
OLS regression results where the rainfall value closely influences the frequency of disease 
occurrence since the p-value is significant (p < 0.05).

The VIF of all explanatory variables (i.e., maximum temperature, humidity, maximum 
wind, rainfall, river distance, road distance, irrigation distance, and elevation) are jackfruit 
disease incidence records in Johor state less than 7.5 (Tables 5 and 6). It implies that the 
explanatory variables are not mutually exclusive. The comparison of disease incidence 

Table 5
OLS results of dependent variable: Diseases incidence (as the total percentage of the affected area) versus 
explanatory variables

Variable Coefficient (a) t-Statistic Probability [b] VIF [c]
Temperature 5.218971 0.822658 0.429871 2.065216
Humidity 3.695793 0.845752 0.417459 1.560448
Wind 1.379807 1.506446 0.162885 2.107248
Rain 0.321554 0.466808 0.650636 1.335430
Road 0.671931 4.582496 0.001013* 2.805546
River -1.044560 -2.837530 0.017625* 1.511604
Irrigation -0.920625 -2.551858 0.028763* 2.595937
Elevation -0.007164 -0.013018 0.989871 2.787380
*Significant at p < 0.05

Table 6
OLS results of dependent variable: Diseases incidence (in frequency) versus explanatory variables

Variable Coefficient (a) t-Statistic Probability [b] VIF [c]
Temperature 8.159650 1.587765 0.143433 2.065216
Humidity 7.626628 2.154507 0.056618 1.560448
Wind 1.098949 1.481130 0.169393 2.107248
Rain -1.677950 3.007075 0.013192* 1.335430
Road 0.035788 0.301297 0.769370 2.805546
River -0.408323 -1.369275 0.200894 1.511604
Irrigation 0.178177 0.609685 0.555655 2.595937
Elevation -0.764875 -1.715687 0.116985 2.787380
*Significant at p < 0.05
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coefficient (a) according to the total percentage of the affected area and frequency versus 
explanatory variables were shown in Figure 6 to illustrate and explain the data better.

From the coefficient results for the first model, we can remove the variables related to 
the maximum temperature, humidity, wind, elevation, and rainfall since the probability is 
insignificant (Table 5). From the table, this study identified that the road distance variable is 
positively associated with the affected size area of E. carotovora jackfruit disease incidence. 
The bigger affected area is due to the greater distance from the road. In other words, road 
distance has no significant effect on disease incidence.

While the relationship between river distance and irrigation distance negatively affects 
incidence rates. Therefore, the association is inversely proportional to the size of the affected 
area. It aligns with a study by Mgcoyi (2011) which stated that Erwinia is commonly 
found in lakes, rivers, and reservoirs during the summer, late spring, and early autumn. 
The presence of these microorganisms affected the water quality. This study concludes that 
the larger affected area may be due to the shorter distance to the water body.

The Koenker (BP) statistic for the regression model is 2.441167, and the p-value is 
0.964418, higher than 0.05. This result means the model is not statistically significant; hence 
the relationship of the explanatory variables is consistent. According to Chang (2008), this 
consistency ensures that the relationship between variables remains the same in a different 
area. Hence, performing geographically weighted regression (GWR) was not necessary.

Due to the Koenker (BP), the statistic is not statistically significant, and the F-statistic 
can be used to determine the overall model significance. The p-value of the joint F-statistic 

Figure 6. The comparison of the diseases incidence coefficient according to the total percentage of the 
affected area (blue) and frequency (red) versus explanatory variables
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is 0.013233, which means the whole model is statistically significant (Table 4). According 
to Van Maanen and Xu (2003), rainfall is crucial to disease dispersion. The OLS results 
show that E. carotovora jackfruit disease incidence (based on the frequency of incidents) 
significantly depends on rainfall, where the p-value is less than 0.05 (Table 6).

CONCLUSION

This paper discusses the impact of abiotic factors that influence the occurrence of E. 
carotovora disease in jackfruit plants. The finding suggests that abiotic factors are influential 
regarding the presence of the disease. Most related literature frequently associates disease 
occurrence and severity with abiotic factors. Based on the findings in this research, it is 
concluded that distance from roads, distance from rivers, and distance from irrigation are 
the abiotic factors that determine the total percentage area of E. carotovora jackfruit disease. 
However, disease incidence data show that only rainfalls influence jackfruit dieback disease 
occurrence frequency. The analysis shows that distance from the river and irrigation are 
inversely proportional to the total percentage area of E. carotovora jackfruit disease incidence.

The limitation occurs of this study is the lack of temporal data to indicate the exact date 
of jackfruit disease occurrence. Furthermore, a lack of detailed climatic data on rainfall 
in the incidence area hinders the further analysis of the variable. Because of the lack of 
specific data, the annual average was used to perform the analysis. The model should be 
validated for future research to ensure reliable relationships in different samples and areas.
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ABSTRACT

Many applications use Spent Bleaching Earth (SBE) despite being considered hazardous 
waste from the palm oil refinery process. Its production increases yearly, similar to waste 
cooking oil (WCO). The SBE is known as a thickener in grease formulation. The same 
goes for red gypsum, waste motor oil, stearic acid, and lithium hydroxide monohydrate. 
They are all considered thickeners but have different durability in protecting base oil in 
grease. Then, previous studies revealed their performances with side effects detection 
against the environment and human bodies. Cooking oil is a heat transfer medium for 
serving foods with higher amounts of unsaturated fatty acids. The number of fatty acids 
might change after cooking oil consumption and become highly demanded due to the 
chemical properties of density, viscosity and fatty acids. Nowadays, people lack awareness 

of the importance of recycling palm oil 
waste. They intend to dispose of it instead of 
recycling it for sustainable energy resources. 
Therefore, this paper will discuss the grease 
formulation, contaminant available in WCO, 
its treatment, issues regarding different 
thickener consumption, treatment against 
Spent Bleaching Earth (SBE), and propose 
the safe thickener and additives for future 
intakes. This study found that adding Fume 
Silica (F.S.) as a thickener and Molybdenum 
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Disulfide (MoS2) enhanced the grease stability. Further treatment against SBE (remove 
residue oil) and WCO (metal elements, undesired impurities and water content) is necessary 
for providing good quality formulated grease.   

Keywords: Grease formulation, spent bleaching earth, waste cooking oil

INTRODUCTION

The occurrence of environmental pollution over the years has become a big concern 
among scholars and researchers. The ongoing generation of waste products, whether from 
domestic or industrial sources, has become a significant problem. Therefore, this subject 
has sparked a debate among them. The waste management process is seen as expensive, 
and several manufactured pollutants contribute to environmental damage. Without effective 
management, pollution may occur and cause an ecological system imbalance. According 
to Lopes et al. (2020), the generation of waste cooking oil (WCO) in highly populated 
countries such as Japan (0.57 million tonnes), India (1.1 million tonnes), the United States 
of America (1.2 million tonnes), and China (5.6 million tonnes) has increased considerably. 
According to estimates, Malaysians squander 540 000 tonnes of WCO composed of 
vegetable and animal fats yearly without treating them as waste (Suzihaque et al., 2022). 
Meanwhile, although most households know the importance of recycling WCO, only a 
tiny percentage recycle it. In 2020, the Domestic Trade, Cooperatives, and Consumerism 
Ministry (KPDNKK) stipulated that around 45 million kg of cooking oil was utilised in 
a month, which means around 1.45 kg of cooking oil was consumed by each person per 
month (Farid et al., 2020). Meanwhile, another study found that the average monthly WCO 
production per family is estimated at around 2.34 kg, according to government statistics 
(Nizam & Misdan, 2022). Figure 1 shows the Waste Cooking Oil Production (million 
tonnes) within different Countries in 2019. 

Figure 1. Bar chart for the waste cooking oil 
production of different countries (Lopes et al., 2020)
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from flowing to treatment facilities. If WCO 
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is disposed of in municipal solid waste landfills, it will pollute the soil (Feo et al., 2020). 
For example, the affected operator spends $3.5 million yearly to clear municipal pipes of 
blockage caused by waste oil pollution (Vollaard, 2017). It has an impact not only on the 
environment but also on the cost of treatment.

Recently, many cases have been reported about improper disposal of waste cooking oil. 
People’s lack of awareness contributes to this disposal problem. A survey of respondents 
in the University of Malaya Cafeteria revealed that approximately 50% threw WCO 
into the sink, 35% threw it as normal waste, and 20% knew of the impact of repeated 
consumption (Noor & Hua, 2016). The fluctuating price of mineral oil has sparked debate 
among academics. However, a non-linear relationship between oil prices and market 
deliveries due to insufficient production and spare refinery capacity was found to reduce 
crude oil volumes over the long term. (Dees et al., 2008). Many researchers have found the 
tendency of WCO as raw material in tuning new products via chemical processing, such 
as biodegradable polyurethane sheets, greases, bio-lubricants, soaps and alkyd resins, to 
address these issues (Panadare & Rathod, 2015).   

Waste cooking oil (WCO) is defined as used cooking oil after the cooking process. 
It is generally made of edible oil containing 95% triglycerides, glycerol and fatty acids 
linked to hydroxyl groups via ester linkage (Vitz et al., 2021). It is categorised as lipids 
and results from the esterification process. Anderson (1991) states that WCO as a lubricant 
has been applied since ancient times. This oil acts as a lubricant during operation, reducing 
the frictional force between two surfaces (wheels and gears). During the Pharaonic period, 
around 1400 B.C., Hittite chariots used the WCO on the axle (Sharma & Singh, 2019). 
This application was widely used until 4000 years ago, but it was discontinued in the 19th 
century due to the higher chemical properties conceived by mineral oil. 

Even though mineral oil outperforms waste oil in terms of chemical properties and 
performance, researchers still have room to find a better way to use waste products as 
sustainable energy. To maintain grease quality, having a good product free of unwanted 
impurities should be a priority in grease formulation. It impacts the appearance, colour 
and performance of grease produced. Furthermore, most waste oils contain undesirable 
impurities compared to treated crude oil. Many WCOs are taken from various resources 
until they can impact the tradition and method of cooking styles within various races. 
Furthermore, the frying period, temperature, and material used in cooking can all affect the 
properties and type of impurities present. It can be difficult because the process necessitates 
additional treatment against WCO. WCO, in particular, must be treated before being used 
as a base oil.

Spent Bleaching Earth (SBE) is used as a thickener known as palm oil waste. WCO is 
classified as palm oil waste and is used as a base oil in grease formulation. Furthermore, 
they can reduce environmental pollution by recycling. Not only that but red gypsum, 
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waste motor oil, stearic acid, and lithium hydroxide monohydrate are also considered 
thickeners derived from industrial waste. Unfortunately, some of them could not perform 
well as thickeners, and several adverse effects are found when using these substances 
for the grease formulation. Then, the SBE is found to be highly hazardous due to several 
toxicant impurities (Fattah et al., 2014). Further treatment needs to be done to remove 
these impurities to make it safer. 

Contaminant Available in WCO

To strengthen the issues, Mannu et al. (2020) stipulated some impurities in used cooking 
oil (WCO), e.g., metal traces, organic molecules and spices after being heated or used. The 
physical properties of cooking oil also changed after use, especially in terms of colour and 
viscosity (Jaarin & Kamisah, 2012). Therefore, oxidation products from used oils become 
unfit for human consumption (Tan et al., 2011). Several investigations on fatty acids have 
been conducted to assess the stability of fatty acids and the efficacy of vegetable oil as a 
lubricant. 

According to Godson and Vinoth (2015), the two most common saturated fatty acids 
in WCO are palmitic acid and stearic acid. Meanwhile, myristic acid, lenolenic acid, 
capric acid, and lauric acid are found in small amounts (Figure 2). Furthermore, not only 
are metal traces and impurities present, but the generation of fatty acids is also classified. 
According to Awogbemi et al. (2019), the number of fatty acids will degrade before and 
after WCO consumption. The study discovered that the percentage of oleic acid in sun foil, 
palm oil, and sunflower oil was the lowest but the highest in margarine. Oleic acid is known 
as an oxidation resistor (Hernandez, 2016). The acid may stop oxidation. Therefore, it is 
commonly found as the highest level per cent in WCO after consumption as it maintains 
the oil presence. 

Figure 2. Pie chart of the common components in 
WCO (Godson & Vinoth, 2015)

palmitic acid stearic acid
myristic acid lenolenic acid
capric acid lauric acid

The theory regarding the metal element 
production from heating cooking oil is 
acceptable since many studies have traced 
the availability of these elements using 
Graphite Furnace Atomic Absorption 
Spectrophotometry (GFAAS). GFAAS 
can trace metal elements inside edible 
oils or foods and detect arsenic in natural 
medicine products (Khalid et al., 2016). 
Trace elements concentration of edible oils 
might be lower in quantity, e.g., arsenic 
(As), Cadmium (Cd), Lead (Pb), Selenium 
(Se) and Chromium (Cr). They are toxic 
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and have a negative impact on consumer health (Manarattanasuwan, 2011). Copper and 
iron also can be detected in edible oil using (GFAAS) (De Leonardis et al., 2000). The 
saponification method is similar to the atomic absorption spectrophotometer (AAS) 
(Handajani et al., 2014). 

Treatment on WCO

The treatment of WCO is crucial in removing severe undesired impurities present in it. 
Some researchers found the best way to remove the undesired impurities. The oil will face 
degradation in quality due to continuous consumption. The longer the continuous repetition 
of oil consumption, the higher the amount of saturated fatty acid in that oil, which may protect 
from oxidation easily (Hernandez, 2016). A study by Rajvanshi and Pandey (2016) purified 
WCO via a filtration method using filter paper. The filter paper is put into a funnel to separate 
severe undesired impurities. Then products from the filtering process (filtered oil) need to be 
appropriately kept (sealed container) to avoid a reaction from the air. Since the filtered oil 
is being filtered, it has similar properties to net cooking oil (Rinaldi et al., 2017). Additional 
treatment is required by heating the WCO within an hour to reduce moisture content. The oil 
must be kept in a sealed container and away from the air to prevent rancidity. Other studies 
also involved the treatment of WCO into a toilet cleaner product, using a filtration process 
with three types of absorbents (Kamaruzaman & Zin, 2019). The study also claimed similar 
properties between fresh and filtered cooking oil, but filtered cooking oil is highly safe to 
use due to less peroxide value (Kamaruzaman & Zin, 2019).  

Peroxide value is the number of oxygen in peroxide, which can be measured in the 
oxidation process against cooking oil. Generally, it is also defined as hydro-peroxides 
in substances and can be used to determine the deterioration rate of oil (Gordon, 2004). 
Therefore, good oil quality, especially for grease formulation, depends on the amount of 
peroxide value related to the oxidation process, which reveals the good preservation status 
of oil. Fresh cooking oil (FCO) comprises a higher peroxide value due to the storage process 
(Almeida et al., 2019). Then, oxidation is a major problem against the selected based oil for 
grease formulation. The higher peroxide value can be described as being mostly available in 
fresh oil. First, treating WCO before reusing it to produce good quality formulated grease with 
minimum degradation effects is important. Awogbemi et al. (2019) stated that there would 
be a higher interchange of density, fatty acids and viscosity after cooking oil consumption. 
Using oil with a low peroxide value, “waste oil,” is recommended to avoid oxidation. 

Grease Formulation  

Usually, the grease formulation comprises six major steps, from collecting base oil to 
selecting the final grease. Grease is formulated using base oil, thickener, and additive. It is 
important to design these steps to make sure the generated grease product is highly defined 
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based on acceptable industry standards of common grease acceptable properties via the 
International Organization for Standardization “ISO 12924 and ISO 6743-9”. Grease is 
chosen based on its structure and NLGI number. The highest composition should be base oil 
(waste cooking oil), thickener, and additive. In order to produce grease, the heating process 
must be completed within three hours using a homogeniser and a hot plate. The greases 
produced will be tested using the American Society for Testing and Materials (ASTM) 
method and SKF’s grease test kit before being finalised as selected grease. However, grease 
performance is determined by the type of thickeners and additives used within adequate 
composition values. Figure 3 shows the flow chart of the general overview of the grease 
formulation steps.

Figure 3. Flow chart of the general overview for the grease formulation steps

Collection of based 
oil “WCO”.

The WCO can be available from any 
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Issues in Using Stearic Acid and Lithium Hydroxide Monohydrate as Thickeners

A grease formulation from WCO had been produced by Othman (2009) in combining stearic 
acid and lithium hydroxide monohydrate as thickeners for different ratios. The study also 
involved maintaining WCO and sodium diethyl dithiocarbamate as an antioxidant additive. 
The study also discovered that increasing the thickener impacted the grease performance 
significantly in terms of NLGI hardness value, work penetration value, operating 
temperature, and dropping point value, but not for copper corrosion testing. Therefore, the 
thickener was directly proportional to these grease performance values. In contrast, the 
result showed that adding additives would significantly impact the metal corrosion up to 
4c grade, which is highly corrosive. Lowering the amount of additive denoted the grease’s 
ability to protect the metal surface from chemical attack. 

Unfortunately, lithium hydroxide monohydrate is not safe to use in grease formulation 
due to its limitation stability under normal storage temperature conditions (Livent, 2018), 
which means it is vulnerable to igniting or exploding and needs to be kept in a cool and 
dry place. Even though it can form a high-temperature grease, the New Jersey Department 
of Health and Senior Service (2014) stated that it is a highly corrosive chemical that can 
cause irritation and burn the skin and eye, leading to eye damage. A pungent odour can 
irritate the nose and throat, damage the lung, and shorten the breath.  

Stearic acid is an emulsifier, emollient, and lubricant that can help prevent the product 
from separating. It is known as a thickener and can stabilise the grease structure, which 
is parallel to thickener properties and helps in smoothing the grease structure (Delaneau, 
2021). Even though the combination of stearic acid and lithium hydroxide monohydrate 
(based) can produce a thickener with fewer acidity properties (neutralisation), which is not 
corrosive, with high mechanical stability and excellent water resistance, the issue cannot 
be dismissed due to the difficulty in handling these substances during operations. Users can 
easily spill a bulk powder of lithium hydroxide monohydrate, causing waste and possible 
respiratory irritation. Another disadvantage of applying this substance is the possibility 
of yielding grease composition, which may result in lower than desired specifications 
throughout the spillage and tends to clump and form if exposed to water or high humidity 
storage area (Smith et al., 2000). Recently, no studies on the toxicity of the stearic acid 
substance were mentioned, even though it had been tested against animals (Libert, 1987). 
However, some studies have suggested that other side effects may occur in a few people, 
such as irritation of sensitive skin, the possibility of carcinogen agents (causing cancer), 
or toxin build-up in the brain or organs.

Issues in Using Spent Bleaching Earth as a Thickener

A WCO study using Spent Bleaching Earth (SBE) as a thickener found no significant impact 
on oil (Abdulbari et al., 2011). The waste can be converted into a new product but requires 
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specific treatments to remove most potential fire and pollution hazard impurities: 20-40% 
of residual oil by weight, organic compounds, and metallic impurities (Rokiah et al., 2019). 
Using this sticky material is brilliant since it can save costs from purchasing industrial 
thickeners for grease formulation while also minimising the environmental impacts of 
disposal issues. According to a recent study, the SBE consists of fume silica within the range 
of 50% to 83.05% (Dermawan & Ashari, 2018), making it an excellent thickening agent 
(Barthel et al., 2005) with no toxicity impact (fume silica) and as anticaking agent (Younes 
et al., 2018). The study discovered that while SBE can hold base oil at room temperature, 
it cannot hold WCO due to temperature and pressure changes. So, even though it is a fine 
particle of clay capable of absorbing and retaining oil, these are the criteria required by 
many thickeners, and this is due to the oxidative properties of WCO. Therefore, according 
to the final study assumption, some additives should be added to prolong this issue. SBE is 
also classified as solid hazardous waste because of its high organic content, which exceeds 
the waste acceptance criteria (WAC) for hazardous waste landfills by 6% (Fattah et al., 
2014). Another issue with this substance is the difficulty in disposing of it due to the high 
amounts of the water-insoluble substance, diverse compositions, macro-elements, and 
micro-elements associated with SBE (Piotrowska-Cyplik et al., 2013). A study on mice 
confirmed the corrosive effect of SBE application on the skin, and the results showed its 
tendency to improve skin lesions (Yang et al., 2017). Even though it is classified as highly 
hazardous waste, the Indonesian government has declared it is only classified as non-
hazardous waste if it contains less than 3% oil (Jong, 2021). Nonetheless, the study did 
not initially treat SBE other than by removing stone and agglomerate particles before the 
grease formulation. As a result, the grease produced by the SBE substance can be extremely 
hazardous due to its toxicity and may cause skin irritation when touched. Table 1 shows a 
Summarisation of using SBE as a thickener.

Table 1
Summarisation on using SBE as a thickener

Full Name Spent Bleaching Earth (SBE)
Problem Against SBE ● Most potential fire and pollution hazard impurities comprise 20-40% of 

residual oil by weight, organic compounds, and metallic impurities.
Characteristic of SBE ● Sticky substances.

● Comprises fume silica within the range of 50% to 83.05%.
● Anticaking agent.
● SBE can hold base oil at room temperature; it cannot hold WCO due to 

temperature and pressure changes.
Other issues related to 
SBE

● SBE is also classified as solid hazardous waste because of its high organic 
content, which exceeds the waste acceptance criteria (WAC) for hazardous 
waste landfills by 6%. 

● Another issue with this substance is the difficulty in disposing of it due to 
the high amounts of the water-insoluble substance, diverse compositions, 
macro-elements, and micro-elements.
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Issues in Using Red Gypsum/Fumed Silica (F.S.) as a Thickener

Another study of grease formation with waste oil and red gypsum/fumed silica (F.S.) 
within different ratios by Razali et al. (2017) has revealed the red gypsum’s ability to 
hold different waste oils. The waste oil involved is WCO, used oil, silicon oil, and waste 
emulsions. After two months of storage, an oil separation occurred even with a ratio of 
50% (red gypsum)/50% F.S. of WCO grease with 50 ml oil separation. In contrast, waste 
emulsion oil with 10 ml oil separation revealed the best result of grease within a similar 
ratio after the same period. As a result of its high oxidation properties, red gypsum cannot 
hold enough WCO structure.

Issues in Using Waste Motor Sludge as a Thickener

The study on grease from WCO and Waste Motor Sludge by Rajvanshi and Pandey (2016) 
proved the compatibility of WCO as a base oil for the grease production process. The study 
was also tested using different mixing ratios between lithium and motor sludge within 
various amounts of WCO and including a few quantities of molybdenum disulfide (MoS2) 
as an additive. Hence, the results showed that the mixing quantity of these substances 
significantly impacted the increment of the dropping point and work penetration value by 
having directly proportional values. The grease samples also revealed a minor corrosive 
nature, especially under the specific static condition when tested by the ASTM method 
within the slightly tarnished appearance of stage 1B. Still, the dropping point decreased 
significantly when the amount of lithium and motor sludge was reduced while the WCO 
was increased.   In contrast, lithium and motor sludge have been detected when lithium 
is very unstable and needs to be mixed with the most stabilising agent, such as “motor 
sludge” (Sani & Florillo, 2020). Commonly, it needs to be kept within mineral oil as it 
easily reacts to moisture in the air (Dye, 2021). Motor sludge can resist high temperatures 
due to its properties which can withstand heat. At the same time, it is highly temperature 
resistant as it can cause damage to the car engine when it is not frequently removed. It 
can be a stabilising agent in storing lithium within the sticky characteristic. Furthermore, 
lithium also has superior heat-transfer fluid properties, especially for high-power nuclear 
reactor density (Dye, 2021) with higher specific heat capacity (Szelong & Fan, 2020). 

Full Name Spent Bleaching Earth (SBE)
Research Relating to SBE ● SBE can cause a corrosion effect on the skin and may ameliorate the skin 

lesion. 
Another opinion about 
hazardous SBE.

● The Indonesian government has declared it is only classified as non-
hazardous waste if it contains less than 3% oil.

The problem with this 
study

● The study did not initially treat SBE other than by removing stone and 
agglomerate particles before the grease formulation.

Table 1 (continue)
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Unfortunately, lithium is still highly unstable, with a high explosion risk if not handled 
gently during or after grease formation. Inappropriate substance portions cause the grease 
to explode during operation. 

The motor sludge is considered highly hazardous due to several chemical elements 
present in its compositions like heavy metals group, including nitrogen, chromium, 
Phosphorous, Potassium, Iron, Copper, Calcium, Magnesium, Cadmium, Phosphate, 
Chromium, barium, lead, zinc, mercury, chromium, arsenic, Zinc and Sodium (Johnson & 
Affam, 2019). The treatment of motor sludge can be done, but it takes a very long process 
to completely treat a large area (Johnson & Affam, 2019). Furthermore, the research used 
untreated motor sludge, a significant hazardous waste (waste lubricating oil can cause skin 
cancer) and lithium. This unstable chemical substance is unpredictable due to its explosive 
ability for the upcoming grease formulation process. Table 2 shows a summarisation of 
using Waste Motor Sludge as a thickener.  

Table 2
Summarisation on using Waste Motor Sludge as a thickener 

Full Name Waste Motor Sludge
Characteristics of 
Waste Motor Sludge

● Motor sludge can resist high temperatures due to its properties which can 
withstand heat.

● It can cause damage to the car engine when it is not frequently removed.
● Motor sludge can be a stabilising agent in storing lithium within the sticky 

characteristic.
Hazardous Waste 
Motor Sludge 

● It is considered highly hazardous due to several chemical elements in its 
compositions, like the heavy metals group.

Characteristics of 
Lithium

● Has superior heat-transfer fluid properties, especially for high-power nuclear 
reactor density with higher specific heat capacity.

Hazardous of Lithium ● Considered a highly unstable material, with a high explosion risk if not 
handled gently during or after grease formation.  

● Inappropriate substance portions cause the grease to explode during operation. 
Other opinions about 
Waste Motor Sludge

● The treatment of motor sludge can be done, but it takes a very long process to 
treat within a large area completely.

The problem with this 
study

● This research used untreated motor sludge, a significant hazardous waste 
(waste lubricating oil can cause skin cancer).

● Lithium is an unstable chemical substance, which is unpredictable due to its 
explosive ability for the upcoming grease formulation process.   

Summarisation of Comparative Studies Between All the Mentioned Research

Table 3 summarises comparative studies of four studies in grease formulation using WCO.  

Future Prospect

Recycling WCO as a base oil for grease production will encounter pollution problems 
due to improper waste disposal. Furthermore, using WCO to make grease is more cost-
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effective, reducing the use of non-biodegradable mineral and vegetable oils (Japar et al., 
2020). The selection of an effective thickener as a viscosity enhancer of base oil follows 
certain criteria, such as heat resistance quality, oxidation, and thermal stability. SBE has 
good potential as a grease thickener due to its high-temperature stability since SBE is made 
of mineral clay which does not melt easily (Abdulbari et al., 2011). Formulating grease 
with SBE results in grease with no dropping point exceeding 350°C can widely be used 
in high operating temperature applications (Abdulbari et al., 2017). 

Apart from that, SBE is easily accessible as an industrial waste, well-known usage in 
palm oil refineries and food industries, which is costly to dispose of due to its high organic 
matter content. Disposal of SBE in landfills has the potential to cause pollution and fire 
hazards due to greenhouse gases emission and auto-ignition upon degradation of residual 
oil, respectively. The SBE waste generally contains residual, which quickly oxidises until 
spontaneous auto-ignition through autocatalysis reaction by the mineral clays. The SBE 
must be treated from its residual oil and undesired impurities prior to converting it into 
sustainable energy. An estimated 600,000 tonnes of SBE are discharged globally each 
year, with Malaysia, one of the largest palm oil manufacturers, disposing of approximately 
195,000 tonnes in landfills (Cheong et al., 2013). Moreover, incineration and land disposal 
will likely be impossible soon due to stricter environmental regulatory restrictions and the 
lack of dumping sites. Recently, Malaysia has committed to becoming a carbon-neutral 
nation by 2050 which simply means balancing or reducing the emission of greenhouse 
gases such as CO2 (Susskind et al., 2020). Therefore, converting SBE waste as a thickener 
in WCO-based multi-purpose grease is an environmentally friendly, simple, and cost-
effective way to convert waste to wealth and carbon-neutral.

SBE, as a thickener in WCO grease formulation, holds a major problem in the 
mechanical stability of the grease. The SBE and WCO do not completely homogenise, 
causing oil separation and sedimentation during storage (Abdulbari et al., 2017). Thus, 
adding fumed silica as a modifier with SBE can improve the grease strength and stability 
during operation with a slight increase in the coefficient of friction at the accepted range 
(Abdulbari et al., 2017). Other advantages also include boosting the thermal stability of 
grease up to 150°C without degradation and having no effect on the corrosivity towards 
metal. A recent study also showed that the dropping point of grease comprised waste 
transformer oil (WTO) and sodium stearate thickener was enhanced from 150°C to 185–
200°C, which is 3.6% using fumed silica (Rahman et al., 2020). The F.S. molecules bond 
in a strong interaction and form a new non-melting structure in the grease.

Furthermore, wear preventative additives such as the popular molybdenum disulfide and 
graphite are needed to boost the performance of the formulated grease. However, there is 
no evident research on the performance of these additives in WCO-based grease to compete 
with commercial grease in the market. Over the years, Molybdenum disulfide and graphite 
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have demonstrated satisfactory results as corrosion inhibitors and anti-wear additives in 
grease formulations. Early’s earlier study (Sinitsyn & Viktorova, 1968) concluded that MoS2 
has greater antifriction properties for Si and calcium-complex while denoting 30% more 
efficiency for Li grease than graphite. MoS2 has a layer lattice structure, and the atoms in 
each layer or “basal plane” are positioned at the corners of regular hexagons, leading to 
higher load-carrying capacity (Mohammed, 2013). 

Meanwhile, combining MoS2 with graphite at a 60:40 ratio has a synergetic effect 
in increasing the weld load by 120 kg while decreasing the wear scar diameter by 22% 
(Antony et al., 1994). Also, these combinations at any ratio increase the extreme pressure 
or wear characteristics of the organoclay grease type. Without a scientific study, this 
synergistic effect in MoS2 and graphite will not work on WCO-SBE-based grease. MoS2 

is more efficient and economical than graphite in Li, Ca, Na and Li-Ca grease due to 
its fewer wear properties. In recent years, environmental concerns have necessitated 
focusing on renewable resource-based components for grease composition (Abdulbari et 
al., 2015). Thus, recycling waste cooking oil and SBE, which are disposed of freely after 
expensive treatment into the environment, will be a good option to address environmental 
issues such as greenhouse gas emissions, odour pollution and non-biodegradable. To 
enhance the performance of WCO/SBE grease, rheology modifiers such as fumed silica 
and additives such as molybdenum disulfide can be used widely with more research 
support in the future.

The Treatments on Spent Bleaching Earth into Sustainable Energy 

The treatment of SBE is crucial since it has sparked debate among researchers due to its 
hazardous properties. Many different methods are being applied to remove impurities in 
it. It is extremely costly within a large area requirement because SBE treatment does not 
only remove severe undesired impurities. Nonetheless, it can be converted into various 
valuable substances, including ash for the cement industry, industrial-grade oil, fatty acids, 
biodiesel, thickening agent, bio-fertiliser, and livestock feed.

A study by Chanrai and Burde (2004) revealed the general method of recovering 
oil from SBE. The recovery method was designed and invented by Narain Grirdhar 
Chanrai (Singapore) and Santosh Gajanan Burde (Johor). This method comprises three 
sub-process: reacting SBE with solvent between the temperature of 35°C and 50°C, 
separation of solid and liquid gained from slurry during previous steps, and extracting 
oil from the liquid obtained in the previous steps. The first treatment step begins with 
a reaction between SBE with solvent (n-hexane) from 35°C until 50°C in an agitated 
reactor for around 15 to 45 minutes. The main purpose of agitated reactor consumption 
is to dissolve oil from bleaching earth into the solvent. The standard acceptable range 
of slurry concentration inside the agitator’s vessel is between 30% and 35%. Hence, 
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the typical slurry produced will be further processed into a Porous Metal Filter (PMF) 
associated with plates to settle solids. This process is used to separate the solid from the 
miscella. Miscella is known as an oil solution in the solvent. PMF will process slurries 
under a range of 1 bar to 4 bars. This alternative method replaces gravity settlers’ and 
the vacuum belt filter system. Usually, there are two stages of the filtration process for 
PMF to improve filtration efficiency. 

As mentioned above, the first PMF has the output of miscella (being recycled to 
Miscella Distillation), and the separated cake comprises 70% to 75% dryness. The separated 
cake mixing of fresh or recycled hexane is carried out in the second agitated reactor. This 
process aims to recover the remaining or further adsorbed oil from the cake in the second 
agitated reactor vessel. The second PMF is further utilised as a separator between filtered 
cakes to produce Deoiled Bleaching Earth (DBE) with 3% to 5% of oil content through 
desolventisation. Meanwhile, severe miscella generated by the first PMF will undergo 
the distillation process to obtain extracted oil in the distillation plant. The distillation 
plant consists of a rising and falling film evaporator. The reaction may cause hexane to 
be produced, evaporated, condensed, and recycled back to the second agitated reactor. 
However, the extracted oil produced from the distillation unit is processed in deodorising 
units to remove free fatty acid (FFA). Other products, such as industrial-grade palm oil, 
will be yielded from this study. 

The deoiled bleaching earth is from the desolventisation unit, resulting in less residue 
oil presence in processed SBE. So, the product of the resultant bleaching earth is considered 
safe to be disposed of in landfills due to minimum ignition possibility impact. Furthermore, 
it can be generated into anhydrous clay through the incinerator’s burning process since it is 
a fuel substance (Afzan et al., 2020). Nonetheless, anhydrous clay is a good raw material 
that can be applied in cement manufacturing industries. Figure 4 shows the steps in treating 
SBE and turning it into useful products.   

Smallwood (2020) discovered a method to reduce the fire ignition effect of SBE. It 
found that the fire explosion can be avoided by adding some Granular Salt or Brine at 
a specific rate, which allows the spontaneous combustion problem to be eliminated. To 
confirm this issue, Norman J. Smallwood also identified the hygroscopic effect properties 
of salt by exposing the solution (SBE + salt) under the sunlight during the summer of 2012 
for one week. The solution did not ignite when the salt content was as low as 35% by 
weight. He proposed 45% as the best salt composition, defined as the minimum required 
content. The pattern of this salt formulation had been designed in the form of salt-lick 
products, either in block or granular form. It received extremely positive feedback from 
five cattle producers in the U.S. States of Colorado, Missouri, and Louisiana after testing. 
This treatment is most commonly used to convert SBE into animal and livestock feed 
supplements for further nutrition development.
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Selection of Fumed Silica (F.S.) as Thickener for Grease Formulation

Fumed Silica is also known as pyrogenic silica because it is produced by a flame reaction 
between silicon tetrachloride and oxygen (Ha et al., 2013). It is available in white powder 
form and has non-toxic properties. It is commonly used as a thickener and anticaking 
agent. 

Moreover, it is made up of silicon dioxide with an amorphous shape (Rahman et 
al., 2018) and covered in silanol groups (Vansant et al., 1995). The silanol groups are 
extremely reactive and may be used to initiate chemical processes. The number of silanol 
groups present around the surfaces of F.S. powder determines its reactivity surface 
(Whitby, 2020). According to Barthel et al. (2005), the structure of F.S. is related to 
having space-filling particle properties against a large surface area. It is associated with 
a small number of micropores within a range surface area between 50 and 400 m2g-1. 
Therefore, it can be used as a free-flow additive in powder-like solids, forceful reinforcing 
filler in elastomers, and thickening in various liquids. In WCO, F.S. will clump together 
and create three-dimensional networks that can immobilise the oil by keeping its shape 
and constructing structural frameworks in solvents. It exists in nanoparticle form, with 
its surface chemistry and shape. The silanol groups on the particle surface work as 
molecular adsorption sites for species that establishes hydrogen bonds or interact with 
one another as donors or acceptors. According to Adhikari et al. (1994), the adsorption of 
triglyceride molecules in vegetable oils onto silica powder surfaces occurs as a result of 
hydrogen bonding formation between the silanol groups and the ester carbonyl groups. 
It will significantly reduce the silanol group that repeatedly forms hydrogen bonds. 
Israelachvili (2011) and Raghavan et al. (2000) stated that a ‘Van der Waals’ attraction 
is a key factor in the aggregation of F.S. in WCO. It may result in potential energy 
availability during mixing due to the electrostatic forces between the overlapping double 
layers of molecules (hydrogen bonding between silanol groups and adjacent hydrophilic 

Figure 4. Steps in treating SBE into sustainable products (Chanrai & Burde, 2004) 
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fumed silica particles). Then, it brings a semi-solid mixture forms without any leakages 
(Whitby, 2020). 

The use of F.S. has numerous advantages. Its structure is in anisotropic network 
form, which resembles fats in form and mechanical properties. The network synthesis 
by F.S. in WCO increases the mixture viscosity and thickens structure stability (Whitby, 
2020). Sugino and Kawaguchi (2017) mention that having an extra F.S. in oil can turn 
the liquid (oil) into gel form. Instead of thickening and anticaking agents, it can also be 
used as an anti-foaming and anti-blocking agent in catalysis, cosmetics, paper coating, 
pharmaceuticals, cable insulation, adhesive, construction, and automotive, and applied 
in cartridge toner for printing, stabilising agent in the food industry, bleaching cream 
and fire extinguisher. Therefore, selecting F.S. in grease formulation is a good idea due 
to its properties and physical structure, improving grease performance and meeting the 
industrial-grade criteria. 

However, the issue regarding F.S. consumption is improper handling of this substance 
during operation, as Rav et al. (2020) mentioned. Several increment cases had been reported 
between 2015 and 2016 due to the respiratory problems caused by F.S. Commonly, Single-
dose exposure to F.S. does not cause lung disease. Still, repetitive inhalation (multiple-dose) 
may cause a fibrogenic formation and bio-persistence process of F.S. in the lung (Sun et 
al., 2016). The foreign material will be present in the lung, and no treatments are currently 
available to remove F.S. from the lung. This problem causes patients to have difficulty 
breathing. The key challenges for the DOSH communities are raising awareness among 
stakeholders, workers, and even the public about the long-term effects of uncontrolled 
dust release and the magnitude of health problems caused by silicosis (Garcia et al., 2019). 
Therefore, proper precautions should be taken against F.S. during application. Table 4 
summarises F.S. as the selected thickener for grease formulation.     

Table 4
Summarisation on F.S. as a selected thickener for grease formulation

Full Name Fumed Silica 
Nomenclature F.S.
Characteristic ● It is available in white powder form and has non-toxic properties.

● Made up of silicon dioxide with an amorphous shape covered in silanol groups. 
● The silanol groups are extremely reactive and may be used to initiate chemical 

processes.
● The structure of F.S. is related to having space-filling particle properties with a 

small number of micropores within a range surface area between 50 and 400 m2g-1 
against a large surface area.

Application ● It is commonly used as a thickener and anticaking agent.
● It can also be used as an anti-foaming and anti-blocking agent in catalysis, 

cosmetics, paper coating, pharmaceuticals and cable insulation. 
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Full Name Fumed Silica 
Advantages ● Its structure is in anisotropic network form.

● The network synthesis by F.S. in WCO increases the mixture viscosity and 
thickens structure stability.

Hazardous ● Respiratory problems caused by F.S., according to several increment cases, had 
been reported between 2015 and 2016 (Rav et al., 2020). 

● The repetitive inhalation (multiple-dose) may cause a fibrogenic formation and 
bio-persistence process of F.S. in the lung. No treatment is available to remove 
F.S. from the lung. 

● It may cause difficulties in breathing.   
Taking Action ● Raising awareness among stakeholders, workers, and even the general public 

about the long-term effects of uncontrolled dust release and the magnitude of 
health problems caused by silicosis is quite challenging. 

Table 4 (continue)

Molybdenum Disulphide as Selected Additives in Grease Formulation

MoS2 is a dark grey to black powder (Epshteyn & Risdon, 2010). It is widely used 
in a variety of applications outside the aerospace industry. Other reasons for its 
extensive applications are layer structure, large specific area, special electronic and 
electrochemical properties, and good surface modification properties (Cui et al., 2016). 
It has also been an excellent solid lubricant for years and was traditionally used as 
grease for bit lubrication (Fink, 2021). MoS2 has a solid lamellar structure composed 
of atomically thin planes that easily slide between each other (Savan et al., 2006). The 
cross-sectional area for lamellar structure within the eutectic system comprises a free 
surface and solid-liquid interface, enabling the structure to move smoothly with less 
friction. The increased lamellar spacing may result in a slower solidification rate (Bei 
et al., 2003). It means that the grease with semi-solid form will provide larger lamellar 
spacing (larger solid-liquid interface), enabling it to provide less frictional force between 
grease and plane (surface) due to interface gaps availability that can fit with contact 
surface area. According to Savan et al. (2006), there is a significant difference between 
lubricants within and without MoS2 addition, where it tends to improve the adhesion to 
the substrate, provide higher density and viscosity of grease, and extensively possess 
higher purity, which are the key factors of tribology improvement properties that include 
wear resistance enhancement and low coefficient of friction. A study by Srinivas et al. 
(2017) also revealed the effectiveness of MoS2 nanoparticles as additives in lubricant 
technology to commercial oil (SAE 20W-40 grade), and the result showed that the nano 
lubricants reduced wear and friction when compared to commercial oil. Zebox et al. 
(2022) also found that adding MoS2 in grease minimised the wear part of equipment by 
increasing the service life at the part of the frictional unit. Table 5 summarises MoS2 
as the selected additive for grease formulation.
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Table 5
Summarisation of MoS2 as a selected additive for grease formulation

Full Name Molybdenum Disulphide
Nomenclature MoS2

Characteristic ● It is a powder with a dark grey-to-black appearance.
● It has a good layer structure, a large specific area, special electronic and 

electrochemical properties, and good surface modification properties, which 
make it reasonable for extensive application.  

● Comprises a solid lamellar structure. 
Application ● Widely used in a variety of applications outside the aerospace industry.
Advantages ● It also has been an excellent solid lubricant for many years and was traditionally 

used as grease for bit lubrication.
● Easily slide between each other due to the presence of solid lamellar structures 

with atomically thin planes.
● It makes the grease structure move smoothly with less frictional forces due 

to the free surface and solid-liquid interface by a eutectic system of lamellar 
structure. 

● MoS2 improves the adhesion to the substrate, provides higher density and 
viscosity of grease, and extensively possesses higher purity; all of them are the 
key factors of tribology improvement properties that include wear resistance 
enhancement and low coefficient of friction.

Prove of Study for 
Lubricating within 
MoS2 Application. 

● Srinivas et al. (2017) also revealed the effectiveness of MoS2 nanoparticles 
as additives in lubricant technology to commercial oil (SAE 20W-40 grade). 
They found that nano lubricants reduced wear and friction compared to 
commercial oil.     

● Zebox et al. (2022) also found that adding MoS2 in grease minimised the wear 
part of equipment by increasing the service life at the part of the frictional unit.     

CONCLUSION

SBE as a grease thickener is better due to its sticky properties, high viscosity and density. 
The viscosity of the mixture minimises penetration risk against WCO. Unfortunately, the 
study also found a tendency of SBE to cause spontaneous auto-ignition reactions due to 
the rapid oxidation of residue oil and autocatalysis action by clay minerals. This study 
shows that the SBE must first be treated to be free from residue oil and for safe use. 
According to Jong (2021), the minimum consideration for SBE as hazardous waste should 
be less than 3% of oil presence. The SBE also can be treated by adding (salt) to cut off 
the spontaneous auto-ignition reaction, as shown in Smallwood (2020). Using WCO as 
a base oil is a good idea because it is closely related to environmental protection quality 
and has a lower peroxide value. This waste source can be recycled to generate renewable 
energy. WCO should be filtered, heated, and stored in a tightly sealed container to reduce 
rancidity. Thus, the F.S. is recommended for use, but it must be properly managed, and 
continuous inhalation must be avoided during handling. MoS2 is recommended to enhance 
grease performance as an antioxidant and heat-resistant agent. Wearing Personal Protective 
Equipment (PPE) is strongly advised to reduce the risk of exposure and silicosis disease.   
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ABSTRACT 

The unified Model of Electronic Government Adoption (UMEGA) was developed to bring 
novel insight into the context of citizen adoption of e-government services. As UMEGA is 
a recently evolved model, it demonstrates unequivocally the necessity for evaluating this 
model tailored to adopting e-government from the citizens’ perspective. The current study 
aims to perform a systematic literature review on the empirical validation of the UMEGA 
accomplished in several countries since its inception in 2017 by following Preferred 
Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines. 
PRISMA is performed to synthesize the findings and analyze the performance of the 
constructs of the UMEGA. The systematic literature review encompassed the general 
characteristics, overall descriptive statistics, and synthesis of the constructs, analytical 
tools, and findings of the selected empirical articles. In the present study, the meta-analysis 
offered a strong confidence and prediction interval and significant combined effect size, 
suggesting that the constructs of the UMEGA, namely, performance expectancy, social 

influence, perceived risk, and facilitating 
conditions, significantly influenced attitude 
and behavioral intention to use e-government 
services. The association between attitude 
and behavioral intention is also found to 
be significant. The heterogeneity of the 
true effect of behavioral intention among 
empirical studies was partially explained 
by subgrouping in terms of sampling 
techniques, and E-government Development 
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Index (EGDI) moderated the association between attitude and behavioral intention. The 
current study’s findings can serve as a solid foundation for knowledge expansion, easing the 
way for theoretical development and helping the government understand what aspects need 
to be considered while establishing initiatives to enhance the utilization of e-government 
services.

Keywords: E-government adoption, meta-analysis, systematic literature review, UMEGA

INTRODUCTION

E-government ensures IT-based government operations. E-government, also known as 
electronic government, provides citizens with online government services and considerably 
impacts individual attitudes that lead to e-government services (Zahid & Din, 2019). 
E-governance has been crucial in developing and evolving how governments reach and 
serve their citizens. E-government aspires to increase government answerability and efficacy 
by offering quicker and more cost-effective services and empowering people via inclusive 
governance (Agangiba & Kabanda, 2016). The United Nations E-Governance Development 
Index (EGDI) is the most extensively used metric for monitoring e-governance advancement. 

Scholars of information systems have used known technology adoption models in 
various empirical studies to evaluate the adoption of e-government over time. For example, 
Al-Hujran et al. (2015); Asmi et al. (2016); Demirdoven et al. (2020); Nofal et al. (2021); 
and Billanes and Enevoldsen (2021) employed the Technology Acceptance Model (TAM) 
model, Motohashi et al. (2012); Rokhman (2011); and Ismailova and Muhametjanova 
(2018) used the Diffusion of Innovations (DOI) model, Li et al. (2010) and Soufiane and 
Ibrahim (2018) used the Technology-Organization-Environment (TOE) model. In addition, 
Ibrahim and Zakaria (2016), Kurfalı et al. (2017), and Verkijika et al. (2018) used the 
Unified Theory of Acceptance and Use of Technology (UTAUT) model in the context of 
e-government adoption.

The existing previous IS/IT models indicated the insufficiency of providing a clear 
insight into the appropriate background due to the difficulties of e-government adoption. 
It was advocated that researchers develop a theory that fits into the e-government 
complications independently but is based on the core notions of IS/IT theories (Dwivedi et 
al., 2012). In this process, Dwivedi et al. (2017) designed the Unified Model of Electronic 
Government Adoption (UMEGA) in India as the most current e-government adoption 
model and a significantly plain model that achieves a compromise between model intricacy 
and predictive power. The validated UMEGA outperformed other models, including 
the UTAUT, because it used better-suited measurements for the UTAUT variables in 
e-government rather than relying on its original measures, which were based on technology 
adoption in the organizational context (Dwivedi et al., 2017). 
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UMEGA is a recently evolved model; hence, it demonstrates unequivocally the 
necessity for evaluating this model tailored to adopting e-government from the citizens’ 
perspective. Literature is insufficient on the systematic literature review of the Unified 
Model of E-government Adoption since its development in 2017. In congruent with this 
effort, the current study presents a systematic literature review of the UMEGA following the 
PRISMA guidelines (Moher et al., 2009). This study will utilize a quantitative approach to 
perform a systematic literature review of the relevant previous studies by investigating the 
empirical validation of the Unified Model of E-government Adoption in several countries 
and exploring the factors influencing citizens’ behavioral intention to utilize E-Government 
services. Thus, the main objectives of this study are to (1) conduct a systematic review of 
the empirical validation of UMEGA, (2) present the empirical evidence on the predictive 
validity of UMEGA in e-government contexts that have been collected thus far, and (3) 
incorporate and analyze the magnitude of the effect size using meta-analysis methods 
(King & He, 2006). More particularly, the study aims to utilize meta-analysis to identify 
and observe the overall magnitude of the relationship between behavioral intention to use 
e-government services while undertaking the Unified Model of E-Government Adoption 
and its antecedents.

UNIFIED MODEL OF ELECTRONIC GOVERNMENT ADOPTION

Dwivedi et al. (2017) established the UMEGA model, the most recent e-government 
acceptability model illustrated in Figure 1. Twenty-nine alternative constructs were 
discovered and tested, and nine renowned theoretical models of adopting information 
technology were analyzed, namely, the Theory of Reasoned Action (TRA) (Fishbein & 
Ajzen, 1975), the Technology Acceptance Model (TAM) (Davis, 1989), Social Cognitive 
Theory (SCT) (Compeau et al., 1999), Innovation Diffusion Theory (IDT) (Rogers, 2003), 
Diffusion Of Innovation (DOI) (Rogers, 2003), Decomposed Theory of Planned Behaviour 
(DTPB) (Taylor & Todd, 1995), Theory of Planned Behavior (TPB) (Ajzen, 1985, 1991), 
and Unified Theory of Acceptance and Use of Technology (UTAUT) by Venkatesh et al. 
(2003). Although the fundamental UTAUT has also been utilized in little research coupled 
with e-government-specific dimensions like trust and risk (Carter & Schaupp, 2009; 
Schaupp et al., 2010), the model has not performed as well as anticipated. It demonstrates 
unequivocally the necessity for a uniform methodology specifically tailored to study the 
adoption of e-government. Dwivedi et al. (2017) created and validated the unified electronic 
government adoption (UMEGA) model based on the UTAUT model’s core idea to close 
this research gap. 

Performance expectancy, effort expectancy, perceived risk, and social influence, 
according to the UMEGA, are likely to directly influence attitudes toward adopting 
e-government. In contrast, positive behavioral intention is expected to be influenced by 
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attitude. Furthermore, the facilitating conditions are expected to impact behavioral intention 
and effort expectancy. According to its validation, UMEGA surpassed the rest of the models 
in describing behavioral intention to utilize e-government services (Dwivedi et al., 2017). 
The constructs of the UMEGA are described as follows:

Performance Expectancy

According to Venkatesh et al. (2003), performance expectation is the user’s conviction 
that adopting certain technology would help or enable them to accomplish a given task 
performance. It is one of the antecedents of the Unified Theory of UTAUT paradigm, which 
has attracted significant attention from multiple academics in various sectors of human 
effort (Bugembe, 2010; Khayati & Zouaoui, 2013; Venkatesh et al., 2003). According to 
their findings, performance expectation is a crucial element influencing information system 
adoption and eventual usage. This aspect is comparable to TAM’s perceived utility, relative 
benefit (from the DOI and IDT), and outcome expectancies (from the SCT). According to 
previous studies, performance expectancy significantly influences the propensity to use 
e-government services (AlAwadhi & Morris, 2008; Bhuasiri et al., 2016; Lu & Nguyen, 
2016).  

Social Influence

The term “social influence” relates to how much an individual’s opinions of others 
impact their choice to embrace a new system (Venkatesh et al., 2003). Social influence is 
one of the constructs of the UTAUT model and analogous to the encapsulation of other 
constructs, namely, subjective norms from the TRA and the TPB and social factors from 
MPCU (Venkatesh et al., 2003). In terms of e-government, social influence is how citizens 
assess the value of other people’s perceptions while determining whether to implement 

Figure 1. UMEGA research framework
Source: (Dwivedi et al., 2017)

Performance Expectancy (PE)

Effort Expectancy (EE)

Social Influence (SI)

Facilitating Conditions (FC)
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e-Government (Venkatesh et al., 2003, 2012). Several previous studies explored the 
significant impact of social influence on e-government adoption (Bhuasiri et al., 2016; 
Dwivedi et al., 2017).

Perceived Risk

Perceived risk refers to the dismay or apprehension of using a certain information system 
due to projected results (Slade et al., 2015). Perceived risk is often used to describe a 
user’s perception of the likelihood that their interests are at risk when using innovative 
technology, especially one that involves new technologies or methods. In e-government, 
perceived risk refers to citizens’ belief that they will face some type of difficulties and 
loss while adopting e-government services, mainly since e-government services must be 
accessed via the internet system, which has its own set of risks and obstacles (Verkijika 
& Wet, 2018). This apprehension can constrain citizens’ interactions with e-government 
services (Verkijika & Wet, 2018).

Facilitating Conditions

According to Davis (1989) and Venkatesh et al. (2003), facilitating conditions refer to a 
person’s view of the technical resources and the organizational infrastructure required to 
operate the intended system. This definition encompasses perceived behavioral control, 
enabling conditions, and adaptation. It incorporates ideas from other root constructs, such 
as perceived behavioral control (from the TPB and the DTPB), enabling conditions (from 
the PC use model), and compatibility (from IDT). Several researchers have found that FC 
is the most critical factor influencing e-government adoption by individuals in various 
countries (Kurfalı et al., 2017; Lallmahomed et al., 2017; Rodrigues et al., 2016).

Effort Expectancy

Effort expectation defines the “degree of ease associated with customers’ technology usage” 
(Komba & Ngulube, 2015; Venkatesh et al., 2012). It measures how individuals expect 
less mental or physical effort to perform specific tasks when using technology. In other 
words, effort expectancy refers to the effort people think they will have to use technology 
(Venkatesh et al., 2016). The idea of effort expectancy is summarized by the TAM’s 
perceived ease of use, DOI’s complexity, and IDT’s ease of use (Venkatesh et al., 2003). 
It is a critical component of the UTAUT model and is widely used to examine people’s 
intentions toward new technology (Venkatesh et al., 2012). Several studies suggested that 
effort expectancy is connected to behavioral intention by mediating the individual’s beliefs 
about adopting a given technology (Alshare & Lane, 2011; Pynoo et al., 2011; Šumak & 
Šorgo, 2016).
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Attitude And Behavioral Intention

Attitude relates to how a unit of adoption feels about the subject. According to Yang & Yoo 
(2004), attitude comprises affective and cognitive components. The affective component 
describes how much a person enjoys the object of thinking, whereas the cognitive part 
describes an individual’s precise ideas about the thing of thought (Yang & Yoo, 2004).

Behavioral intention is critical when researching e-government adoption since it reflects 
citizens’ attitudes toward utilizing the system. People who give a good rating or appraisal 
to a G2C system are more likely to embrace it, and vice versa. A previous study has found 
that attitudes influence behavioral intentions significantly to use e-government services 
(Alomari et al., 2012; Dwivedi et al., 2017; Susanto & Goodwin, 2013).

METHODOLOGY

A systematic literature review (SLR), as recommended by Kitchenham (2004), is used as 
the research methodology in this paper. The systematic literature review (SLR) explores, 
critically evaluates, and synthesizes all the literature on a certain issue using a set of 
thorough and rigorous criteria (Salahuddin & Ismail, 2015). The core purpose of the SLR 
approach is to minimize the risk of bias and maximize openness at every level of the review 
process by depending on clear, systematic processes to remove bias in research selection 
and inclusion, as well as to assess and summarize the quality of studies that are included 
objectively (Liberati et al., 2009; Petticrew, 2001). In addressing the knowledge gap and 
the numerous possible sources of bias in locating, selecting, synthesizing, and reporting 
primary studies, researchers advocated that the review process be treated as a scientific 
process in and of itself, which evolved into the SR process (Dixon-Woods, 2010). This 
study follows the PRISMA guidelines for systematic reviews and meta-analyses, containing 
four phases: identification, screening, eligibility, and inclusion (Figure 2).

Article Identification

A comprehensive literature search for citations was undertaken to utilize a range of well-
known online scientific databases, including Scopus, ScienceDirect, Web of Science, and 
EBSCOhost (Academic Search Complete) Publications, following the PRISMA criteria. 
These databases were chosen because they contain the most significant and high-impact 
journals and general conference proceedings on information systems and explicitly respect 
e-government services. While searching for literature, the following keywords were used; 
UMEGA or “Unified Model of Electronic Government Adoption.”   The research papers 
were published between January 1, 2012, and December 31, 2021. The study titles and 
abstracts were evaluated to conduct the first extraction of all research. The search included 
peer-reviewed articles, conference proceedings, and book chapters. In the beginning, this 
search yielded 51 related papers.
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Article Screening

Screening the selected documents is the second step of the PRISMA guidelines. As a result, 
the authors screened the retrieved documents based on each document’s title, abstract, and 
keywords (if needed). After removing the duplicates, a total of 44 documents were taken 
among 51 documents for the further screening process. Later, 24 documents were excluded, 
and 20 were retained for further exploration based on the title, abstract, and keywords. 

Article Eligibility

According to the PRISMA checklist, several criteria for article eligibility were applied to 
assure the quality and consistency of the selected publications. The content of the selected 
literature was reviewed for relevance to the following inclusion criteria by looking at 
the title, abstract, and text; (1) it had investigated the validation of UMEGA in several 
countries, (2) it was penned in the English language, (3) presented in peer-reviewed journals, 
conference papers, and book chapters, and (4) the methodology, path coefficients, and 
confidence intervals were reported. After skimming through the title and abstract, 24 papers 
were excluded as not complying with the inclusion criteria. The full text of the remaining 
20 papers was assessed and summarized. In this stage, nine more articles were excluded as 

Figure 2. Flowchart diagram for SLR using PRISMA

Criteria: Publication year >= 2012
Source: Journal, Conference, Book
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not fitting one or more of the inclusion criteria, and one paper (Syaifuddin et al., 2022) was 
excluded as the original UMEGA was distorted to a large extent by making the mediator 
attitude an independent variable, resulting in a total of 10 eligible papers, aligned with the 
objectives of the study. Finally, as structural model analysis or path co-efficient was not 
reported, one more paper (Alawadhi et al., 2021) was excluded, thus yielding nine papers 
(Table 1) being reviewed finally and analyzed in this systematic literature review. 

Table 1
List of the selected articles obtained from SLR

No. Title Source
1 Adoption of Transactional Service in Electronic Government – A Case 

of Pak-Identity Service (Khurshid et al., 2019)

2 Taxpayer Behavior in Using E-Vehicle in Indonesia (Zubaidah et al., 2021)
3 E-Government Adoption in Uzbekistan: Empirical Validation of the 

Unified Model of Electronic Government Acceptance (UMEGA) (Avazov & Lee, 2020)

4 E-government adoption in sub-Saharan Africa (Verkijika & Wet, 2018)
5 Empirical validation of a unified model of electronic government 

adoption (UMEGA) (Dwivedi et al., 2017)

6 Identifying Factors Affecting the Acceptance of Government-to-
Government System in Developing Nations – Empirical Evidence 
from Nepal

(Rai et al., 2020)

7 E-Government Services Adoption: An Extension of the Unified Model 
of Electronic Government Adoption (Mensah et al., 2020)

8 Adoption of Cloud-Based Accounting Practices in Turkey: An 
Empirical Study (Altin & Yilmaz, 2021)

9 Determinants of citizen’s intention to use online e-government 
services: A Validation of UMEGA Model (Burhanudddin et al., 2019)

Data Extraction

From the previously selected nine review studies, each article was extracted by delving into 
the complete text, including article characteristics (paper title, publication year, name of the 
journal, reference domain, context, sampling technique, and sample size), synthesis of the 
model’s constructs (research framework, dependent variables, independent variables, and 
mediating factor), and statistical insights (quantitative statistical analysis tools, methods 
for reliability and validity, statistical software, path co-efficient of the constructs, and 
significance level). The data was stored in Microsoft Office Excel 2016.

RESULTS AND DISCUSSION

The upcoming sections shed some light on the general characteristics, overall descriptive 
statistics, and synthesis of the constructs, analytical tools, and findings of the selected nine 
review papers. Finally, the meta-analysis, subgroup, moderator analysis, and publication 
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bias conforming to the PRISMA guideline will be presented to synthesize the insights and 
analyze the performance of the constructs of the UMEGA.

General Characteristics of Included Studies

First, an overview of the included studies’ features is presented, including publication year, 
researched countries, and journals. The distribution of publications by year is depicted in 
Figure 3. The minimal number of articles could be due to the UMEGA being proposed by 
Dwivedi et al. (2017).

After 2017, one journal article was published in 2018, one journal paper and one 
conference paper were published in 2019, one conference and two journal papers were 
published in 2020, and finally, two journal articles were published in 2021. Journal publications 
comprised most of the papers in this systematic literature review, accounting for about 77.78% 
of the total. The conference proceedings are in the second position regarding contribution 

Figure 3. Publication trend

with 22.22%, and no book chapters are in 
the inclusion phase. Figure 4 represents the 
world distribution of the empirical validation 
of the UMEGA. As shown in Figure 4, 
most research studies were conducted in 
developing and least developing countries 
and confined to only two continents: Asia 
and Africa. Perhaps the UMEGA being first 
proposed in India inspired the researchers 
to choose the adjacent geographical regions 
and countries with similar e-government 
infrastructures and facilities.

Figure 4. Countries with empirical validation of UMEGA adoption
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Descriptive Statistics

There were 63 fundamental associations among dependent and independent constructs 
of the UMEGA discovered in these nine publications. Table 2 summarizes respondents, 
domains, contexts, sample size, and publication year, as mentioned in the nine publications 
in the current study, along with the corresponding EGDI of the respective countries. The 
descriptive statistics revealed that all the studies were conducted in the context of Asian 
and African countries, and citizens who are familiar with or are a part of e-government 
services were the respondents. Among all the studies, the highest number of participants 
were from India, and the maximum number of articles (03) with empirical validation of 
UMEGA was published in 2020.

Asia continent (Pakistan, Indonesia, Uzbekistan, India, Nepal, Turkey, and Thailand) 
accounts for 79.20% of responders, while Africa (Sub Sahara Africa and Ghana) accounts 
for 20.80% (Figure 5). The UNDP (2022)  report suggests that UMEGA is empirically 
validated in the context of developing countries only.

Table 2
Descriptive statistics of the empirical validation of UMEGA adoption studies

Sources Respondents Domain Context

Sa
m

pl
e 

Si
ze

EG
D

I

Ye
ar

(Khurshid et al., 
2019)

Citizens Pak-Identity, an e-government 
transactional service system

Pakistan 441 0.387 2019

(Zubaidah et al., 
2021)

E-Samsat users e-Samsat (e-vehicle tax) 
services

Indonesia 233 0.750 2021

(Avazov & Lee, 
2020)

Students and Govt. 
Employees

Single Portal of Interactive 
Public Services

Uzbekistan 216 0.666 2020

(Verkijika & 
Wet, 2018)

E-government 
service users

e-government services Africa 282 0.662 2018

(Dwivedi et al., 
2017)

Citizens from 
different cities 
covering different 
demographics

Online Permanent Account 
Number (PAN) card 
registration system (OPCRS)

India 474 0.859 2017

(Rai et al., 2020) Govt. Officials G2G e-services Nepal 234 0.369 2020
(Mensah et al., 
2020)

Citizens within 
ministries and their 
environs

e-government services Ghana 345 0.631 2020

(Altin & Yilmaz, 
2021)

Employees 
of accounting 
departments of 
businesses

Cloud-based accounting 
applications

Turkey 391 0.893 2021

(Burhanudddin et 
al., 2019)

Taxpayer Citizens Govt. Tax Portal Thailand 396 0.713 2019
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Overall Review of Selected Studies

Concerning UMEGA, most  s tudies 
empirically validated the original model 
or its extended variation by tuning one or 
more independent variables. Nevertheless, 
only data about the original model has 
been emphasized in this review. Table 3 
summarizes the evidence for behavioral 
intention to use e-government services while 
adopting UMEGA, as gathered from the 
reviewed empirical studies.

Khurshid et al. (2019) used UMEGA 
to understand the adoption of Pak-Identity, 

Figure 5. Distribution of respondents
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(Khurshid et al., 2019) Behavioral Intention √ √
(Zubaidah et al., 2021) Taxpayer Behavior √ √ √ √ √
(Avazov & Lee, 2020) In Using E-Vehicle √ √ √ √
(Verkijika & Wet, 2018) Behavioral Intention √ √ √ √ √ √
(Dwivedi et al., 2017) Behavioral Intention √ √ √ √ √ √
(Rai et al., 2020) Behavioral Intention √ √ √ √
(Mensah et al., 2020) Behavioral Intention √ √ √
(Altin & Yilmaz, 2021) Behavioral Intention √ √ √ √
(Burhanudddin et al., 2019) Behavioral Intention √

a governmental transactional service system released by Pakistan’s national database and 
registration authority, by including four new constructs, namely, trust, herd behavior, price 
value, and grievance redressal. They investigated that facilitating conditions influenced 
effort expectancy directly, but effort expectancy, facilitating conditions, social influence, 
and perceived risk had no significant impact on e-government adoption.

Rai et al. (2020) empirically validated the Unified Model for E-Government 
Acceptance (UMEGA) by going through focus group meetings with government 
officials of the ministries of Nepal. They dropped two constructs of the UMEGA, 
namely, perceived risk and social influence, and added three new constructs: awareness 
among leadership, commitment from leadership, and transparency. They noticed that 

Asia 
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performance expectancy, effort expectancy, facilitating conditions, attitude, and the newly 
added constructs, strongly influenced the behavioral intention to use G2G E-government 
services. Avazov and Lee (2020) empirically validated the UMEGA by investigating the 
factors influencing citizens’ behavioral intention to use e-government services named 
Single Portal of Interactive Public Services (SPIPS) in Uzbekistan. They discovered that 
all constructs’ relationships were consistent with the original UMEGA study. Nonetheless, 
neither social influence nor perceived risk was a significant determinant of behavioral 
intention.

Mensah et al. (2020) tested an extended version of the UMEGA to identify the 
determinants that affected the intention of the citizens to use e-government services by 
incorporating two new constructs: perceived service quality and trust in government. 
They observed that facilitating conditions impacted effort expectancy significantly and 
behavioral intention to use e-government services. Nevertheless, surprisingly, performance 
expectancy, effort expectancy, and social influence failed to predict the attitude toward 
the behavioral intention. However, the newly added perceived service quality and trust in 
government had been found to have a significant impact on the behavioral intention by 
adding two new independent variables, namely, trust in technology and trust in government, 
and subsequently figured out that all the constructs of the original UMEGA, but social 
influence, and the newly added variables had a strong prediction toward intention to use 
e-Samsat services. 

Altin and Yilmaz (2021) empirically validated the UMEGA to investigate the 
influencing factors that affected the behavioral intention of the employees of accounting 
departments of businesses in Turkey to use cloud-based accounting services. They 
dropped facilitating conditions and effort expectancy of the original UMEGA, 
incorporated computer self-efficacy, trust in government, and trust in the internet as 
independent variables, and slightly tuned the associated perceived risk with the mediator 
and dependent variable. They deduced that computer self-efficacy, social impact, and 
performance expectations had a positive and crucial effect, whereas perceived risk 
negatively impacted attitude.

Table 4 summarizes the selected empirical papers’ sampling techniques, instruments, 
analysis methods, and tools. The outcome reveals that among all the studies, four studies 
employed random sampling, three studies utilized convenience sampling, and two adopted 
non-probabilistic sampling to collect data by online questionnaire through e-mail or paper-
based. Most studies followed a quantitative research strategy along with a positivist research 
paradigm. Whereas few articles used structural equation modeling with SmartPLS, and 
a few employed AMOS to do statistical analysis and carried out reliability and validity 
analysis through Cronbach’s alpha, Composite reliability, Factor loadings, Fornell-Larcker 
criterion, and the Heterotrait-Monotrait ratio (HTMT).
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Meta-Analysis

Meta-analysis is the systematic strategy for combining quantitative data from various 
empirical research addressing the effect of an independent variable (or determinant, 
intervention, or treatment) on a specific outcome. As a result, a metric to measure their 
consequences is required (Bowman, 2012). The correlation and regression coefficients 
are examples of effect size measures utilized (Cooper et al., 2010). Because most papers 
suitable for meta-analysis indicated correlational effects, Pearson’s r was utilized as the 
primary effect size metric for the studies. R and its variance were obtained from correlation 
coefficients and sample sizes published in original publications whenever feasible. The 
statistical analyses and graphics were done using Meta-Essentials (Hak et al., 2016). The 
E-Governance Development Index (EGDI) was taken as a basis for meta-analysis because 
of its representative power on the ICT infrastructure and e-participation of the citizens of 
a country (UNDP, 2022).

Forest Plot  

A forest plot depicts the meta-analysis in graphical form (Hak et al., 2016). The effect 
sizes and the forest plot of the meta-analysis of the cluster of the chosen reviewed papers 
are depicted in Table 6 and Figure 6, respectively.

The meta-analysis used the random-effects model to combine the retrieved effects, 
suitable for research with significant heterogeneity. The effect size is displayed on the 

Table 6
R2 of behavioral intention 

95 % CI

Study r Lower 
Limit

Upper 
Limit Weight

1 0.40 0.32 0.48 11.25%
2 0.63 0.55 0.70 10.95%
3 0.44 0.32 0.54 10.91%
4 0.65 0.57 0.71 11.06%
5 0.80 0.76 0.83 11.28%
6 0.50 0.40 0.59 10.96%
7 0.78 0.73 0.82 11.16%
8 0.56 0.49 0.62 11.21%
9 0.79 0.75 0.82 11.22%

Combined Effect Size

Figure 6. Forest Plot (R2 of behavioral intention)

Correlation

0.10   0.20   0.30   0.40   0.50   0.60   0.70   0.80   0.90

(Table 6 sources of study; 1: Khurshid et al., 2019; 2: Evi et al., 2021; 3: Avazov & Lee, 2020; 4: Verkijika & 
de Wet, 2018; 5: Dwivedi et al., 2017a; 6: Kirat Rai et al., 2020; 7: Mensah et al., 2020; 8: Altin & Yilmaz, 
2021; 9: Burhanudddin et al., 2019)
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X-axis. The blue circles of each row refer to 
the effect size for each association between 
behavioral intention to use e-government 
services and its constructs. While adopting 
UMEGA, the green circle on the bottom 
row represents the “combined effect size.” 
Table 5 enumerates the combined effect size 
(0.64), confidence, and prediction interval 
values.

Table 5
Combined effect size: Behavioral intention to use

Combined Effect Size (95% CI)
Correlation 0.64
Confidence interval LL 0.51
Confidence interval UL 0.74
Prediction interval LL 0.10
Prediction interval UL 0.89

Table 7
R2 of attitude 

Study r Lower 
Limit

Upper 
Limit Weight

1 0.65 0.59 0.70 11.29%
2 0.22 0.10 0.34 10.91%
3 0.60 0.51 0.68 10.85%
4 0.18 0.06 0.29 11.05%
5 0.49 0.42 0.56 11.32%
6 0.47 0.36 0.56 10.92%
7 0.63 0.56 0.69 11.17%
8 0.67 0.61 0.72 11.24%
9 0.72 0.67 0.77 11.24%

Combined Effect Size

Figure 7. Forest Plot (R2 of attitude)

Correlation

0.00  0.10   0.20   0.30   0.40   0.50   0.60   0.70   0.80

(Table 7 sources of study; 1: Khurshid et al., 2019; 2: Evi et al., 2021; 3: Avazov & Lee, 2020; 4: Verkijika & 
de Wet, 2018; 5: Dwivedi et al., 2017a; 6: Kirat Rai et al., 2020; 7: Mensah et al., 2020; 8: Altin & Yilmaz, 
2021; 9: Burhanudddin et al., 2019)

As shown in Figure 6, the confidence interval of the combined effect size lies on the 
right side of zero; hence the meta-analytic true effect between dependent and independent 
variables of the UMEGA in the empirical studies is statistically significant (p = 0.000 
< 0.05; Z = 8.67). However, heterogeneity analysis (Q = 200.76, I2 = 96.02%, T2 (z) 
=0.07) for the selected studies revealed that the variability of the effect inconsistency was 
extremely substantial (Higgins et al., 2003), justifying the use of subgroup analysis and 
meta-regression for searching moderators.

The effect sizes and the forest plot of the mediator named attitude are presented in 
Table 7 and Figure 7, respectively. The combined effect size of attitude is 0.54, which is 
significant according to Cohen’s (1983) recommendation. The confidence interval of the 
combined effect size also lies on the right side of zero, i.e., the true effect between the 
mediator and independent variables of the UMEGA in the empirical studies is statistically 
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Table 8
R2 of association between attitude and behavioral 
intention

95 % CI

Study r Lower 
Limit

Upper 
Limit Weight

1 0.33 0.25 0.41 11.21%
2 0.39 0.27 0.49 11.00%
3 0.27 0.14 0.39 10.96%
4 0.37 0.26 0.46 11.08%
5 0.77 0.73 0.80 11.23%
6 0.12 0.01 0.25 11.00%
7 0.65 0.59 0.71 11.15%
8 0.75 0.70 0.79 11.18%
9 0.46 0.38 0.54 11.19%

Combined Effect Size
Figure 8. Forest Plot (association between attitude 
and behavioral intention)

Correlation

-0.20       0.00        0.20        0.40        0.60         0.80

(Table 8 sources of study; 1: Khurshid et al., 2019; 2: Evi et al., 2021; 3: Avazov & Lee, 2020; 4: Verkijika & 
de Wet, 2018; 5: Dwivedi et al., 2017a; 6: Kirat Rai et al., 2020; 7: Mensah et al., 2020; 8: Altin & Yilmaz, 
2021; 9: Burhanudddin et al., 2019)

significant (p = 0.000 < 0.05; Z = 7.03) as well. The minimum and maximum limits 
of the confidence interval are 0.38 and 0.66, respectively. Furthermore, the prediction 
interval ranges from 0.01 to 0.83. Nevertheless, heterogeneity analysis (Q = 158.47, I2 
= 94.95%, T2 (z) =0.06) for the selected studies revealed that the observed inconsistency 
of the effects was large (Higgins et al., 2003). 

Finally, the effect sizes and forest plots depicting the association between attitude and 
behavioral intention are illustrated in Table 8 and Figure 8, respectively. As the confidence 
interval of the combined effect size (0.49) lies on the right side of zero, the true effect between 
the mediator and dependent variables of the UMEGA is statistically significant (p = 0.000 
< 0.05; Z = 5.07) (Burhanudddin et al., 2019). The confidence interval lies between 0.28 
and 0.65, and the prediction interval ranges from -0.24 to 0.87. Like the previous two forest 
plots, its heterogeneity analysis (Q = 277.32, I2 = 97.12%, T2 (z) =0.10) also revealed that 
the variability of the effect inconsistency was extremely substantial (Higgins et al., 2003).

Subgroup Analysis

Following the dataset’s high level of heterogeneity (Figure 6), we did a subgroup analysis 
to see if the degree of heterogeneity diminished. The three groups were categorized 
based on sampling techniques, namely, random sampling, non-probabilistic sampling, 
and convenience sampling. The comparison of the effect sizes of the empirical reviewed 
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Table 9
Subgroup Analysis (based on sampling techniques)

95 % CI

Study r Lower 
Limit

Upper 
Limit Weight

1 0.63 0.55 0.70 28.84%
2 0.65 0.57 0.71 32.42%
3 0.56 0.49 0.62 38.74%

CS1 0.61 0.48 0.71 33.14%
4 0.80 0.76 0.83 39.05%
5 0.78 0.73 0.82 28.36%
6 0.79 0.75 0.82 32.59%

NPS2 0.79 0.77 0.81 33.57%
7 0.40 0.32 0.48 47.84%
8 0.44 0.32 0.54 25.11%
9 0.50 0.40 0.59 27.06%

RS3 0.44 0.31 0.55 33.30%
Combined 0.65 0.34 0.84

Figure 9. Forest Plot of subgroup analysis (based on 
sampling techniques)

Correlation

-0.20      0.00       0.20       0.40        0.60       0.80

Note. CS1 = Convenience Sampling, NPS2 = Non probabilistic Sampling, RS3 = Random Sampling, r = Correlation
(Table 9 sources of study; 1: Evi et al., 2021; 2: Verkijika & De Wet, 2018; 3: Altin & Yilmaz, 2021; 4: Dwivedi 
et al., 2017a; 5: Mensah et al., 2020; 6: Burhanudddin et al., 2019; 7: Khurshid et al., 2019; 8: Avazov & Lee, 
2020; 9: Kirat Rai et al., 2020

studies is presented in Table 9–each of the three studies employed these three sampling 
techniques. The corresponding forest plot is depicted in Figure 9.

The random-effect model was used to determine and compare the effect size for each 
subgroup. The result indicated that non-probabilistic (Q = 0.57, I2 = 00.00%, T2 (z) =0.00) 
and random sampling subgroups (Q = 2.21, I2 = 9.51%, T2 (z) =0.00) had produced an 
estimate of the same “true” effect size in a homogeneous population and the observed 
inconsistency of the effects belonging to the convenience sampling (Q = 3.51, I2 = 42.96%, 
T2 (z) =0.07) was low (Higgins et al., 2003). Thus, subgrouping in terms of sampling 
techniques explained the heterogeneity of the combined effect size (behavioral intention) 
across the empirical studies.

Moderator Analysis

Apart from an endeavor to explain the dataset’s high level of heterogeneity (Figure 6) with 
subgroup analysis, moderator analysis was performed (random effect model) by testing 
meta-regression of the effect sizes (behavioral intention) based on EGDI (Table 1) of the 
respective researched countries in the publishing year (Figure 10). The combined effect 
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Publication Bias

Visual inspections of funnel plots and Egger’s test were conducted to determine whether 
there was any publication bias (Egger et al., 1997). We constructed a dataset from our list 
of selected papers for a publishing bias test. The dataset includes research that has produced 
r values for the association between behavioral intention and the remaining constructs 
of the UMEGA [independent-dependent variable association] (Figure 6). As shown in 
Figure 12, the pattern of findings reported in these analyses was unaffected by Duval and 
Tweedie’s (2000) trim and fill bias, implying that no studies were missing. Following 
this, Egger’s test also suggested no evidence of publication bias (p = 0.22) (Egger et al., 
1997). However, according to Cochrane’s recommendation, as there were a small number 
of studies (k<10), publication bias might be unreliable (Higgins et al., 2019). Over time, 
this bias can be rechecked with more studies published on the empirical validation of the 
Unified Model of Electronic Government Adoption.

DISCUSSION 

The summary of the findings from the systematic literature review, including meta-analysis, 
the theoretical and practical implications, and the limitations of the study, are illustrated 
in the following sections.

size (0.76) is significant (Cohen, 1983), but there was no evidence that EGDI moderated 
the effect sizes of the behavioral intention (Q=2.32, p = 0.128 > 0.05, β = 0.51, df = 1), 
accounting for 26.24% of the between-study variance.  

However, while performing the same meta-regression of the correlation between the 
mediator named attitude and behavioral intention based on EGDI (Figure 11), it was found 
that EGDI moderated the association strongly (Q=9.84, p = 0.002 < 0.05, β = 0.76, df = 
1), resulting in 57.45% of the between-study variance and significant combined effect size 
(0.54) (Cohen, 1983).

Figure 10. Meta-Regression of Behavioral Intention 
on EGDI

Figure 11. Meta-Regression of Attitude   BI 
association on EGDI
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0.00    0.20     0.40    0.60     0.80     1.00      1.20

C
or

re
la

tio
n 

(z
)

1.20
1.00
0.80
0.60
0.40
0.20
0.00

Moderator
0.00    0.20     0.40    0.60     0.80     1.00      1.20

1.20
1.00
0.80
0.60
0.40
0.20
0.00

C
or

re
la

tio
n 

(z
)



2549Pertanika J. Sci. & Technol. 31 (5): 2531 - 2557 (2023)

The Unified Model of Electronic Government Adoption (UMEGA) 

Figure 12. Funnel plot for behavioral intention effect sizes
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Findings and Discussion

This study has the novelty to perform a systematic literature review, including meta-
analysis, to analyze the empirical validation of the unified e-government adoption model, 
thus meeting the first objective. The nine publications in our work analyzed a wide range of 
respondents, domains, contexts, and constructs, offering a complete picture of the UMEGA 
components from which impact estimates on this connection could be extracted. 

Since UMEGA was developed in 2017 in India, it has been validated in only two 
continents, Asia and Africa, where the former predominates. In all of the articles, the 
synthesis of the constructs revealed that the mediating role of attitude and the association 
between attitude and behavioral intention was positive and significant. The studies employed 
three types of sampling techniques, namely, random sampling, convenience sampling, and 
non-probabilistic sampling, to collect data by online questionnaire via e-mail or paper-
based. Most studies followed a quantitative research strategy and a positivist research 
paradigm. They used structural equation modeling with SmartPLS, and a few employed 
AMOS to do statistical analysis and carried out reliability and validity analysis with the 
help of Cronbach’s alpha, Composite reliability, Factor loadings, and Fornell-Larcker 
criterion, and the Heterotrait-Monotrait ratio (HTMT). Hence, a systematic literature review 
synthesizes findings presented in primary quantitative articles on the UMEGA model and 
puts an endeavor to conform to the second objective. 

Along with SLR, the meta-analysis also provided the significance level, heterogeneity 
I2 of the dataset, subgroup, and moderator analyses, and the biasedness among the 
publication utilizing the forest plot and funnel plot. The study included three meta-
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analyses by emphasizing the true effect of (1) behavioral intention, (2) attitude, and 
(3) the association between attitude and behavioral intention. It was observed that the 
true combined effect size of behavioral intention was 0.64. The confidence interval was 
between 0.51 and 0.74, and the prediction interval ranged between 0.1 and 0.89. In terms 
of the mediator attitude, the true effect was 0.54. The confidence interval came up in the 
range of 0.38 to 0.66, and the prediction interval was between 0.01 and 0.83. Finally, the 
combined effect size of the association between the mediator and the independent variable 
was 0.49, whereas the confidence interval and prediction interval were between 0.28 
and 0.65 and -0.24 and 0.87, respectively. All true effects were significant per Cohen’s 
recommendation (Cohen, 1983).

Nevertheless, all three meta-analyses produced large heterogeneity, suggesting the 
necessity of a quest for sub-group and moderator analysis. The subgroup analysis of the true 
effect of behavioral intention was further carried out using the random effect model based on 
the sampling techniques. The result indicated that non-probabilistic (Q = 0.57, I2 = 00.00%, T2 
(z) =0.00) and random sampling subgroups (Q = 2.21, I2 = 9.51%, T2 (z) =0.00) had lower I2, 
whereas that of convenience sampling was moderate (Higgins et al., 2003), thus explaining 
the heterogeneity of the meta-analysis of behavioral intention to some extent. 

Subsequently, the moderator analysis following the random-effect model was performed 
in two phases: (1) meta-regression of the effect sizes (behavioral intention) based on EGDI, 
and (2) meta-regression of the effect sizes of the association between behavioral intention 
and attitude based on EGDI. It was found that EGDI did not moderate the effect sizes of 
the behavioral intention (Q=2.32, p = 0.128 > 0.05, β = 0.51, df = 1), yielding a combined 
effect size of 0.76 and 26.24% of the between-study variance, whereas EGDI moderated 
the association between behavioral intention and attitude strongly (Q=9.84, p = 0.002 < 
0.05, β = 0.76, df = 1), resulting in 57.45% of the between-study variance and significant 
combined effect size (0.54).

Finally, the funnel plot suggests that the pattern of findings reported in these analyses 
was unaffected by Duval and Tweedie’s trim and fill bias (Figure 12) (Duval & Tweedie, 
2000), implying that no studies were missing. Following this, Egger’s test has also 
indicated no evidence of publication bias (Duval & Tweedie, 2000). However, due to the 
high degree of heterogeneity (I2= 0.962) in the dataset (Hak et al., 2016), the funnel plot 
analysis did not prove publication bias precisely (Borenstein et al., 2009). Therefore, the 
meta-analysis analyses the performance of the constructs of the UMEGA obtained from 
the assessment of the empirical validation found in nine articles published since UMEGA 
was proposed in 2017. In particular, meta-analysis sheds some light on the combined effect 
size of the mediator and dependent variable and confirms the third objective of the study, 
which reveals the significant predictive power of attitude and behavioral intention while 
implementing UMEGA.
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Implications

This article contributes theoretically and practically. From the theoretical perspective, a 
thorough systematic literature review can be served as a solid foundation for knowledge 
expansion, easing the way for theoretical development and highlighting areas that require 
more study. Second, we provide a clearer knowledge of the current trends and patterns 
in applying theoretical constructs and models, particularly for the most recent research 
model of e-government adoption, UMEGA. All the insights extracted from the SLR and 
meta-analysis of this study will pave the way for considering UMEGA or identifying the 
constructs of the desired model for e-government adoption, especially in the context of 
developing countries. The results of this study can be used by researchers as a strong base 
for a more precise and effective selection of constructs in an analysis of the adoption of 
e-participation, offering additional criteria for whether to include or not a variable in the 
research model. The study’s findings significantly impact governments looking to establish 
e-participation platforms. It indicates that governments must pay close attention to measures 
that maintain citizens’ good attitudes and perceptions of the platform’s value.

Limitations

Limited sources were used to compile the results of this systematic literature review. 
Future research might look at other databases and journals. Most selected studies had a 
cross-sectional survey, indicating that this subject of study is currently in its early phases 
of development. As a result, no inferences can be drawn about the direction or cause of the 
associations among the latent constructs. Regarding exclusion criteria, research not written 
in any other language besides English was eliminated because of the lack of translation 
resources. The removal of unpublished research may have influenced the review’s accuracy 
due to the ‘file drawer’ phenomenon. Irrespective of these methodical considerations, the 
meta-analyses having inconsequential selection bias show that any file drawer bias may 
not have notably influenced the outcomes found in the current study.

Due to the very recent development of the UMEGA and quality article screening 
following the PRISMA method, this study included only nine studies, failing to meet the 
minimum required dataset of studies for publication bias to be assessed (Sterne et al., 
2011). Following suggestions to utilize this meta-analysis method while adding a few more 
studies to increase control over the likelihood of type I errors, Hedges’ methodology was 
employed to adjust all effect sizes in the analyses (Field, 2003). 

Additional sub-group and moderator analyses might have been conducted to look 
at systematic differences across methodological quality studies. However, these were 
deemed unacceptable due to the small number of studies and the consequently decreased 
range in quality of the study. In some articles, we could not delve deeper into the type of 
responses for various levels of e-participation due to a lack of clear descriptions. Moderator 
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factors (such as cultural aspects or demographics and second-order constructs) were rarely 
employed in the quantitative papers. As a result, this study did not consider subsequent 
moderator or second-order constructs analysis. 

CONCLUSION

In summary, this is the first of its type in the Unified Model of E-government Adoption 
reviews, and it aims to summarize a wide variety of investigations. Because the research 
is still in its early phases, caution offers the findings. We reviewed numerous theoretical 
and methodological difficulties that might have been biased in the existing literature 
and the implications for future studies. Nonetheless, the data gathered for this research 
reveals a significant association of behavioral intention with the mediator named attitude 
and the independent latent constructs of the model. It is suggested that further study be 
conducted in this area to improve our understanding of this relationship. Furthermore, a 
country’s policymakers may use the findings to build ICT infrastructure while attempting 
to implement the UMEGA as a framework.
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ABSTRACT 

Advancements in virtualization technology have led to better utilization of existing 
infrastructure. It allows numerous virtual machines with different workloads to coexist on 
the same physical server, resulting in a pool of server resources. It is critical to understand 
enterprise workloads to correctly create and configure existing and future support in such 
pools. Managing resources in a cloud data center is one of the most difficult tasks. The 
dynamic nature of the cloud environment, as well as the high level of uncertainty, has 
created these challenges. These applications’ diverse Quality of Service (QoS) requirements 
make data center management difficult. Accurate forecasting of future resource demand 
is required to meet QoS needs and ensure better resource utilization. Consequently, data 
center workload modeling and categorization are needed to meet software quality solutions 
cost-effectively. This paper uses traces of Bitbrain’s data to characterize and categorize 
workload. Clustering (K Means and Gaussian mixture model) and Classification strategies 
(K Nearest Neighbors, Logistic Regression, Decision Trees, Random Forest, and Support 
Vector Machine) characterize and model the workload traces. K Means shows better 
results as compared to GMM when compared to the Calinski Harabasz index and Davies-
Bouldin score. The results showed that the Decision Tree achieves the maximum accuracy 

of 99.18%, followed by K Nearest Neighbor 
(KNN), Random Forest (RF), Support 
Vector Machine (SVM) Logistic Regression 
(LR), Multi-Layer Perceptron (MLP), and 
Back Propagation Neural Networks.

Keywords: Classification, cloud data center, clustering, 
Gaussian mixture model, K Means, workload
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INTRODUCTION

Data centers are undergoing rapid evolution in the age of virtualization, and new technologies 
like containerization are evolving rapidly. However, with the growth of cloud and serverless 
computing, the development of predictive analytics, edge computing, the arrival of 5G, 
and the COVID-19 pandemic has swept the entire globe, making almost everything online. 
People’s online activities have increased, leading to data generation and resource utilization 
difficulties for data centers. The virtual machine (VM), as a key component of the cloud 
environment, is typically responsible for performing and maintaining the operating system’s 
operation and storage and ensuring the operating system’s normal operation (OS). The cloud 
platform is becoming more prominent and complex as it grows. Consequently, concerns 
regarding competitive segmentation of the platform’s underlying hardware have arisen. 
Any VM behavior that is out of the ordinary can disrupt routine operations, resulting in a 
major loss for the organization, lowering computing capabilities, or even preventing the 
effective implementation and practice of cloud computing. 

Cloud platforms are in high demand to host a variety of workloads, particularly web 
applications that require high Service Level Agreements (SLAs) agreed between the Cloud 
Service Provider (CSP) and the customer. In terms of accessibility, dependability, and 
efficiency, these services necessitate a diverse set of Quality of Service (QoS) requirements. 
Workloads that are typically transferred to cloud systems need resources such as memory, 
CPU, network bandwidth, and storage. Depending upon the resource these workloads use, 
more than others categorize them as specific resource-intensive workloads. The actual 
resource consumption of these workloads is often lower than the resources they have 
demanded. The service providers profit from this behavior by offering more resources at 
cheaper prices than the actual amount of resources they have, reliant on the fact that most 
customers’ applications will not operate at maximum capacity. CSP exploits the dynamic 
provisioning characteristic of the cloud to provide on-demand performance. Recognizing 
workload behavior in a cloud data center is vital because it enables elastically scaling up 
and down provisioned services critical to its capabilities. 

Workload characterization forecasts resource needs, making capacity management, 
allocation, and resource deployments more effective. The workload is typically 
characterized using one of two methodologies: trace-based (Abrahao & Zhang, 2004) 
or model-based (Delimitrou & Kozyrakis, 2011; Huang & Feng, 2009; Moro et al., 
2009). The model-based technique is favored over the trace-based procedure since it 
is unconcerned about the operating platform upon which the trace was documented. 
Trace-based strategies have a limited number of production and quality traces which 
necessitates regular tinkering of workload characteristics to make them consistent with 
a new data center environment, making them less efficient than model-based strategies. 
Most workloads in cloud data centers are a combination of disparate applications (Mishra 
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et al., 2010). It is not easy to create a truly united approach to estimate the future usage of 
resources in these disparate application areas. These responsibilities show various behavior 
regarding periodicity, co-relation, and repeating trends. Workload classification requires a 
more thorough understanding of workload behavior and properties. However, few studies 
have been conducted on workload characterization due to the lack of open-source traces. 
Different scheduling models can be implemented by identifying workloads that heavily 
utilize shared resources.

The categorization and characterization of cloud workloads is an important research 
topic for better understanding workloads and managing cloud resources efficiently. There 
are many studies on workload characteristics. Google Cluster Trace (GCT) (Reiss et al., 
2012), Bit Brains Trace (BBT) (Shen et al., 2015), Alibaba (https://github.com/alibaba/
clusterdata) Yahoo trace (https://webscope.sandbox.yahoo.com/catalog.php?datatype=i&
did=67&guccounter=1) and Wikipedia (http://www.wikibench.eu/?page_id=60) are four 
most common workload traces available in this domain. Workload qualities for data centers 
need to be statistically combined and evaluated to predict the future resource demand of the 
data center. Many researchers have employed statistical methods like Pearson Coefficient 
of Correlation (PCC), standard deviation, and mean techniques related to and existing 
methods (Birke et al., 2014)

Calzarossa et al. (2016) created a list of standard internet workloads, workloads from 
social networks, streaming platforms, mobile applications, and cloud computing infrastructure 
facilities. The workloads’ characteristics were covered, and historical workload patterns like 
periodicity were considered an important distinguishing feature of cloud network workloads. 
With time-series analysis, Ali-Eldin et al. (2014) explored the time series of Wikipedia’s 
workload and discovered that it is completely predictable and has strong seasonal variation. 
Self-similarity and burstiness are two of the main workload characteristics, according to 
Yin et al. (2015), so they developed a workload generator for cloud computing that is 
bursty and self-similar. Wang et al. (2015) examined workload process statistics. Combined 
optimization-based modeling of slow time-scale workload with stochastic modeling of fast 
time-scale workload is done to anticipate the value of dynamic resizing. 

For proactive workload management, Zhang et al. (2014) created a service for workload 
factoring. It used a data item detection method to detach the application workload’s 
two naturally distinct components, flash crowd, and base workload. In order to adapt to 
changing application data popularity, it evaluated incoming traffic based not just on quantity 
but also on data content. Recognizing and forecasting patterns in cloud workloads is a 
difficult problem that Patel et al. (2015) address. They presented a resource usage-based 
clustering approach to identify periodic tasks. Non-periodic tasks’ resource consumption 
was depicted as a time series. Panneerselvam et al. (2014) classified cloud workloads in 
terms of workload patterns. They divided workloads into five categories: unpredictable, 
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static, continuously changing, periodic, and once-in-a-lifetime workloads, and used this 
classification to compare the performance of Markov modeling and Bayesian modeling.

Understanding workload characteristics is beneficial for enterprise data centers. Due to 
the scarcity of open-source workload traces, only a few attempts at characterizing cloud data 
center workloads have been made so far. The following are some of the most well-known 
research projects: The authors analyzed the BBT dataset representing business-critical 
workloads (Shen et al., 2015). Statistical methods such as standard deviation and mean, 
PCC, Autocorrelation Function, Peak Mean Ratio, and Coefficient of Variation were used 
to characterize the workload. The analysis was carried out using basic statistical and time 
pattern analysis. The findings from the study are as follows: (1) there is a strong correlation 
between demanded memory and CPU utilization, (2) Memory and CPU utilizations are easy 
to predict over short periods, and (3) disc and network utilization follow patterns, implying 
that prediction granularity is measured in days. The authors’ proposed methodology has a 
major limitation in terms of trustworthiness. Errors in analysis are common in many fields 
of applied statistical data. The tools used for data gathering are another major disadvantage 
that puts the dataset’s validity into question. 

Zhang et al. (2011) presented a task usage shape classification that precisely reproduces 
the technical specifications of historical data on average job wait time and machine resource 
utilization. They utilized real-time data from Google and found that merely simulating the 
mean job usage can gain considerable precision in replicating resource utilization and task 
wait time. One major drawback is that the results are very complex and produce complex 
characterization of task shape classification. Rasheduzzaman et al. (2014) examined the 
production workload trace (version 2) by Google and utilized K-means clustering to group 
similar jobs together. They demonstrated a simple method for establishing workload 
attributes, knowledge, and insights for workload performance on cluster machines. The 
authors did not use the complete trace to perform the analysis, which led to the discrepancy 
in the results. The GCT dataset was used to classify workloads by Shekhawat et al. (2018). 
The authors used the K-means algorithm to generate task clusters after first identifying 
workload aspects such as low, high, and medium. To locate coordinate clusters, breakpoints 
within workload parameters were identified to find coordinate clusters. 

Finally, utilizing coefficient of variation principles, the total number of clusters was 
minimized by merging nearby clusters. As per the key characteristics of the workload, the 
execution length of tasks was bimodal. Most tasks were short, and a few long-duration 
tasks had high demands of memory and CPU. Moro et al. (2009) introduced an innovative 
method to assess the execution workload performed by a computer precisely. Their proposed 
method directly utilized the memory reference sequence generated during program 
execution. The memory reference sequences were treated as sequences of floating-point 
numbers and subjected to analysis using signal-processing techniques. Spectral analysis 
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was employed during the feature extraction phase, while Ergodic Continuous Hidden 
Markov Models (ECHMMs) were used in the pattern matching phase. The effectiveness 
of the proposed algorithms was evaluated through trace-driven simulations utilizing the 
SPEC 2000 workloads. Ismaeel and Miri (2019) provide a real-time VM provisioning 
system that uses effective and unique clustering, time-series prediction, and placement 
algorithms to lower the energy consumed in a cloud data center. 

It considers user behavior and previous VM utilization to anticipate the number of 
VMs required. It enhances the consolidation process while consuming the least amount of 
energy. On average, the results show an improvement of up to 80%. They have used only 
one day of data, which is a major drawback. Cheng et al. (2018) characterized the batch 
instance workloads based on: CPU utilization, memory utilization, and job timeframe 
into three different categories. The authors determined the arrival pattern for applications. 
The primary strength lies in the author’s use of the traces of Alibaba’s  data center and 
workload categorization based on resource utilization. Mishra et al. (2010) proposed a 
multi-level task categorization technique and explained task categorization requests for 
capacity management and job scheduling. By monitoring resource usage by task class, 
task classification allows users to predict application expansion. 

The authors use well-known statistical clustering techniques to implement proper 
research methods: (1) assess the workload aspects, (2) use an off-the-shelf method like 
k-means to construct task clusters, (3) evaluate the break marks of qualitative cartesian 
coordinates inside workload elements, and (4) combine adjoining task clusters to decrease 
the number of variables predictions. Their methodology yields eight workloads when 
applied to several Google compute clusters. They demonstrated that, for the same compute 
cluster, the features of each workload in relation to the number of tasks and resources 
consumed are coherent across days. In contrast, the medium-grain characterization detects 
discrepancies in workload features among clusters where such distinctions are predicted. 
They did not consider the job constraints, and they did not take the entire dataset for analysis 
which is the major drawback of their proposed approach. Ismaeel et al. (2019) introduced 
a new methodological process for selecting the appropriate task clustering approach in 
data centers based on validation indices and result correlation. 

They developed an effective pre-processing strategy, reducing the big data challenge to 
a compact 2D matrix of independent jobs using CPU and memory requirements. Shekhawat 
et al. (2018) proposed a technique for classifying and characterizing data center workloads 
based on resource utilization. For workload classification, seven distinct machine-learning 
techniques have been used and compared. Workload distribution is approximated for GCT 
and BBT datasets using various application components. Finally, the authors have presented 
an approach for assessing the relevance of various categorization attributes. The authors 
have not considered and compared the results with any other clustering algorithm.
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Due to the rapid advancement of hardware and resource management strategies, 
cloud data centers handle many application types. Recognizing the workload features and 
understanding the data centers is intrinsically critical for CSP to continue adopting cloud 
technology. In cloud data centers, proper resource management is crucial for predicting 
the future requirements of resources. The first step to better resource management is to 
characterize and classify the workload before placing it on the virtual machines. It also 
helps to meet the required or agreed QoS. 

In this paper, the following research questions (RQs) are addressed:
RQ1: How workload categorization helps in better resource management in cloud 
data centers?
RQ2: How do K Means and the Gaussian Mixture Model aid in grouping various 
workloads?
RQ3: Which clustering algorithm performs better for the characterization of workload?
RQ4: How classification of workload helps in understanding the workload type, and 
which classification algorithm achieves maximum accuracy?
This paper uses K Means and Gaussian Mixture Model clustering algorithms to properly 

cluster the Bitbrains trace (Fast Storage) dataset to characterize the workload. Initially, 
the feature significance analysis is done to understand the important features. Feature 
selection becomes important in developing robust and efficient classification models 
while reducing training time (Onan & KorukoGlu, 2017). Both clustering algorithms are 
compared based on the Calinski-Harabasz index and Davies-Bouldin score coefficients. 
Following clustering, several ML methods are used to classify the data. The models built 
using these methods are also compared in terms of accuracy. 

MATERIALS AND METHODS

Dataset Characteristics 

Bitbrains’ distributed data center is a managed hosting and business computing powerhouse. 
The dataset provides performance information for 1,750 virtual machines. Among the 
company’s clients are numerous major banks, credit card companies, insurers, and others. 
Towers Watson and Algorithmics are two application manufacturers that host solvency 
applications on Bitbrains. These programs are typically used for accounting information 
completed after a fiscal quarter. Each file of the dataset includes the performance metrics 
for a single VM. These files are classified into two types: fastStorage and Rnd. FastStorage 
is the first trace, with 1,250 virtual machines (VMs) linked to Storage Area Network (SAN) 
storage devices. The second trace, Rnd, has 500 virtual machines (VMs) connected to either 
a fast SAN or a much slower Network Attached Storage (NAS) device. Because storage 
connected to the fastStorage devices is more effective, the fastStorage trace contains a 
greater fraction of server-side and computation units than the Rnd trace. In the Rnd trace, 
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on the other side, we notice a greater share of administration computers, which only 
require minimum storage and less frequent accesses. In the Rnd trace, on the other hand, 
we notice a greater share of management machines, which only require minimum storage 
and less frequent usage. The Fast Storage directory is divided into three sub-directories 
based on the month the data was collected. A row-based format is used in each file. Each 
row represents a performance metric observation.

Clustering Algorithms

Grouping data items using a similarity metric is known as clustering. Clustering can be 
hierarchical, partitional, complete, partial, overlapping, fuzzy, or exclusive. The partitional 
clustering technique, K-Means, divides data objects into non-overlapping groups (Onan, 
2019). K-Means clusters are based on prototypes when the cluster is symbolized by a 
prototype and all nodes in the cluster are near it. Two common prototypes are centroid 
and medoid. Gaussian Mixture Models (GMM) clusters are based on density. A cluster 
based on density is a collection of high-density objects surrounded by low-density areas. 
Identifying and summarizing properties of interest is made easier by grouping data into 
clusters. Similar utilization trends of workload can help develop capacity strategies for 
meeting future resource requirements while preserving the SLA for operating services.

Classification Algorithms 

The classification algorithm is a supervised learning approach that uses training data to 
determine the type of new observations. The software trains from a dataset or observations 
and then classifies additional observations. As a supervised learning approach, the 
classification algorithm employs labeled input data comprising input and output. The 
following classification algorithms have been used in this paper: Random Forest (RF), 
Logistic Regression (LR), K Nearest Neighbor (KNN), Support Vector Machine (SVM) and 
Decision Tree (DT), Multi-Layer Perceptron (MLP) and Back Propagation Neural Network.

Methodology

Figure 1 shows the methodology followed to characterize and categorize the workload.
Generally, the workload in the data centers consists of different attributes. Some attributes 
are more important when it comes to characterizing the workload. Understanding the 
distribution of attributes in terms of significance is critical for determining the type of 
workload. It is important as, during the classification stage, the significance of the attribute 
determines how much weight has to be given to it or a group of attributes. The main purpose 
of performing a significance assessment is to order the attributes in terms of predictive 
power. The decision Tree Classifier algorithm has been used to perform the significance 
analysis. The top four attributes having the highest significance have been taken for further 
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analysis. In the BBT dataset, memory usage [KB], disk read throughput, CPU usage [MHZ], 
network transmitted throughput, disk write throughput, and network received throughput 
have high percentages in attribute significance analysis. The disk writes throughput and 
disk read throughput are combined to form a single attribute named disk usage. 

Similarly, network transmitted and received throughput are combined to form a single 
attribute named network usage. Normalization of the BBT dataset is done using min-max 
normalization. The K means technique was applied to the combined data set of highly 
significant attributes. The technique was further applied to each attribute to calculate 
K. The value of the number of clusters, K, is determined using the elbow criterion. If c 
represents the clusters obtained for CPU usage [MHZ], m for Memory usage [KB], d for 
Disk usage, and n represents clusters acquired for Network usage. The product of c, m, d, 
and n yields the number of possible workloads in the dataset. As a result, the frequency of 
various workloads is calculated. This analysis yielded the dataset’s workload distribution.

GMM clustering is applied to all attributes first, followed by individual attributes. The 
outcomes of both algorithms are compared using parameters such as the Calinski-Harabasz 
index(CHI) and the Davies-Bouldin Index (DBI). CHI is also known as the Variance Ratio 
Criterion. A higher CHI score denotes a model with more defined clusters. The index is 
the ratio of all clusters’ total between-cluster and within-cluster variance. The score is 
greater when clusters are large and well-spaced, which correlates to a classic cluster idea. 
The score is rapidly computed. When DBI is used to evaluate the model, a lower DBI 
indicates a model with greater cluster separation. This index represents clusters’ average 

Figure 1. Methodology for categorization and characterization of workload
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similarity, which is defined as a criterion that relates cluster distance to several clusters. It 
distinguishes between clusters that are both remote and small. The Davies–Bouldin criterion 
is based on a weighted average of distances “within-cluster” and “between-cluster.” The 
lowest possible score is zero. Closer to zero indicates a better partition. Davies-Bouldin 
scores are easier to calculate because they only use point-wise distances, and the index is 
solely based on amounts and characteristics inherent in the dataset.

Following the characterization of the dataset, classification is done using different 
classification algorithms. The classification of workloads is an important step in workload 
analysis. The models’ accuracy is crucial for workload analysis, resource usage prediction, 
and provisioning. The classification accuracy analysis aids us in determining which 
algorithm is best for a given data center workload. The before-mentioned algorithms are 
applied to determine the accuracy. 

RESULTS AND DISCUSSION

Firstly, the feature importance or attribute significance analysis uses a decision tree 
algorithm. The results are shown in Figure 2. The attributes are represented on the x-axis, 
while the value of coefficients is depicted on the y-axis. The importance of CPU usage 
[MHZ] is highest for the BBT dataset. Network and disk usage dominates the second and 
third position in terms of significance analysis. Memory usage has low significance among 
all the attributes.

The elbow method to determine the value of K is applied, and the graph is plotted 
between K and inertia, where the inertia value indicates how far apart the points in a cluster 
are. The graph is shown in Figure 3. The value of the x-axis depicts the K values, and the 
value of the Y-axis depicts the inertia value. At K = 4, it produces an elbow, indicating that 
the BBT fastStorage dataset has four types of workloads.

Figure 2. Attribute score of different attributes
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The plots of the clustering results based on each attribute individually, such as CPU 
usage, memory usage, disk usage, and network usage, are depicted in Figures 4, 5, 6, and 
7, respectively. It can be concluded from these graphs that for CPU usage, two different 
workloads have identified that is LOW (CL) and HIGH (CH); for memory, three different 
workloads have observed that is LOW(ML), MEDIUM(MM), and HIGH(MH); two 
workloads have identified for LOW disk usage (DL) and HIGH(DH), and two workloads 
have identified for LOW network usage (NL) and HIGH(NH). 

Figure 4. K vs. Inertia (CPU usage) Figure 5. K vs. Inertia (Memory usage)

Figure 6. K vs. Inertia (Disk usage) Figure 7. K vs. Inertia (Network usage)
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The 24 distinct workload combinations are determined once the elbow point is 
calculated using K Means clustering. The percentage of tasks can be identified by 
calculating the number of tasks in each combination. Table 1 is formatted as [CPU usage]
[Memory usage][Disk usage][Network usage].
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Table 1 shows that most tasks (93.38%) 
have modest resource utilization. These 
processes used less CPU, memory, storage 
space, and network bandwidth. These 
virtual machines are made up of short 
administrative chores and application 
inquiries. The workload then consists of 
3.41% of jobs with high CPU, medium 
memory, and low disk and network use. 
Typically, these virtual machines are utilized 
to run CPU-intensive consumer applications. 

Similarly, GMM clustering is applied to 
the BBT dataset. The Bayesian Information 
Criterion (BIC) and Akaike Information 
Criterion (AIC) graphs are plotted initially 
on the entire dataset. It can be concluded 
from the graph that there are seven types 
of workloads in the entire dataset. On the 
x-axis of Figure 8, the number of clusters or 
components is depicted, whereas, on Y-axis, 
the score of AIC and BIC is depicted. The 
value of AIC and BIC is the same for each 
analysis; therefore, both the lines overlap, 
which results in the depiction of one line in 
all graphs.

Once the clustering is done on the 
combined dataset, the GMM is applied 
to the individual attributes. Clustering 
based on individual attributes, CPU usage, 
memory usage, disk usage, and network 
usage yielded the results (Figures 9, 10, 11, 
and 12). It can be concluded that CPU and 
memory usage have five types of workloads, 
followed by disk and network usage having 
four types.

Once the number of components is 
identified for each attribute, 600 workload 
combinations are formed. There are some 

Table 1
Percentage of tasks in each cluster (K Means)

Type of workload Number 
of tasks

Percentage of 
tasks

[CL][ML][DL][NL] 10479078 93.380000
[CL][ML][DL][NH] 6242 0.050000
[CL][ML][DH][NL] 10823 0.090000
[CL][ML][DH][NH] 3150 0.020000
[CL][MM][DL][NL] 127939 1.140000
[CL][MM][DL][NH] 1492 0.01
[CL][MM][DH][NL] 1823 0.010000
[CL][DM][MH][NH] 401 0.000000
[CL][MH][DL][NL] 28650 0.250000
[CL][MH][DL][NH] 147 0.000000
[CL][MH][DH][NL] 3873 0.030000
[CL][MH][DH][NH] 9 0.000080
[CH][ML][DL][NL] 88450 0.780000
[CH][ML][DL][NH] 74 0.000600
[CH][ML][DH][NL] 4 0.000030
[CH][ML][DH][NH] 59 0.000500
[CH][MM][DL][NL] 382850 3.410000
[CH][MM][DL][NH] 50 0.000400
[CH][MM][DH][NL] 90 0.000800
[CH][MM][DH][NH] 6 0.000050
[CH][MH][DL][NL] 83166 0.740000
[CH][MH][DL][NH] 14 0.000100
[CH][MH][DH][NL] 3406 0.030000
[CH][MH][DH][NH] 3 0.000020

Figure 8. AIC and BIC plot for all attributes
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combinations in all clusters that are not identified. Therefore, 336 combinations are taken, 
which consist of workloads from all four attributes. Table 2 depicts the various clusters 
formed by the GMM.

K means, and GMM performance is evaluated based on the Calinski Harabasz index 
and Davies-Bouldin score. Table 3 shows the values of different parameters by applying 
K Means and GMM.

It can be concluded that K means it outperforms the GMM on all mentioned parameters 
(Table 3). The Davies-Bouldin score of K Means is 0.37, much better than that of 

Figure 9. AIC and BIC plot (CPU usage)   Figure 10. AIC and BIC plot (Memory usage)

Figure 11. AIC and BIC plot (Disk usage)           Figure 12. AIC and BIC plot (Network usage)
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3.77 GMM. Closer the value to zero, the 
better the cluster separation. The Calinski 
Harabasz Index of K means 54500062.89, 
whereas, for GMM, it is 12027922.51. The 
greater the value of the Calinski Harabasz 
Index score better is the density and cluster 
separation.

An experimental assessment was done 
to approximate classification accuracy for 
various machine-learning algorithms to 
explore how workload distribution affects 
each model. The analysis was carried out 
using the BBT fastStorage dataset. The 
training and testing data ratio is kept at 70 
and 30, respectively. Table 4 displays the 
accuracy results, AUC ROC score, and 
Precision for different algorithms.

Cloud computing guarantees high 
throughput,  adaptabil i ty,  and cost-
effectiveness to address evolving processing 

Table 2
Percentage of tasks in each cluster (GMM)

Types of workloads (CPU, 
DISK, NETWORK, MEMORY)

Percentage 
of tasks

CVL DVL NVL MVL 15.10235435
CVL DVL NVL MVH 16.61488353
CVL DVL NL MVH 1.29211
CVL DVL NH MVL 0.805227325
CVL DVL NH MVH 6.928157693
CVL DVH NVL MVH 2.761330624
CVL DVH NH MM 0.545286852
CVL DVH NH MVH 4.255609617
CL DVL NH MH 1.256375982
CM DL NL MM 0.614936998
CM DL NL MH 0.627697874
CM DVH NH MM 0.495963214
CH DVL NVL MVH 1.344632768
CH DVL NH MVL 1.736004919
CH DVL NH MM 0.64278458
CH DVL NH MVH 1.911226363
CH DL NL MM 0.912589781
CH DL NH MM 1.64271329
CH DL NH MVH 0.655527634
CH DVH NVL MVL 0.598780944
CH DVH NVL MM 1.03473596
CH DVH NVL MVH 3.523222656
CH DVH NL MM 0.821481402
CH DVH NH MVL 1.349453742
CH DVH NH MM 5.648532321
CH DVH NH MVH 9.933228181
CVH DVL NH MH 0.637268531

Table 3
Scores for performance evaluation parameters

Parameter K Means
Gaussian 
Mixture 
Models

Calinski 
Harabasz Index 54500062.89 12027922.51

Davies-Bouldin 
score 0.37 3.77

 

Table 4
Accuracy percentage of classification algorithms

Algorithms Accuracy in % AUC ROC Score Precision
K Nearest Neighbors (KNN) 98.79 0.963 0.96
Logistic Regression (LR) 79.19 0.941 0.93
Decision Trees (DT) 99.18 0.976 0.97
Random Forest (RF) 97.80 0.958 0.95
Support Vector Machine (SVM) 84.34 0.922 0.91
Multi-Layer Perceptron 79.72 0.825 0.82
Back Propagation Neural Network 80.00 0.847 0.84
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necessities. As the quantity of data continues to grow at an appalling rate, many firms are 
turning to data centers to make effective choices and achieve a competitive edge. The 
cloud-computing model is used for a multitude of applications. These applications differ 
in their characteristics and have varying demands on the Physical Machines’ resources 
(PMs). The requirements of database applications (which perform intensive read and write 
operations on discs, for example) differ from those of a scientific computing application 
(which demands significant computing power from the CPU). To effectively configure 
cloud resources, network managers must be able to characterize and predict the workload 
on VMs. Clustering the tasks into groups or clusters is feasible based on the different 
demands of dissimilar tasks of cloud applications. 

The clustering process can identify characterizations that can improve the efficiency 
of historical workload traces over a wide range of critical performance parameters, such as 
increasing the utilization of PMs hosted in cloud data centers. Any workload classification 
should consider the usage of resources, job progression, and other issues that necessitate 
adherence to service-level agreements (SLAs). Analytical models (Bennani & Menascé, 
2005; Bodnarchuk & Bunt, 1991) and performance metrics (Bienia et al., 2008), (Jackson 
et al., 2010) are used in workload characterization. Analytical models are the models 
of mathematics having a closed-form solution, which indicates that the solution to the 
equations used to explain system changes may be expressed mathematically as an analytic 
function. 

A performance model is used to characterize the fundamental elements of how a 
planned or existing system performs in terms of usage of resources, demand for resources, 
and delays induced by processing or physical restrictions. To maximize earnings, cloud 
providers aim to get as many new requests as feasible; conversely, they must encounter QoS 
constraints in line with the appropriate SLA with end-users. One needs efficient resource 
provisioning mechanisms to achieve this goal. Users typically have sporadic access to cloud 
resources, and workloads will fluctuate. Workload fluctuation causes under-provisioning 
and over-provisioning issues, wasting resources and time. One solution is forecasting 
workload based on past consumption behaviors and the present state of cloud resources. 
The trends equate user requests with cloud resources depending on the type of requirement.

CONCLUSION

The utilization and prominence of cloud computing as among the most well-known 
internet-based inventions for supplying computational power and infrastructural facilities 
to IT organizations for executing/hosting cloud workloads is expanding every day and is 
anticipated to expand even further. Consumers upload heterogeneous cloud workloads to the 
cloud through internet services, banking applications, online payment processing assistance, 
portable computing assistance, and graphics-based services, with varying QoS parameters 
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in the form of SLA. The significance of workload characterization and classification in 
cloud data centers is discussed in this paper. The workload of types is clustered using 
two different clustering techniques. Workload distribution is accomplished by combining 
distinct workload pairings in both clustering modes. After clustering is completed, the 
performance is examined to determine which clustering works best. 

Most tasks, according to the K Means algorithm (93.38%), have low resource utilization 
(CPU, memory, storage space, and network bandwidth). Short administrative tasks and 
application inquiries make up these virtual machines. GMM shows a maximum of 16.61% 
of the tasks consume CPU (Very Low), Disk (Very Low), Network (Very Low), and 
Memory (Very High) resources. However, the results demonstrate that K means beats in 
Calinski Harabasz and the Davies-Bouldin Index. After clustering, classification is carried 
through by utilizing several classification techniques. The decision tree shows a maximum 
accuracy of 99.18%. Compared to the existing study, this work explains different clustering 
and classification strategies for cloud data center workloads. 
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ABSTRACT

Despite black liquor’s (BL) renown as a difficult-to-manage contaminant in the pulp and 
paper industry, BL has been found as a viable alternative material for adhesive formulation 
due to its high lignin content. Nevertheless, modification is required to enhance lignin’s 
reactivity, and there is currently a lack of study focusing on this aspect for BL-lignin. 
This study aims to increase the phenolic hydroxyl content of BL-lignin by phenolation. 

After being phenolated at lignin to phenol 
ratio of 1:1, at a temperature of 100°C for 
110 minutes, and with the addition of 8% 
sulfuric acid (H2SO4) as a catalyst, the 
phenolic hydroxyl content improved by 
51.5%. The results of Fourier transform 
infrared spectroscopy (FTIR), UV/Vis 
spectrophotometry, proton nuclear magnetic 
resonance (1H-NMR), thermogravimetry-
differential scanning calorimetry (TG-DSC), 
and its differential curve showed that the 
structural change in phenolated lignin 
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opened up more active sites, implying that this lignin could be a good substitute for phenol 
in phenol-formaldehyde resin manufacturing.

Keywords: Adhesive, black liquor, lignin, modification, phenolation, phenol-formaldehyde resin, pulp and 
paper, sustainability 

INTRODUCTION

Other than solely focusing on pulp and paper products, many pulp and paper companies are 
driven to diversify their products to contribute to sustainability. With modern technology, 
most pulp and paper mills could improve the utilization of available renewable resources, 
such as black liquor (BL). Conventionally, BL was discharged to waterways as a disposal 
method or directed to a recovery boiler to recover chemicals and generate bioenergy (Lora 
& Glasser, 2002). Nevertheless, lignin, the major constituent of BL, can be utilized for 
various bioproducts development due to its variable functional groups (Ibrahim et al., 2011). 
Numerous researchers agreed that the abundant industrial lignin produced from pulp and paper 
mills could be an alternative material to replace some petrochemical feedstocks in the future 
(Kazzaz et al., 2019; Luo et al., 2020; Podschun, Saake, et al., 2015; Yang & Fang, 2014).

Nonetheless, studies have found that the pulping or processing conditions used to 
make paper, primarily sulfite, and kraft, can cause the lignin fraction in BL to have large 
impurities, limiting its use (Sammons et al., 2013). There are numerous different types of 
pulping and extraction procedures, and each one produces lignin with different purity and 
chemical properties depending on the feedstock. The structural variations in lignin caused 
by processing conditions are obstacles that must be overcome for lignin to be employed 
in a wide range of applications (Hidayati et al., 2020). Depending on the feedstock and 
pretreatment employed in the pulping process, a variety of lignin preparations with varied 
chemical structures and physical properties can be created and used in new applications, 
such as in the phenol-formaldehyde formulation, which was often used for wood adhesive, 
owing to its high phenolic content (Hussin et al., 2019; Ibrahim et al., 2013). 

Nevertheless, lignin has complex and random cross-linked structures, and it is made up 
of three units of a phenolic core or also known as monolignols, which are p-hydroxyphenyl 
(H), guaiacyl (G), and syringyl (S) (Hussin et al., 2019). The existence of these monolignols 
in the structure of lignin enables it to undergo many modifications. However, due to lignin 
structural complexity and poor chemical reactivity, there are broad chemical differences 
depending on the source, processability, and depolymerization reaction, which remains a 
challenge (Gan & Pan, 2019; Chung & Washburn, 2012). Numerous researches have been 
carried out to enhance lignin reactivity, and one of them is through chemical modification 
to overcome this challenge (Hu et al., 2011; Kazzaz et al., 2019; Mansouri & Salvadó, 
2006; Wang et al., 2017; Zhang et al., 2019). 
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Lignin modification through phenolation is one of the effective modification methods 
that can reduce the relative molecular mass and methoxy content of lignin and increase 
the phenolic hydroxyl group on the lignin structural unit with the application of catalyst 
and heating (Podschun, Saake, et al., 2015; Taleb et al., 2020; Thébault et al., 2020). The 
reaction process is simple, and the number of lignin active points can be increased to an 
extent that gives a positive performance (Hu et al., 2011; Yang et al., 2014). In terms of 
the positive performance of reactivity, Ghaffar and Fan (2013) discovered that the phenolic 
hydroxyl group is significantly affecting the physical and chemical properties of lignin, 
which is influenced by the modification process of lignin that plays a significant role in 
the lignin-formaldehyde reaction for adhesive production. 

It was also supported by Laurichesse & Avérous (2014), who discovered that through 
phenolation, the resulting material could react rapidly with formaldehyde due to phenolation 
with free ortho and para units. Besides that, to support the results of modification, 
brominable substance content is also an auxiliary factor that could reflect the effectiveness 
of phenolation and reactivity of lignin (Jin et al., 2010; Qiao et al., 2016). According to 
China National Standard GB/T 14074, it can be determined by the percentage of the mass of 
phenol converted from the mass of brominable active groups to the total mass of the sample 
during the reaction. Phenolation reaction has triggered phenol to increase the reactive 
sites of lignin maximally. It explains that the lower the amount of brominable substance, 
which indicates the lesser the free phenol in the reaction, the higher the effectiveness of 
phenolation (Qiao et al., 2016). 

Regarding this matter, phenolation can be considered a promising and practical method 
to modify lignin. Unlike primary sources of biomass such as fiber, wood logs, woodchips, 
bark, and sawdust, there is still a lack of reports on the phenolation of lignin extracted from 
a secondary source of biomass such as an empty fruit bunch-black liquor (EFB-BL). Due to 
the differences in the composition, structure, and functional group content of EFB-Lignin 
and other lignins, the reaction conditions of phenolation are also different. Verification 
tests are needed to set reasonable reaction conditions. Much research literature showed 
that it is known that the conditions affecting the phenolation effect of lignin are: the ratio 
of lignin/phenol, reaction temperature, reaction time, and catalyst dosage (Hu et al., 2011; 
Jiang et al., 2018; Yang et al., 2014; Zhang et al., 2019). 

Preconditioning Refiner Chemical-Recycle Bleached Mechanized Pulp (PRC-RBMP) 
is a hybrid process that involves using steam for a short time, low concentration of the 
alkaline solution, and extrusion to produce EFB pulps. The processing eliminates oil and 
light contaminants, and the thermally treated fiber was further stretched and torn to the 
desired condition. Black liquor was collected and used in this study, henceforward referred 
to as EFB-BL. Unlike kraft and soda pulping, which relies on chemical treatment, the 
PRC-RBMP applies mechanical, thermal, and chemical treatments to disintegrate lignin, 
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hemicelluloses, and cellulose to enhance the pulp’s quality sustainably. The process does 
not create any hazardous chemicals, and it is cost-, energy- and time-efficient as well as 
practical to be applied on an industrial scale.

This study hence attempts to modify the lignin extracted from EFB-BL, which has 
undergone an integrated pulping and extraction method which, are PRC-RBMP and 
Lignoboost, by exploring the effect of four modification parameters on the phenolic hydroxyl 
content and brominable substances, which are the ratio of lignin to phenol (L/P ratio), reaction 
temperature, reaction time, and dosage of catalyst acid. The phenolated EFB-Lignin was 
subjected to UV/Vis spectrometry, Fourier transforms infrared (FTIR) spectroscopy, 1H NMR, 
and thermogravimetric (TG) analyses to determine its properties and its potential for partial 
incorporation into phenolic resins such as phenol-formaldehyde resin. 

MATERIALS AND METHODS 

Lignin Extraction

Lignin was extracted from the black liquor (BL) of oil palm empty fruit bunch (EFB), 
and the pulping residues were collected from Nextgreen Pulp & Paper Sdn. Bhd. (Pekan, 
Pahang, Malaysia). Chemicals: H2SO4 (98% v/v,) which acts as a catalyst, phenol reagent, 
KBrO3 (99.99% w/v), and KBr (99% w/v) were purchased from Tianjin Damao Chemical 
Reagent Factory (Tianjin, China) and used as received. Black liquor (BL), which has 
undergone a Preconditioning Refiner Chemical-Recycle Bleached Mechanised Pulp (PRC-
RBMP) treatment, a patented technology developed by Nextgreen  Global Berhad (Grant 
no.: MY172437A, MY144559A), was then subjected to “LignoBoost” treatment to solely 
extract lignin (modified from Ma et al., 2007; Zhang & Lei, 2010; Zhu, 2013). Lignin was 
precipitated from 10 mL of EFB-BL through the acidification process, performed at pH 
3, for 1 h, and at 60°C. Sulphuric acid (80 wt%) was slowly added into the sample until 
the desired pH was achieved, and the mixture was then left to allow lignin precipitation 
to occur. The sample was then vacuum-filtered prior to phenolation.

Lignin Modification by Phenolation

The optimum condition of lignin phenolation was identified by phenolate of the extracted 
lignin at certain conditions of lignin/phenol (L/P) ratio, reaction temperature, reaction 
time, and catalyst dosage (H2SO4), as shown in Table 1. These four evaluation factors 
were selected based on a few studies which affect the phenolation (Hidayati et al., 2020; 
Jiang et al., 2018; Podschun, Saake et al., 2015). Each range of the independent variables 
was selected based on a few studies which gave positive outcomes (Podschun, Stucker 
et al., 2015; Thébault et al., 2020; Yang et al., 2014). Approximately 2 g of lignin, a 
prescribed amount of phenol, and 98% concentrated H2SO4 were mixed in a flask equipped 
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with a condenser and a mechanical stirrer. The mixture was then heated to a set reaction 
temperature and time in a temperature-controlled water bath. The effect of variables’ 
conditions on the content of brominable substances and phenolic hydroxyl group were 
then determined. 

Table 1
Prescribed composition of L/P ratio, reaction temperature, reaction time, and catalyst dosage for phenolation 

Experiment A B C D

Evaluation factor L/P ratio Reaction 
temperature Reaction time Catalyst dosage

L/P ratio 1:2, 1:1.5, 1:1, 
1.5:1, 2:1

1:2 1:2 1:2

Reaction temperature (°C) 100 80, 90, 100, 110, 
120

100 100

Reaction time (min) 90 90 30, 50, 70, 90, 
110

90

Catalyst dosage (%) 4 4 4 2, 4, 6, 8, 10

Determination of Phenolated Hydroxyl Content of Lignin Sample

The phenolic hydroxyl content of lignin was determined, referring to a method by Lai et al. 
(2007). Approximately 10 mL of dried lignin was dissolved in 100 mL distilled water. The 
solution was stirred, and NaOH was slowly dropped until the dried lignin was completely 
dissolved. Approximately 1 mL of dissolved lignin was transferred to a 50 mL volumetric 
flask. Then, 3 mL Folinol reagent and 30 mL distilled water were added into the dissolved 
lignin, followed by 10 mL of 20% Na2CO3 after 5–8 min. Distilled water was added until 
it reached 50 mL. The mixture was stirred for 2 h at room temperature prior to UV/Vis 
spectrometry analysis. The absorbance at 760 nm was measured with a sample having a 
phenol concentration of 0 as a blank. The measured absorbance was compared with the 
concentration-absorbance value standard curve to obtain the content of phenolic hydroxyl 
groups in the lignin sample.

Determination of Content of Brominable Substance of Lignin Sample

The content of the brominable substance was determined according to China National 
Standard GB/T 14074/2017. A solution was prepared by mixing 2.8 g potassium bromate 
with 10 g potassium bromide and 1000 ml distilled water. Separately, 0.5 g of lignin was 
diluted with 500 mL distilled water, then 50 mL of this diluted lignin was added with 25 
mL potassium bromate-potassium bromide solution and 5mL hydrochloric acid (analytical 
reagent). The solution was then quickly stirred until it was homogeneously mixed and 
placed in the dark for 15 min. After 15 min, 1.8 g potassium iodide was added to the 
solution and kept in the dark for another 5 min. 
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Titration was then conducted using 0.1 mol/L Na2S2O3 solution as a standard. It was 
slowly added until the color of the solution turns to pale yellow. Titration was continued by 
adding 3 mL starch indication until the blue color disappeared. A blank test was performed 
by substituting samples with 50 mL of distilled water. The calculation to determine the 
brominable substance content is as in Equation 1:

𝐵𝐵 =
(𝑉𝑉1 − 𝑉𝑉2) × 𝐶𝐶 × 0.01568 × 500

(𝑚𝑚 × 50) × 100%
   (1)

Where,
V1: the volume of the Na2S2O3 standard solution consumed by the blank test, in units 
of mL;
V2: the volume of the Na2S2O3 standard solution consumed by the titration sample, 
in units of mL;
C:  Na2S2O3 standard solution concentration, the unit is mL;
0.01568 - the concentration of C (Na2S2O3) = 0.167mol / L sodium thiosulfate standard 
solution corresponding to the molar mass of phenol, the unit is g / mmol;
m: The mass of the sample, the unit, is g.

UV/Vis Spectrometry Analysis 

UV/Vis spectrophotometry (Lambda 25 UV/VIS, Perkin Elmer, Waltham USA) was used 
to determine the lignin content on the phenolated EFB-Lignin. Absorbance within a 200 to 
400 nm spectral range was measured at 1 nm spectral resolution at a scan speed of 250 nm/
min. The non-phenolated EFB-Lignin was used to reference the phenolated EFB-Lignin 
(Skulcova et al., 2017).

Fourier-Transform Infrared Spectroscopy 

The functional group of both phenolated and non-phenolated EFB-Lignin was analyzed 
by Fourier-transform infrared spectroscopy (FTIR) using KBr pellets containing 1% 
finely ground samples. Each spectrum was recorded at a range of 500 – 4000 cm-1 using 
an infrared spectrometer (Vertex70, Bruker, Massachusetts, USA) (Y. Zhang et al., 2020). 

1H NMR Analysis 

The chemical structure of phenolated and non-phenolated EFB-Lignin was determined 
by 1H NMR spectroscopy (German Bruker 400MHz nuclear magnetic resonance (NMR) 
spectrometer, specification model: ADVANCEⅢ 400MHz.) About 1 mg of samples were 
dissolved in 0.5 mL of deuterated chloroform (CDCl3). The NMR spectrum was recorded 
at 400 MHz, at a probe temperature of 25°C, and chemical shifts are given in ppm.  
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Thermogravimetric Analysis 

Thermal stability of phenolated and non-phenolated EFB-Lignin was determined by 
subjecting approximately 10 mg of samples to the thermogravimetry-differential scanning 
calorimetry (TG-DSC) thermal analyzer (STA449F3-1053-M, Netzsch, Selb Germany). 
The samples were heated from 30 to 800°C at 10°C min-1 under constant nitrogen (H. 
Zhang et al., 2020).

Statistical Analysis

The brominable substances and phenolic hydroxyl content of different tested conditions 
were statistically analyzed using a one-way analysis of variance (ANOVA) in a general 
linear model using Statistical Analysis Software (SAS) Ver. 9.5. The mean for each 
measured parameter was separated statistically using Duncan Multiple Range Test (DMRT) 
at p < 0.05.

RESULTS AND DISCUSSION

Effects of Lignin/Phenol Ratio on the Content of Phenolic Hydroxyl and 
Brominable Substance

The effectiveness of phenolation was measured by determining the phenolic hydroxyl 
content and brominable substances of the phenolated EFB-Lignin. In order to determine 
the optimum L/P ratio that can produce the highest content of phenolic hydroxyl, several 
variables were set constantly, which were reaction temperature (100°C), reaction time 
(90 min), and catalyst dosage (4%). The objectives are to achieve maximum phenol 
incorporation and lignin fragmentation with the optimum L/P ratio (Podschun, Saake et 
al., 2015). It can be observed from Figure 1 that there is a significant difference in phenolic 
hydroxyl content produced from different L/P ratios. Nevertheless, among all L/P ratios, 
the L/P = 1:1 yielded the highest phenolic hydroxyl content at 8.12 mol.g-1. 

It shows that an equal ratio of phenol to lignin allows better phenolation than those 
with a higher ratio of phenol to lignin, allowing maximum production of phenolic hydroxyl 
content. It was also proven by Gan & Pan (2019), where the yield of phenolic hydroxyl 
content decreased significantly with the increase of phenol to lignin ratio. The same author 
also reported that applying a low mass ratio of L/P (1:1) has reduced the molecular weight 
from 14,400 to 6,000 g/mol, which indicates that lignin has been depolymerized during 
phenolation. Despite a similar L-to-P ratio, it revealed enough acid to hydrolyze and 
phenolate the lignin (Jiang et al., 2018). 

Besides the content of phenolic hydroxyl, an efficient phenolation process is also 
reflected by the content of brominable substances. Qiao et al. (2016) agreed that the lesser 
the content of brominable substances in a sample, the more complete the phenolation 
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process, as it contains a lesser amount of free phenol in the reaction. This study shows that 
an L/P ratio 1:1 can produce a relatively low amount of brominable substances compared 
to the second high L/P ratio (indicated L/P ratio of 2:1 in Figure 1). It could also support 
the idea that using more lignin in the L/P ratio to produce high phenolic hydroxyl content 
was unnecessary since it could obstruct phenolation and alter other parameters as lignin 

Figure 1. The effect of the L/P ratio on the content 
of phenolic hydroxyl and brominable substances. 
All data are means of 3 replicates ± SD. Capital 
letters indicate a significant difference (p < 0.05) of 
brominable substance, while small letters indicate a 
significant difference (p < 0.05) in phenolic hydroxyl 
content among different L/P ratio samples 

may polymerize. In this study, a higher 
phenol (1:2) in the L:P ratio does not result 
in a higher phenolic hydroxyl content, as 
excessive phenol may accelerate lignin re-
polymerization (Gan & Pan, 2019). 

In comparison to other studies stated in 
Table 2, which used a higher phenol-to-lignin 
ratio to produce high phenolic hydroxyl 
content, this study discovered that a 1:1 L/P 
ratio is sufficient, as it produces the maximum 
phenolic hydroxyl content when compared 
to other L/P ratio compositions. It was also 
revealed that at similar L/P ratios, different 
feedstocks and pulping procedures yielded 
varied phenolic hydroxyl content yields. It is 
supported by Sammons et al. (2013) theory 
that the phenolation process was influenced 
directly by the feedstock and pulping process.
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Effects of Reaction Temperature on the Content of Phenolic Hydroxyl and 
Brominable Substance

Further analysis was then carried out to determine the effect of phenolation temperature 
on the phenolic hydroxyl content, with 3 different temperatures ranging from 80 to 120°C. 
This study’s constant variables were the L/P ratio, set at 1:2, the reaction time at 90 minutes, 
and the catalyst dosage at 4%. Figure 2 shows that the phenolic hydroxyl content increased 
by increasing the reaction temperature from 80 to 100°C by 14.7%. It indicates that the 
phenolation reaction progresses completely at 100°C after gradually increasing the phenolic 
hydroxyl content. Jiang et al. (2018) found a similar pattern of results, concluding that 
increasing the reaction temperature can produce more phenolic hydroxyl content. Alonso 
et al. (2005) also discovered that phenol conversion is greater at high temperatures. 
Meanwhile, a rapid drop in phenolic hydroxyl content at 120°C may be attributed to re-
condensation, which occurs when the phenolation temperature exceeds 100°C, lowering 
the phenolic hydroxyl content. According to Podschun, Saake et al. (2015), and Jiang et 
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al. (2018), such conditions could be due to 
extreme degradation caused by the reaction 
conditions, or they could be related to the 
solubility of lignin in phenol.

As the reaction temperature rises, so does 
the amount of brominable substance. The 
amount of brominable substances increased 
dramatically from 2.62 % (at 80°C) to 11.52 
% (at 90°C), reaching a maximum increment 
at 100°C. It indicates that increasing the 
temperature impacts the concentration of 
brominable substances. Nonetheless, when 
the temperature increased to 120°C, a drop 
in brominable substances was observed. 
Although the phenolation reaction increases 
as the temperature rises, the release of free 
phenol also increases, weakening the overall 
reaction effect. It is also supported by Qiao 

Figure 2. The effect of reaction temperature on 
the content of phenolic hydroxyl and brominable 
substances. All data are means of 3 replicates ± SD. 
Capital letters indicate a significant difference (p < 
0.05) in brominable substance, while small letters 
indicate a significant difference (p < 0.05) in phenolic 
hydroxyl content among different temperature 
samples 
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et al. (2016). Theoretically, the amount of derived brominable substance indicates the 
free phenol in the reaction, reflecting the phenolation process’s efficiency. Phenolation is 
assumed to occur efficiently if the amount of brominable substance is low, as the reaction 
reduces free phenols from the sample. A similar graph pattern can also be observed on the 
phenolic hydroxyl content, as when the temperature is set to 100°C, the phenolic hydroxyl 
content reaches its maximum. For this study, a reaction temperature of 100°C was chosen 
for phenolation by considering a thorough reaction, experimental goal, energy consumption, 
and applicability on a commercial scale. 

Effects of Reaction Time on the Content of Phenolic Hydroxyl and Brominable 
Substance

The reaction time, in addition to the L/P ratio and reaction temperature, may impact the 
phenolic hydroxyl content. As a result, the samples were subjected to 5 different reaction 
times ranging from 30 to 110 minutes at 100°C, with a constant L/P ratio of 1:2 and a catalyst 
dosage of 4 %. When the reaction time was increased from 30 to 110 min, the phenolic 
hydroxyl content increased (Figure 3). It could be due to the irreversible polymerization of 
degraded lignin during long-term high-temperature reactions. It then explains that sufficient 
reaction time was necessary for the desired depolymerization to enhance the phenolation 
process. However, re-polymerization of lignin may occur if the reaction is extended, 
supported by Gan and Pan (2019). Compared to the L/P ratio, reaction temperature, and 
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acid concentration, Podschun, Saake, et al. 
(2015) also found that reaction duration has 
little effect on the degree of phenolation. 
Meanwhile, the content of brominable 
substances fluctuated throughout short 
and long durations, eventually reaching a 
minimum after 110 min of treatment. As 
a result, 110 min is the best duration for a 
complete phenolation reaction when both 
phenolic hydroxyl contents and brominable 
substances are considered.

Effects of Catalyst Dosage on the 
Content of Phenolic Hydroxyl and 
Brominable Substance

In this study, a catalyst (H2SO4) was also 
added to speed up the phenolation reaction 
to the samples. In order to determine the 

2

6

10

14

18

22

26

30

34

5

6

7

8

9

10

30 50 70 90 110

B
ro

m
in

a
b
le

 s
u
b
s
ta

n
c
e
 (

%
)

P
h
e
n
o
li

c
 h

y
d
ro

x
y
l 

c
o
n
te

n
t 

(m
m

o
l·

g
¯
¹)

Time (min)
Phenolic hydroxyl content Brominable substance

C
E

A

D

B

d

a
b

dc

Figure 3. The effect of reaction time on the content 
of phenolic hydroxyl and brominable substances. 
All data are means of 3 replicates ± SD. Capital 
letters indicate a significant difference (p < 0.05) of 
brominable substance, while small letters indicate a 
significant difference (p < 0.05) in phenolic hydroxyl 
content among different time samples
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optimum dosage of catalyst needed to produce a high amount of phenolic hydroxyl content, 
a different dosage of catalyst in a range of 2%–10% was added. The L/P ratio, reaction 
temperature, and reaction time were fixed at 1:2 = L/P, 100°C, and 90 min. Meanwhile, 
several catalyst dosages were tested, which were 2%, 4%, 6%, 8%, and 10%. The analysis was 
conducted at 100°C for 90 min and at a constant L/P ratio=1:2. Figure 4 shows an increase 
in phenolic hydroxyl content by increasing the catalyst dosage from 2% to 8%. The phenolic 
hydroxyl dosage notably achieved a maximum increment after 8% catalyst was added into 
the sample, which was 8.7 mmol g-1. It shows that a high catalyst dosage may help complete 
the phenolation reaction and indirectly influence the production of phenolic hydroxyl. 

A similar result was also reported by Zhang et al. (2019), where a significant increment 
of phenolic hydroxyl content was seen in samples added with a high percentage of H2SO4 

which acts as a catalyst. It shows that a high percentage of catalysts may facilitate the 
phenol incorporation, lignin fragmentation, and hydrolysis of the polysaccharides. The 
author also agreed that the catalyst (H2SO4) might be diluted when more phenol is added, 
as phenol can act as a reactant and solvent. Meanwhile, the H2SO4 charge was based on the 
weight of lignin alone. However, a reduction in phenolic hydroxyl content was observed 
after adding 10% catalyst. It was due to the re-condensation of phenolated lignin, which 
affected the reaction’s production of phenolic hydroxyl and free phenol. It is also possible 
that over a period at a specified temperature, this EFB-Lignin is still not phenolated in 
acid conditions. This factor may also explain the pattern of reaction temperature results 
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(Figure 2). It is speculated that concentrated 
sulfuric acid might not be the most suitable 
acid catalyst for EFB-Lignin from PRC-
RBMP pulping. However, this study also 
proves the ability of H2SO4 to catalyze 
the phenolation reaction at a moderate 
temperature, as reported by other studies as 
tabulated in Table 2.

Meanwhile, results also revealed that the 
content of brominable substances reduced 
tremendously after 6%–10% catalysts were 
added, with a minimum amount (11.52%) 
recorded when 8% catalyst was added. 
Similar to other variables, the catalyst 
dosage also created a direct relationship 
between brominable substances and the 
amount of phenolic hydroxyl. In this study, 
adding an 8% catalyst was the most effective 

Figure 4. The effect of catalyst dosage on the content 
of phenolic hydroxyl and brominable substances. 
All data are means of 3 replicates ± SD. Capital 
letters indicate a significant difference (p < 0.05) in 
brominable substance, while small letters indicate a 
significant difference (p < 0.05) in phenolic hydroxyl 
content among different catalyst dosage samples 
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in producing the highest phenolic hydroxyl contents and the lowest amount of brominable 
substances. The dosage of the catalyst was in a similar range to other studies. Podschun, 
Saake et al. (2015) discovered that phenolic hydroxyl content was noticeably increased 
in samples with a 6.7%–7.5% catalyst. Similarly, Jiang et al. (2018) also reported that 
samples containing 4%–8% catalysts produced higher phenolic hydroxyl content compared 
to samples with the addition of 10%–15% catalyst. 

Hence, considering the experimental objectives, energy-saving, cost-effectiveness as 
well as practicability to be applied on a commercial scale, the overall findings discovered 
that the optimum phenolation greatly occurred at a condition of L/P ratio = 1:1 at a 
temperature of 100°C for 100 min, and with the addition of 8% catalyst. In addition, 
the phenolic hydroxyl content of phenolated EFB-Lignin was improved by 51.5% after 
phenolation, which is 7.896 mmol g-1. 

Table 2 compares the phenolic hydroxyl content and the best phenolation conditions 
for various raw materials. Despite using a secondary biomass source in the form of EFB-
BL, this study was able to yield the highest phenolic hydroxyl content when compared 
to other types of biomasses, including those primary sources of biomass such as poplar 
wood, corn cob, bamboo, wheat straw, and many more. It could be owing to PRC-RBMP 
and LignoBoost’s efficient integrated process during pulping and lignin extraction. It 
demonstrates that EFB-BL has a similar and comparable potential to be used as the primary 
feedstock for lignin extraction and, ultimately, adhesive production.
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Unlike most of the other studies listed in Table 2 that rely on the catalyst with an 
average of 22%, this study only uses 8% H2SO4 to speed up the phenolation reaction and 
at a low L/P ratio (1:1). It demonstrates that a higher phenolic hydroxyl content can be 
produced by adjusting low catalyst dosage with L/P ratio, temperature, and phenolation 
time. It is beneficial as the usage of phenol and catalyst can be minimized. It can also be 
assumed that phenolation occurs effectively under mild phenolation conditions for lignin 
extracted from EFB-BL, compared to those extracted lignins from a primary source of 
biomass. The low L/P ratio, reaction temperature, reaction time, and catalyst quantity used 
in this modification are all examples of mild phenolation conditions.

Properties of Phenolated and Non-Phenolated EFB-Lignin 

The properties of the optimized phenolated EFB-Lignin were compared to those of the 
non-phenolated EFB-Lignin. The UV/Vis analysis determines any changes in conjugated 
phenolics of the phenolated EFB-Lignin. Maximum absorption peaks of lignin at 250, 300, 
and 350 to 360 nm can be observed, as shown in Figure 5. The two absorption peaks at 
250 nm and 300 nm are caused by the chromophoric shift of the benzene ring absorption 
band in the lignin structure, and the third absorption peak is composed of the a-carbonyl 
group-containing phenol structure. It was also observed that the phenolated EFB-Lignin 
has a stronger absorption band near 205 to 220 nm than the non-phenolated EFB-Lignin, 
which might be due to the ionization of the phenolic hydroxyl group during phenolation. 
It indicates that selective and effective phenolation at reactive sites in the side chains leads 
to the disappearance of conjugated systems (Funaoka et al., 1995). 

Figure 5. UV spectra of non-phenolated and phenolated EFB-lignin
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Similar to the UV/Vis spectra, spectral differences in the FTIR peaks were observed 
between the non-phenolated and phenolated EFB-Lignins (Figure 6). The absorption 
peaks of the infrared spectrum of EFB-Lignin before and after phenolation are similar, and 
the intensity has somehow changed. A similar trend was also observed on peaks around 
3000 – 3500 cm-1, which denotes the hydroxyl group (O-H). It was observed that the non-
phenolated EFB-Lignin has intense peaks at around 640–1820 cm-1 and 2800–3800 cm-1, 
and it indicates the complex crosslinking in the lignin structure (Inwood, 2014). Figure 
6 shows a new band at the peak of 755 cm-1 for the phenolated EFB-Lignin. This band 
arises from the reaction between phenol in ortho or para-position and a-hydroxyl groups 
in the side chain of lignin (Alonso et al., 2005). It was also noticeable that peaks around 
1043–1200 cm-1 which indicate the presence of –CH2 and syringyl and guaiacyl units, have 
disappeared after phenolation. It shows that phenolation has caused CH deformation from 
the CH2 group (Inwood et al., 2018). Meanwhile, 1120 cm-1  is the stretching vibration 
peak of the methoxy group (O–C), and it can be observed here that the absorption peak 
of the phenolated EFB-Lignin is weakening, indicating that part of the methoxy group 
of the phenolated EFB-Lignin is shed due to groups cleavage (Alonso et al., 2005). It is 
also to note that there is an enhanced absorption peak at 1230 cm-1, which belongs to the 
phenolic hydroxyl group on the spectrum of phenolated EFB-Lignin, and this indicates a 
successful phenolation for the phenolated EFB-Lignin (Inwood, 2014; Luo et al., 2020). 

Meanwhile, a peak at 1394 cm-1, which belongs to the C-H stretch in methyl groups, 
significantly reduced in the phenolated lignin. It is also mirrored by the peak of 837 cm-

1, which was attributed to the aromatic C-H bending (Rashid et al., 2016). The aromatic 
skeletal or benzene ring skeleton vibrations, which can be observed around 1400–1600 
cm-1 on the non-phenolated EFB-Lignin, were seen to be reduced after phenolation, as 
shown by the spectra of phenolated EFB-Lignin. 

Figure 6. FTIR spectrum of non-phenolated and phenolated EFB-lignin

     4000             3500             3000             2500             2000            1500             1000               500
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The 1H-NMR spectrum was integrated to evaluate the change in the content of the 
compound (Gao et al., 2021). In this study, 1H NMR was used to evaluate the change 
of the compound in lignin after phenolation. 1H NMR spectrum of phenolated and non-
phenolated EFB-Lignin is shown in Figure 7. For this study, tetramethylsilane (TMS) was 
used as an internal standard, and for further quantitative analysis, deuterated chloroform 
(d-chloroform) was used as an internal standard. D-chloroform is a good solvent for many 
resins as it produces only small proton impurity peaks compared to other deuterated solvents 
(Garrigues, 2019). Meanwhile, TMS was used as it is good as the internal reference standard 
of 1H NMR (Makulski & Jackowski, 2020). 

A peak at 7.29 ppm in Figure 7 refers to the internal standard of d-chloroform (Pretsch 
et al., 2020). Compared to the non-phenolated EFB-Lignin, the phenolated EFB-Lignin 
shows an intense peak from 6.84 to 7.26 ppm. This range of points represents the aromatic 

Figure 7. 1H NMR of non-phenolated (a) and phenolated EFB-lignin (b)
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compound. According to Pretsch et al. (2020), by using d-chloroform as an internal standard, 
the appearance of peaks that represent an aromatic structure can be observed, and it was 
depicted in Figure 7(b) as peaks at 6.84–6.87 ppm, 6.94–6.98 ppm and 7.24–7.26 ppm that 
represent the aromatic structure of b, d, and c, were respectively observed. Meanwhile, 
Figure 7(a) shows no peak from 6.84 to 7.26 ppm. It shows that the aromatic structure was 
not there prior to phenolation.

The non-phenolated EFB-Lignin sample exhibits no peak at point 4.69 ppm. However, 
the phenolated EFB-Lignin sample shows an intense peak at this point. According to the 
literature, this point represents the OH component (a) in the aromatic structure observed in 
peak 6.84 to 7.26 ppm. As seen in Figure 7(b), this peak demonstrates that the phenolation 
EFB-Lignin has a phenolic structure. It then proves that the phenolation of lignin was 
successful. According to Ibrahim et al. (2011), the phenolic compound in the phenolated 
EFB-Lignin is contributed by the cleaving of alkyl–aryl ether linkages during lignin 
modification, which led to the formation of new phenolic groups in the phenolated EFB-
Lignin. It also leads to the higher existence of reactive sites, allowing the phenolated 
EFB-Lignin to be more reactive to combine with other materials, such as formaldehyde. 

The thermal stability of non-phenolated and phenolated EFB-Lignin was evaluated 
based on the decomposition temperature at 5% weight loss (Td5%), 10% weight loss (Td10%), 
and 30% weight loss (Td30%) of the samples. The TG thermogram, as shown in Figure 8, 
indicates the weight loss percentage, while the first DTG curves indicate the corresponding 
rate of weight loss (Hussin et al., 2018). It can be observed from the TG graph of phenolated 
and non-phenolated EFB-Lignin, that the pyrolysis of lignin occurred in phases. First, as the 
temperature reaches 25°C–160°C, a little amount of water in the lignin begins to evaporate. 
The quality of lignin will deteriorate to some level at this time, but not rapidly. It primarily 
disintegrates glycan chains, some low molecular weight, and easily decomposable lignin 
groups. In the temperature range of 180°C–300°C, the C-chain of lignin begins to break, 
and the lignin macromolecules begin to degrade in the temperature range of 300°C–600°C 
(Gerassimidou et al., 2020). After phenolation, the lignin is mainly p-hydroxyphenyl lignin, 
as shown in the 1H NMR, and the pyrolysis product produces a large amount of phenol, 
which also proves that the phenolation reaction can condense both phenol and lignin. 

Nevertheless, the phenolated EFB-Lignin degraded earlier at Td10%, at 165°C, than the 
non-phenolated EFB-Lignin, which degraded at 192°C. A similar trend was also recorded 
for Td30%, as phenolated EFB-Lignin started to degrade earlier at 243°C, compared to non-
phenolated EFB-Lignin, which started to degrade at 324°C. It was implied that the main 
lignin degradation starts at this stage. This stage of degradation implies the breakdown of 
weak chemical bonds in phenolated EFB-Lignin, such as hydroxyl bond, carbon bond in 
the alkyl side chain, and alkyl ether bond (Taleb et al., 2020). In addition, the breakage 
of methylene and methine bridges in the molecular chain of phenolated EFB-Lignin and 
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the pyrolysis of aromatic rings led to rapid degradation (H. Zhang et al., 2020). It also 
confirms the findings of 1H NMR, as it indicates the presence of aromatic rings following 
the phenolation process.

Observation on phenolated and non-phenolated lignins also discovered a high rate 
of weight loss in the temperature range of 350°C to 600℃, but the trend is gradually 
slowing down. It is mainly due to combining lignin macromolecules with air and oxidative 
degradation into volatile small molecules (Gerassimidou et al., 2020). After 600°C, the 
inorganic matter in the lignin is decomposed. When the temperature reaches 800°C, the 
weight loss tends to balance, and the residual rate is higher, indicating that the ash impurity 
content in the EFB lignin is relatively small. 

Ház et al. (2019) reported that lignin with a higher proportion of guaiacyl units has 
higher activation energy and thermal stability, which is reflected in this study. From 
the FTIR spectrum (Figure 6), peaks related to guaiacyl units have disappeared in the 
phenolated EFB-Lignin, which explains its low thermal stability. The lower thermal 
stability also may be due to the higher hydroxyl content in phenolated EFB-Lignin, which 
volatilizes at a relatively low temperature at 202.9°C and 366.0℃ (Jiang et al., 2018). The 
non-phenolated lignin did not undergo additional modification. Therefore, the aromatic 
structure of lignin was largely retained, which attributed to the higher thermal stability. 
It was also supported by  Wang et al. (2019), that discovered in their study that the non-
phenolated EFB-Lignin has stronger chemical linkages and carbohydrates in the lignin 
fractions, which helps to delay the thermal degradation.  

Figure 8. TG and DTG thermograms of non-phenolated and phenolated EFB-lignin
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At the final stage of degradation, both phenolated and non-phenolated EFB-Lignin did 
not record a remarkable difference in the percentage of char residues, as phenolated EFB-
Lignin had 30% char residues and non-phenolated EFB-Lignin had 34% char residues. It 
can be inferred that the thermal stability of EFB-Lignin was affected much by phenolation 
(difference <5%), which has changed its structure. Hence, a deep understanding of the 
changes in EFB-Lignin structure from different modification conditions can reflect its 
functionality in its subsequent application. The low thermal stability of phenolated EFB-
Lignin might also indicate its ability to react with other ingredients to produce adhesive. 

CONCLUSION

This study explored the possibility of EFB-Lignin, derived from EFB-BL subjected to the 
PRC-RBMP and Lignoboost processes, to be used in a resin. It was phenolated to increase 
its phenolic hydroxyl content, and this study found that the best conditions for extracting 
lignin from the EFB-BL were at a 1:1 L/P ratio, a temperature of 100°C for 110 min, and 
the addition of 8% H2SO4 as a catalyst. This phenolation provided a high phenolic hydroxyl 
content of 7.9 mmol g-1 despite mild phenolation conditions. The parameters found in this 
study increased reactivity, as shown from the data of UV/vis, FTIR, 1H NMR, and TG/
DTG, indicating that more active sites in lignin are available to react with formaldehyde in 
a resin. Characterization of phenolated EFB-Lignin determined in this study could provide 
useful information for its future use in resin adhesives.
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ABSTRACT

Hatching failure is one of the threats to the declining sea turtle population. Sea turtle egg 
fusariosis, an emerging fungal disease, has been linked to lower hatching success in sea 
turtle nests. The disease is associated with the presence of members of the Fusarium solani 
species complex (FSSC). Samples of cloacal mucus, nest sand, eggshells, and eggs were 
collected from seven hawksbill turtles and their corresponding nests at Melaka’s nesting 
beaches and hatchery site. FSSC was prevalent in the unhatched eggs (n = 32) from the 
seven study nests, colonising 96.9%. The remaining eggs from the study nests were found 
to have high hatching success, with a mean of 85.8 ± 10.5% (n = 7). It is unknown if the 
presence of FSSC contributed directly to embryonic mortality in this study. There are 
two possible roles of FSSC in sea turtle eggs: as a saprophyte or a primary pathogen. The 
presence of FSSC in the nest did not always compromise the hatching success of the entire 
egg clutch. FSSC was not detected in the sand samples of all nests, even though all nests 
contained Fusarium-colonised eggs. The concentration of FSSC in the sand might influence 
the infection rate of sea turtle eggs and their hatching success. Best practices for hatchery 
must be in place to achieve high hatching success for sea turtle conservation.

Keywords: Fungal infection, Fusarium solani species complex (FSSC), hatchery management, hatching 
success, hawksbill turtle

INTRODUCTION

Of the seven extant sea turtle species 
worldwide, six are categorised as Vulnerable, 
Endangered, or Critically Endangered on 
the International Union for Conservation 
of Nature (IUCN) Red List of Threatened 
Species (IUCN, 2021). Sea turtles face 
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various threats throughout their life cycle, and the failure of their eggs to hatch is one of 
the threats to the population decline of sea turtles. The reported sea turtle hatching success 
in different nesting sites in Malaysia has been ranging from around 60% to 80% (Chan, 
2013; Mutalib & Fadzly, 2015; Salleh & Sah, 2014), with the study site, Melaka, having 
a hatching success of around 55% (DoF Melaka, unpublished data), which is at the lower 
end of the range. The variability in hatching success reflects various factors influencing 
hatchling production (Lindborg et al., 2016). 

Sea turtle eggs are vulnerable to multiple human and natural threats, such as climate 
change (Howard et al., 2014); poaching activities (Chan, 2006); sea water inundation (Pike 
et al., 2015); nest destruction by beach erosion (García et al., 2003); predation (Heithaus, 
2013); and microbial infection (Sarmiento-Ramírez et al., 2010). There are concerns 
that high fungal density in nests could cause infections of sea turtle eggs and deplete 
respiratory gases, resulting in reduced hatching success (Bézy et al., 2015; Sarmiento-
Ramírez et al., 2010). Sea turtle egg fusariosis is an emerging fungal disease that causes 
egg failure and mortality, making it a high priority for a study. This disease has been 
associated with Fusarium keratoplasticum and F. falciforme, members of the F. solani 
species complex (FSSC) (Smyth et al., 2019). FSSC is a diverse complex comprising at 
least 60 phylogenetically distinct species with overlapping morphological and cultural 
characteristics. Infections caused by the members of the FSSC are generally referred to as 
F. solani infections (Short et al., 2013; Zhang et al., 2006).

The genus Fusarium has a widespread impact on causing diseases in humans and 
animals, and it is also known to contain many plant-pathogenic fungi (Leslie & Summerell, 
2006). It causes many plant diseases, such as root rots, stalk rots, and vascular wilt diseases. 
Fusarium species have been recovered as the pathogens of several economically important 
host plants, including bananas, legumes, maise, peas, and sweet potatoes (Summerell et 
al., 2003; Zhang et al., 2006). FSSC has been implicated as the causative agent of human 
mycoses, causing fatal infections, particularly in immunocompromised patients (Zhang 
et al., 2006). Fusarium species has also been found to act as an opportunistic pathogen 
colonising the eggs of the Iberian rock lizard, which died during incubation and spread 
to infect adjacent live eggs (Moreira & Barata, 2005). In addition, FSSC was commonly 
found to occur in sea turtles’ lesions. Many captive baby loggerhead turtles in the Bahamas 
were infected with FSSC on their shells and skins (Rebell, 1981). FSSC was also isolated 
from the lesions of loggerhead turtles in the rescue centres in Italy (Cafarchia et al., 2020). 
FSSC had also been reported as the agent of a cutaneous infection in an immunosuppressed 
loggerhead sea turtle, with the source of infection being the sand of the tank where the sea 
turtle was kept (Cabañes et al., 1997).

FSSC was found to be widely distributed, and many studies have isolated FSSC from 
sea turtle eggs in nesting sites around the world (e.g., Bailey et al., 2018; Neves et al., 
2015; Phillott, 2004; Sarmiento-Ramírez et al., 2014). Sarmiento-Ramírez et al. (2010) 
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implied that FSSC poses an extremely high risk to the survival of sea turtles, following 
large numbers of failed loggerhead turtle eggs found having symptoms of fungal infection 
by FSSC. Despite Melaka being an important hawksbill turtle nesting rookery in Malaysia, 
in addition to the hawksbill turtle’s status as a Critically Endangered species, there is a 
paucity of published research on hawksbill turtles in Malaysia. In Melaka, a previous study 
found FSSC on the surface of unhatched eggs and in the hatchery nest sand (Sidique et 
al., 2017). Nonetheless, many gaps remain because no study has taken samples from the 
nesting turtles nor the in-situ nest sand of beaches in Melaka, which could be the potential 
source of infection in sea turtle eggs (Keene et al., 2014). Fusarium species had been 
isolated from the cloaca of sea turtles in Pacific Costa Rica and Australia (Keene et al., 
2014; Phillott et al., 2002). 

Additionally, the fact that the same hatchery site and nest substrates are used across 
multiple nesting seasons in Melaka’s hatchery could be a reason for concern, as pathogens 
might be able to accumulate in the sand (Patino-Martinez et al., 2012). Pathogens could 
be introduced by rangers and hatchery personnel when handling the eggs for relocation. 
Studies on FSSC and sea turtle eggs rarely mention the type of nests or the management 
strategies used (i.e., in-situ or ex-situ aspects of the nests). It is difficult to compare between 
studies because the solution to the problem will differ depending on the type of nest. The 
present study will address this gap, particularly in the contexts of hatchery management 
and relocation practices.

This study aims to determine the presence of FSSC in nesting sea turtles, nest sand, 
and eggs of hawksbill turtles in Melaka, as well as the hatching success of the study nests. 
The trend for the presence of FSSC across nesting site and hatchery site samples, along 
with egg mortality stages, can be used to assess the role of FSSC in unhatched eggs and 
whether it constitutes a threat to sea turtle eggs and therefore hatching success. The findings 
from this study will be used to propose several recommendations for the best practices for 
hatchery management.

MATERIALS AND METHODS

Study Site

The study was conducted at the hatchery and sea turtle nesting beaches in Melaka, which 
contain the highest number of hawksbill turtle nests in Peninsular Malaysia. Hawksbill turtles 
lay their eggs in various locations on the beaches, including the woody vegetation areas, open 
sand areas, grassy areas, and the beach’s backshore. Among these locations, hawksbill turtles 
mostly prefer to nest in woody vegetation, especially within an area of sea lettuce (Scaevola 
taccada) (Salleh et al., 2018). Padang Kemunting hatchery, established in 1990, is an ex-situ 
site for incubating and hatching sea turtle eggs. Padang Kemunting is the prime nesting beach 
in Melaka. The hatchery is a permanent structure on the beach, and the substrate is replaced 



2604 Pertanika J. Sci. & Technol. 31 (5): 2601 - 2619 (2023)

Khai Wei See and Nurul Salmi Abdul Latip

every two years with sand from nearby beaches. The conservation of hawksbill turtles in 
Melaka is managed in collaboration with the Department of Fisheries Melaka (DoF Melaka) 
and the Worldwide Fund for Nature Malaysia (WWF-Malaysia). DoF rangers patrol sea turtle 
nesting beaches in Melaka every night during the nesting season, relocating any nests found 
to the Padang Kemunting hatchery for incubation. For this study, three beaches in Melaka, 
namely Padang Kemunting (2°18’28.9”N, 102°04’28.8”E), Kem Terendak (2°16’47.4”N, 
102°05’49.9”E), and Tanjung Dahan (2°22’06.3”N, 101°59’24.3”E) (Figure 1), were patrolled 
with DoF rangers to conduct in-situ sample collection during August 2018. Study nests were 
relocated to Padang Kemunting hatchery for incubation, and ex-situ sample collection was 
carried out at the hatchery before and after the egg incubation.

Figure 1. Locations for sample collection in Melaka, Malaysia

Sample Collection

Before Egg Incubation. At the nesting site, all eggs deposited by each nesting sea turtle were 
collected while wearing gloves and were arranged in a bucket along with the sand from the 
nest for relocation to the hatchery. All gloves and buckets were sterilised with 70% ethanol 
prior to usage. Three oviposited eggs were randomly collected straight from the turtle’s cloaca 
and kept in separate sterile bags to prevent fungal contamination from contact with the sand 
(Sarmiento-Ramírez et al., 2010). Cloacal mucus secreted from the turtle during oviposition 
was aseptically collected on three replicates per turtle after around 20 eggs were deposited so 
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that potential contaminants introduced during the nesting process could be flushed off (Keene 
et al., 2014). An in-situ nest sand sample was aseptically taken after collecting all the eggs for 
relocation by scraping a sterile 50 ml centrifuge tube from the bottom to the top of the egg 
chamber (Keene et al., 2014). The eggs were then promptly transported to the hatchery site.

At the hatchery site, an egg chamber was dug to a depth of 45 to 50 cm while wearing 
sterile gloves. A hatchery nest sand sample was collected by a sterile 50 ml centrifuge tube 
from the bottom to the top of the egg chamber. After that, the eggs were reburied in the 
egg chamber for incubation.

After Egg Incubation. The nests were excavated after the hatchlings emerged from the 
nest (50 to 70 days). Sterile gloves were worn to excavate each nest (Bézy et al., 2015). 
Hatchery nest sand samples from the bottom to the top of the egg chamber were again 
collected. Five unhatched eggs were sampled from each clutch (except for one clutch in 
which there were only two unhatched eggs). Eggshell fragments from five hatched eggs 
were also sampled from each clutch.

Each sampling procedure before and after egg incubation was conducted aseptically to 
ensure that the samples collected were free from the human introduction of contaminants. 
The aseptic technique includes cleaning and disinfecting surfaces before use and sterilising 
equipment that comes into contact with samples (Bykowski & Stevenson, 2008). A total 
of seven clutches were sampled and labelled as nests A-G.

Hatching Success and Egg Mortality

During post-emergence nest excavation at the hatchery site, the remains of each nest were 
removed and placed next to the nest. The excavated materials were sorted into empty 
eggshells and unhatched eggs. The hatching success for each clutch was calculated as the 
percentage of successfully hatched eggs represented by the number of empty eggshells 
relative to the total number of eggs incubated in a clutch (Miller, 1999).

To avoid contamination, the unhatched eggs collected as samples at the hatchery site 
were opened in the laboratory under aseptic conditions during fungal isolation. Unhatched 
eggs were opened and examined for embryonic development signs and were categorised 
into the undeveloped stage, the early embryonic stage, the mid-embryonic stage, the late 
embryonic stage, and the advanced decomposition stage. Categories of early, mid, and 
late embryonic stages were identified based on Miller et al. (2017) and Rings et al. (2015).

Isolation and Identification of Fusarium Species

Each sand sample was diluted by serial dilution before plating onto Peptone 
Pentachloronitrobenzene Agar (PPA) plates to process the sand samples (including in-situ 
and hatchery nest sand). Cloacal mucus samples were also inoculated on PPA. Egg samples 
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(including eggs at oviposition and unhatched eggs) were surface-sterilised with sodium 
hypochlorite, 70% ethanol and sterile distilled water to remove the surface contaminants. 
After drying the egg with sterile filter paper, the egg’s surface was swabbed with a sterile 
cotton swab to inoculate the PPA. The egg was then opened with a sterile scalpel blade 
(Wyneken et al., 1988). A sterile cotton swab was swiped through the egg’s contents to 
inoculate PPA (Keene et al., 2014). Five eggshell fragments were randomly cut from each 
egg sample and cultured on a PPA plate. On the other hand, the eggshell samples of hatched 
eggs were also surface-sterilised before being cultured on PPA.

All PPA plates were incubated under standard conditions (alternating 12-hour periods 
of light and darkness) (Leslie & Summerell, 2006). Each fungus grown in PPA was 
subcultured onto Potato Dextrose Agar (PDA) to obtain axenic cultures and observe the 
fungi’s macroscopic characteristics. Fungi were then subcultured onto Carnation Leaf-Piece 
Agar (CLA). For identification, the microscopic characteristics of the fungi growing on the 
leaf pieces in the CLA were observed and identified under a light microscope with reference 
to Leslie and Summerell (2006) and Nelson et al. (1983). The three types of culture media 
used in this study, PPA, PDA, and CLA, were prepared according to the standard recipes 
and procedures from Leslie and Summerell (2006).

RESULTS

Isolation and Identification of Fusarium Species

Fusarium was found in 64 of the 130 samples collected from seven nests. All cultures 
were identified as members of FSSC. Only FSSC was found in the samples in which it 
was identified based on its morphological characteristics.

By observing the microscopic characteristics of the CLA cultures, FSSC produced wide, 
straight and stout macroconidia. The macroconidial apical cells were rounded and blunt, 
while the basal cells had a notched end. The microconidia produced were oval, ellipsoid or 
fusiform. The monophialides were long and bearing microconidia. Chlamydospores were 
globose and formed singly or in short chains (Figure 2). Macroscopic characteristics were 

Figure 2. Microscopic characteristics of FSSC: (a) macroconidia, (b) microconidia, (c) chlamydospores in 
a short chain on the left and singly on the right, and (d) monophialides bearing microconidia

(a) (b) (c) (d) 
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observed on PDA. Cultures of FSSC were 
white with sparse to abundant mycelium. 
Many cultures did not produce pigments, 
while some produced light brown pigments 
(Figure 3).

Determination of FSSC Presence in 
Samples

The sample types which contained FSSC 
included the eggshells of unhatched eggs, 
the contents of unhatched eggs, in-situ nest 
sand, the eggshells of hatched eggs, and 
hatchery nest sand after egg incubation. 
From all the sample types, the percentage 
of recovering FSSC was the highest in 
unhatched eggs, 96.9% of the eggshells (n 
= 32) and 84.4% of the content (n = 32). In 
contrast, FSSC only recovered from 5.7% of 
the eggshells of hatched eggs (n = 35). FSSC 
had a low occurrence in the sand samples 
as well, with only 28.6% of the in-situ nest 
sand (n = 7), 28.6% of the hatchery nest sand 
after egg incubation (n = 7), and none in the 
hatchery nest sand before egg incubation (n 
= 7) (Table 1).

None of the samples from eggs at 
oviposition and cloacal mucus were found 
to have FSSC. Additionally, all samples of 

Figure 3. Macroscopic characteristics of FSSC on 
PDA. In each pair from (a) to (c), the left plate is 
the upper surface, and the right plate is the under the 
surface: (a) sparse mycelium; no pigmentation, (b) 
abundant mycelium; no pigmentation, and (c) sparse 
mycelium; light brown pigmentation

the surface of the eggs swabbed did not contain FSSC due to surface-sterilisation, which 
showed that the method of surface-sterilisation used was reliable and confirmed that the 
FSSC isolated from the unhatched eggs were indeed from the eggshells and the egg content 
instead of the surface (Table 1).

Hatching Success and Egg Mortality

In this study, the nests had a high mean hatching success, at 85.8 ± 10.5% (n = 7). A trend 
was observed between the hatching success and FSSC presence in sand samples. When 
FSSC was detected in in-situ nest sand or hatchery nest sand after egg incubation, nests 
C, D, and E had lower hatching success than the other nests (Table 2).

(a) 

(b) 

(c) 
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Table 1
The number and type of samples collected with FSSC presence in samples

Sample types Number of samples 
collected

Percentage of recovering FSSC 
from each sample type (%)

Eggs at oviposition 21 0
Cloacal mucus 21 0
In-situ nest sand 7 28.6
Hatchery nest sand before egg 7 0
Hatchery nest sand after egg incubation 7 28.6
Eggshells of hatched eggs 35 5.7
Unhatched eggs: 32
Surface 0
Eggshells 96.9
Content 84.4
Total 130

Table 2 
Hatching success of study nests and FSSC presence in different sample types for each nest

Nests A B C D E F G
Nesting beaches KT PK PK PK KT KT TD
Clutch size 117 101 103 157 112 177 150
Hatching success (%) 86.3 93.1 76.7 70.7 79.5 95.5 98.7
Eggs at oviposition - - - - - - -
Cloacal mucus - - - - - - -
In-situ nest sand - - - + + - -
Hatchery nest sand before egg 
incubation

- - - - - - -

Hatchery nest sand after egg 
incubation

- - + + - - -

Eggshells of hatched eggs + - - - + - -
Unhatched eggs (eggshells) + + + + + + +
Unhatched eggs (content) + + + + + + +

Abbreviations used: KT for Kem Terendak, PK for Padang Kemunting, TD for Tanjung Dahan
Symbols used: “+” for FSSC isolated from the samples, “-” for FSSC not isolated from the samples

For unhatched eggs containing FSSC, the highest percentage of egg mortality occurred 
during the undeveloped stage (51.6%), followed by the early embryonic stage (25.8%), 
which means that most eggs sampled died early in the incubation period. Less dead eggs 
were found at the late embryonic stage (16.1%) and advanced decomposition stage (6.5%). 
No mortality was observed in the mid-embryonic stage (Table 3).
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DISCUSSION

The Source of Fusarium Species

From the analysis of FSSC presence in the samples collected, the results showed that nest 
sand samples in the hatchery did not contain FSSC initially, but the condition changed 
after the egg incubation to around one-third of the nests being infested with FSSC. When 
a nest is established for egg incubation, the nest environment will differ from that before 
incubation, becoming warmer and moister than the sand alone (Gammon et al., 2020; 
Wyneken et al., 1988). It is caused by sea turtles releasing a substantial amount of cloacal 
mucus and eggs to the nests during nesting (Wyneken et al., 1988). Furthermore, embryos 
generate heat during the metabolic process of development (Gammon et al., 2020). The 
changes in the nest environment during incubation might encourage the growth of fungi 
(Keene et al., 2014; Wyneken et al., 1988). However, nest conditions like temperature and 
humidity might not be the sole factor determining disease development. Other factors like 
embryo physiology and physical environments, such as natural immunosuppression and 
sand composition, might also play a role (Phillott & Parmenter, 2001; Sarmiento-Ramírez 
et al., 2010). For instance, sea turtle nests with clay/silt content were more susceptible to 
Fusarium invasion (Sarmiento-Ramírez et al., 2014).

In this study, Fusarium species were not detected in sand samples of all nests, even 
though they contained Fusarium-colonised eggs, which is also consistent with a previous 
study in Melaka by Sidique et al. (2017). Elshafie et al. (2007) and Neves et al. (2015) 
also isolated fungi from the sea turtle eggs but not from the corresponding sand samples. 
Some studies implicated that the source of Fusarium infection was the nesting sand because 
only eggs in contact with the sand were infected, while Fusarium species is also common 
as a soil saprophyte (Phillott et al., 2002; Sarmiento-Ramírez et al., 2014). FSSC was 
not isolated from some of the sand samples in this study, possibly because FSSC was not 
present at a detectable level in the sand. Wyneken et al. (1988) indicated that fungi might 
be present in the sand at very low levels and thus could be missed when the samples are 
collected. When FSSC was at detectable levels and isolated from the sand samples in this 

Table 3
The proportion of unhatched eggs with FSSC in each egg mortality stage

Stages of unhatched eggs Number of eggs Percentage (%)
Undeveloped stage
Early embryonic stage
Mid embryonic stage
Late embryonic stage

16

8

0

5

51.6

25.8

0

16.1
Advanced decomposition stage 2 6.5

Total 31 100
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study, the nests from which they were sampled were found to have lower hatching success 
(Table 2). It may indicate that the concentration of FSSC in the sand might influence the 
infection rate of sea turtle eggs and their hatching success. Thus, it is important to include 
the measurement of FSSC concentration in future studies. 

The study by Bézy et al. (2015) found that high fungal abundance in the nesting sand 
had negatively affected hatching success by which fungal decomposition of the organic 
matter diminished the oxygen supply in the nests. Nest sand in the study site by Bézy et 
al. (2015) was found to have high organic matter content. The organic matter content in 
nest sand could be an important factor in determining the level of microbial activity in the 
nests (Trullas & Paladino, 2007). Since FSSC was not detected in some of the nest sand 
samples in the present study, the organic matter content in the sand might be low in this 
case. Future studies should determine the organic matter content in the sand at this study 
site and the relationship between the concentration of FSSC and hatching success.

A study by Sarmiento-Ramírez et al. (2014) revealed the presence of the members 
of the FSSC, namely F. falciforme and F. keratoplasticum, in the eggs of six sea turtle 
species (i.e., green, loggerhead, hawksbill, olive ridley, leatherback, and flatback) in various 
nesting locations across the Atlantic Ocean, Indian Ocean, Pacific Ocean, and Caribbean 
Sea, implying that FSSC is globally distributed. In a different study by Sidique et al. 
(2017) in Melaka, F. falciforme and F. keratoplasticum had also been isolated from the 
sand of egg chambers in Padang Kemunting hatchery, confirming the presence of FSSC 
in Melaka, but like in the present study, they also did not manage to isolate FSSC from all 
corresponding sand samples. Thus, another potential circumstance for Fusarium species 
to come into contact with sea turtle eggs is via the oviduct of nesting turtles (Phillott et 
al., 2002). Although FSSC was not isolated from the cloacal mucus sampled from the 
nesting turtles in this study, microbial transfer from the nesting turtles to the eggs may 
still occur in the oviduct before oviposition. Microbes may not have been detected in the 
cloacal mucus sampled during oviposition because the phase of microbial shedding may 
have ended (Wyneken et al., 1988). 

The ovipositor of sea turtles is often exposed to beach sand during the nesting process. 
Soil microbiota can accumulate on the ovipositor and enter the reproductive tract when 
the ovipositor retracts into the cloaca. When fungal spores are lodged in the sperm storage 
tubules, they could be transported along with spermatozoa and be enclosed in the egg 
(Phillott et al., 2002). In Australia, FSSC has been isolated from both the cloaca of nesting 
sea turtles and the exterior of unhatched eggs, suggesting that intra-oviductal contamination 
of eggs is possible (Phillott et al., 2002). Fusarium species have also been isolated from 
the cloacal mucus of olive ridley turtles in Pacific Costa Rica, though it was not isolated 
from the eggs (Keene et al., 2014).

FSSC was not isolated from the eggs at oviposition in this study. Although we did not 
find evidence of eggs being contaminated in the oviduct, FSSC could still be included in 
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eggs at a very low level or prevalence (A. D. Phillott, personal communication). Personnel 
handling nest relocation were also unlikely to introduce Fusarium species, as all contacts 
were properly sterilised. In short, FSSC could only be traced from the sand in this study 
but not all samples contained FSSC. As only seven clutches were sampled in this study, 
to increase the reliability, more samples and a longer study period are required to confirm 
the source of FSSC in Padang Kemunting hatchery, as well as the conditions that will lead 
to high FSSC concentrations in sand samples.

The presence of FSSC in sea turtle nests has been implicated in causing mass mortalities 
and low hatching success in sea turtle eggs (Sarmiento-Ramírez et al., 2010). However, 
even though FSSC was present and prevalent in the sampled unhatched eggs in this study, 
the nests from which they were sampled were found to have high hatching success. From 
this study, it was impossible to determine if FSSC contributed directly to egg mortality 
because Fusarium species recovered from diseased materials could be primary pathogens or 
saprophytes (Leslie & Summerell, 2006; Phillott, 2002). As a primary pathogen, Fusarium 
could cause diseases and mortalities in live sea turtle eggs (Sarmiento-Ramírez et al., 2010), 
whereas as a saprophyte, Fusarium may only colonise eggs after they have died (Phillott 
& Parmenter, 2001). Thus, the following sections will discuss the different mechanisms 
in which how these two roles of Fusarium might play out in this study.

Fusarium Species as a Primary Pathogen

This study discovered that FSSC was much more prevalent in the unhatched eggs than 
in the hatched eggs. FSSC strains might have penetrated the eggshells of unhatched eggs 
into the contents of the eggs. Mechanisms that FSSC might use as primary pathogens to 
cause the death of live eggs include producing enzymes to degrade the eggshells (Phillott, 
2004). FSSC can also extract and reduce calcium content in the eggshell, impairing its 
functions as a barrier and thus allowing fungi to penetrate the egg. The loss of calcium 
in the eggshell could also lead to a calcium deficiency in the embryos, as embryos would 
be unable to obtain calcium from the eggshell for embryonic development, potentially 
resulting in embryonic mortality (Phillott et al., 2006). Once FSSC is inside a sea turtle 
egg, it might invade the embryonic tissues, such as the liver, heart, and gut (Phillott, 2004). 
In the study by Sarmiento-Ramírez et al. (2010), when sea turtle eggs were infected with 
FSSC, the size of the infected areas was observed to grow over time and developed into 
large necrotic lesions, causing embryonic mortality.

Another mechanism that fungi might also use to affect embryonic development and 
egg hatching by secreting toxic compounds called mycotoxins. FSSC is known to secrete 
harmful mycotoxins, though it should be noted that not all FSSC strains produce mycotoxins 
(Azliza et al., 2014). No study has been done yet on whether FSSC produces mycotoxins 
on sea turtle eggs and its impact. Nevertheless, the mycotoxins of another fungal species 
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called Aspergillus flavus are extracted from the eggshells and eggs of dead sea turtles eggs. 
The level of mycotoxins was believed to be able to cause embryonic mortality (Elshafie 
et al., 2007).

Sarmiento-Ramírez et al. (2010) conducted pathogenicity tests on loggerhead turtle 
eggs with isolates from the member of the FSSC called F. keratoplasticum through 
inoculation challenge experiments. As a result of the experiments, F. keratoplasticum was 
reported as pathogenic to loggerhead turtle eggs because they fulfilled Koch’s postulates. F. 
keratoplasticum and F. falciforme are the members of FSSC found to have high virulence in 
sea turtle eggs. They are also highly adapted to the host environment because their optimal 
growth temperature coincides with the optimal incubation temperature for sea turtle eggs 
(Sarmiento-Ramírez et al., 2014). An environment conducive to turtle egg incubation is 
also ideal for the growth and colonisation of these pathogens, thus presenting a significant 
threat to sea turtle eggs (Keene et al., 2014; Sarmiento-Ramírez et al., 2014; Wyneken et 
al., 1988). Since FSSC is pathogenic to sea turtle eggs, FSSC isolates recovered in this 
study may be likewise pathogenic.

Fusarium Species as a Saprophyte

Fusarium is soil-borne and can act as an opportunistic fungus that feeds on dead eggs 
(Moreira & Barata, 2005; Phillott & Parmenter, 2001). It is commonly recovered from 
diseased plant parts as a saprophyte (Leslie & Summerell, 2006). Unhatched eggs in 
this study were sampled after 50 to 70 days of incubation during post-emergence nest 
excavation. Most sampled unhatched eggs were in the undeveloped stage, and some were 
in the early embryonic stage (Table 3). It means that the eggs had ceased development since 
the beginning of incubation, which could range from day 1 to day 10 of the incubation 
period (Miller et al., 2017). Saprophytes and secondary pathogens are more likely to be 
recovered from samples that have been dead for a long time compared to newly colonised 
samples because the longer the period between mortality and analysis, the more likely it is 
for other fungal species that are not the primary coloniser to infiltrate the samples (Leslie 
& Summerell, 2006).

Opportunistic pathogens could use dead eggs to gain nutrient resources and then 
spread to kill other live eggs (Moreira & Barata, 2005). In the laboratory incubation of 
green and loggerhead turtle eggs in eastern Australia by Phillott and Parmenter (2001), 
the first appearance of FSSC was always on a dead egg, indicating a saprophytic role of 
the FSSC. The dead egg then acted as a nutrient source and a focus for spreading FSSC 
to other live eggs in the clutch (Phillott & Parmenter, 2001). In extreme cases, eggs were 
colonised, and none hatched (Phillott & Parmenter, 2001; Sarmiento-Ramírez et al., 2010). 
Similar observations were also seen in a laboratory experiment conducted by Moreira and 
Barata (2005) on the eggs of another reptile species, the Iberian rock lizard. Fusarium 
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was found colonising eggs that failed during incubation and spread to colonise adjacent 
eggs (Moreira & Barata, 2005). In these experiments, the eggs with healthy appearances 
did not show signs of fungal presence until they were colonised from the adjacent eggs. 
The spread of FSSC was suggested as an opportunistic invasion (Moreira & Barata, 2005; 
Phillott & Parmenter, 2001).

Since most of the unhatched eggs in this study had been dead from the early days 
of incubation, they could have also been the source of the colonisation of adjacent eggs. 
However, all nests containing FSSC in this study had a mean hatching success of around 
86%, suggesting that FSSC in the unhatched eggs did not spread widely to kill other eggs. 
In the field experiment by Moreira and Barata (2005), fungi colonised dead eggs of the 
Iberian rock lizard but did not spread and affect other live eggs. As a result, it is feasible 
that Fusarium species present in the nest and acts as a saprophyte colonising dead eggs 
without compromising the hatching success of the entire egg clutch, which could be the 
case in the present study.

Nevertheless, both roles of Fusarium species as a primary pathogen or as a saprophyte 
have pointed to mass mortalities and low hatching success of sea turtle eggs in other 
studies, while the results of the present study indicated otherwise. A recent study by Bailey 
et al. (2018) discovered FSSC in sea turtle nests with high and low hatching success, 
but the reason for this discrepancy is unknown. Perhaps the nest’s physical environment 
and conditions, as discussed above, such as organic matter content and composition, 
temperature, and humidity, could be important in determining whether FSSC would 
proliferate in sea turtle nests. Further studies are needed to determine the nest conditions 
in which FSSC would spread and infect sea turtle eggs.

Implications for Hatchery Management

Even though FSSC was present in the hatchery nests in the current study, the mean 
hatching success was around 86% (n = 7), as contrasted with the hatchery’s consistently 
low hatching success, which ranged from 38.0% to 61.4% in the recent years from 2014 
to 2018, with a mean of 55.5% (n = 2410) (DoF Melaka, unpublished data). Sea turtle egg 
relocation to hatcheries has been implied to cause low hatching success (Mortimer, 1999), 
but the results of this study show that relocation does not always have a negative impact 
on hatching success. Hatching success did not appear to be greatly affected by the reuse 
of the hatchery site and nest substrate across several nesting seasons at the current study 
site, which is also consistent with a study by Patino-Martinez et al. (2012). Thus, the high 
hatching success in this study might be attributed to the researcher’s good handling practices 
for nest relocation as opposed to usual hatchery practices. High hatching success can be 
achieved in a hatchery when all precautions are taken and all protocols are followed closely 
while also being subjected to variations like environmental conditions that differ from site 
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to site. Eggs in this study were collected directly from the ovipositors during nesting by 
hands while wearing sterilised gloves. The eggs were gently placed in a sterile bucket and 
carefully transported to the hatchery without any shocking movement or delay. It would 
require frequent patrolling to relocate the eggs on time. Eggs were reburied gently in the 
hatchery in which the nest parameters approximate the natural nest of hawksbill turtles. 

Rangers and hatchery personnel should avoid direct skin contact with sea turtle eggs 
by wearing gloves and cleaning the tools when handling eggs for a relocation because 
fungi or even other microbes may be transferred from nest to nest or from beach to beach 
through personnel handling different nests. Relocation practice is important and could 
contribute to the contamination of eggs if done incorrectly, yet it is rarely highlighted in 
studies. A comparison of hatchery manuals and guidelines from different locations shows 
inconsistencies in the relocation practices (Table 4). Using gloves and clean tools is often 
not documented or emphasised as precautionary measures during relocation. Although the 
use of gloves is documented in Malaysia’s manual (Sukarno et al., 2007), it commonly 
does not happen in practice (personal observation and consultations). Hatchery manuals 
and guidelines should be revised and made compulsory for the use of gloves during the 
collection and reburial of eggs and change with new ones each time when handling different 
clutches. 

Clean buckets or containers should also be used to transport the eggs to prevent cross-
contamination. Retraining of personnel must be conducted regularly to ensure consistency 
and reliability. It is even more important at sites where personnel often change with each 
nesting season. As an additional mitigation, it is also important to ensure that hatchery 
sands are regularly refreshed by replacing them at every nesting season, if possible, 
to reduce fungal or other microbial contamination, especially at permanently placed 
hatcheries. While the present study only included seven clutches, good handling practices 
can result in high hatching success. Furthermore, maintaining hygiene practices could 

Table 4
Summary of the relocation practices listed in hatchery manuals and guidelines

Practice Reference
“Catch eggs by hand as they drop from the cloaca and place them gently 
in a bag or bucket.”

Mortimer (1999)

“Hand should be clean and dry before handling the eggs.” Ahmad et al. (2004)
“Excavate the eggs by hand and place them in a rigid container.” North Carolina Wildlife 

Resources Commission (2006)
“Whilst wearing gloves the eggs are carefully placed in a plastic bag.” Couchman et al. (2009)
“Translocation of eggs from the original nest into a rigid container must 
be done carefully. Prepare equipment such as buckets or rigid containers 
and rubber gloves.” a

Sukarno et al. (2007)

“Catch eggs as they are being laid by hand or into a clean plastic bag.” Phillott and Shanker (2018)
a Translated into English from original content in Bahasa Malaysia
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protect staff from microbial infections and diseases such as Fusarium keratitis, which 
can affect immunocompetent individuals (Chang et al., 2006). It is best to leave sea turtle 
eggs undisturbed in their original location (in-situ), but since relocation (ex-situ) is highly 
necessary for sea turtle conservation in many of the nesting sites due to immense human 
and natural threats, strict practices must be in place.

CONCLUSION

In this study, FSSC is prevalent in the unhatched eggs but not in the hatched eggs. Sources of 
FSSC were traced to the sand samples, but not all samples contained FSSC, indicating that 
further studies are needed to confirm the source of FSSC and the conditions that will result 
in the spread of FSSC in sea turtle nests. This study also revealed that FSSC, recognised as 
the causal factor of an emerging fungal disease at other nesting sites, does not necessarily 
compromise the hatching success of sea turtle nests. Good hatchery management, stringent 
handling practices, and well-trained staff are the key to high hatching success. As this is one 
of the earliest studies in Malaysia to associate FSSC, hatching success, and egg mortality, 
more research is required in this regard in Malaysia.
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ABSTRACT 

There are several different forms of coconut kernel products, such as copra, desiccated 
coconut, coconut chips, strips, and flakes, each with its identity, industrial standard, and 
use in the food sector. In view of this, many studies concentrate on drying kinetics and the 
quality of the final dried product and extend from laboratory-scale research to industrial 
operations. This article discusses the application of various drying processes for various types 
of coconut kernel products, the pre-treatment involved prior to drying and some qualitative 
aspects associated with the final product. The use of mathematical modelling in various 
drying techniques was also examined and compared in this article. The effects of drying 
parameters such as air temperature, velocity, and pre-treatment on drying rate, time, colour 
quality, energy consumption, and yield are particularly interesting. Future suggestions and 
directions are emphasised and featured to fill the research gap in this product and sector.

Keywords: Coconut kernel, dried quality product, 
drying kinetics, drying methods, drying model 

INTRODUCTION

In post-harvesting processes, drying or 
dehydration is crucial to preserve food 
materials before further processing. Due to 
the high moisture and nutritional content 
in most agricultural products, they are 
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susceptible to spoilage, which could end up lowering the shelf life and quality of the 
product (These, 2016). The degradation of product quality is mainly due to microbial, 
chemical, and physical actions that occur within the product and its surroundings (Lamidi 
et al., 2019). Therefore, food materials must be dried or dehydrated to retain their quality 
for longer periods. In principle, drying depends on two fundamental factors (heat and mass 
transfer). When heat is applied to the product, water vapour is eliminated from its surface 
and released into the surrounding environment, resulting in a dried material with a longer 
shelf life and reduced water activity in food products (Erkmen & Bozoglu, 2016).

In drying food products, heat can be applied via conduction, convection, radiation, or 
a combination of these methods. In principle, sun drying and solar drying are considered 
natural drying, whereas convective drying, fluidised bed drying, microwave drying, infrared 
drying, heat pump drying, and freeze drying are categorised as artificial drying. Recently, 
there have been remarkable developments in the use of novel drying techniques such as 
microwave, infrared, pulsed electric field, ultraviolet, and ohmic, which improve drying 
efficiency and product quality (Guiné, 2018). Apart from that, most agricultural products 
also undergo pre-treatment prior to drying to retain the nutrients better and enhance the 
appearance of the dried product (Hii & Ogugo, 2014).

It is also true for coconut kernel-based products such as desiccated coconut, copra, 
coconut chips and flakes, and coconut strips and slices (Figure 1), whereby drying is 
needed in the production of each product. At complete development and full maturity, 
the coconut comprises an average of 33% husk, 16% shell, 33% kernel, and 18% coconut 
water (Konan et al., 2009). Generally, the coconut fruit is spherical to oval with a rough 
outer husk, and the size varies depending on the source and breed (Arulandoo et al., 
2017). The kernel of a mature coconut is rich in oil and, in fact, the most valuable part of 
the fruit, as it provides an important ingredient in the food. The details of fresh coconut 
kernel composition can be referred to in Table 1. Coconuts play a significant part in human 
eating because of the presence of physiologically vital components such as fatty acids. 
Natural coconut fat in the diet helps improve the immune system’s anti-inflammatory 
response (Joshi et al., 2020).

Figure 1. Common coconut kernel products: (a) coconut slices; (b) copra; (c) desiccated/grated coconut; 
(d) sweetened coconut flakes

(a) (b) (c) (d)
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Fresh coconut meat is high in protein, 
lipids, and carbohydrates, making it an 
excellent supplement for the growth of 
microorganisms (Gupta et al., 2010). 
Subsequently, they have a very short shelf 
life, and during processing and storage, 
coconut meats go through physico-chemical 
and biological changes like browning, drying 
out or hardening, changes in texture, mould 
growth, and others (Gupta et al., 2010). In 
the coconut industry, the drying process is 
vital in downstream unit operations. While 
there are numerous post-harvest losses, the 

Table 1
Fresh coconut kernel composition per 100 g (Lal et 
al., 2003)

Water 36.3 ml
Protein 4.5 g
Fat 41.6 g
Carbohydrates 13 g
Fibre 3.6 g
Minerals 1.0 g
Among the minerals present:
Ca 10 mg
P 24 mg
Fe 1.7 mg

efficacy of the drying process is the most critical stage since it can determine subsequent 
losses in product quality and market prices (Mithra et al., 2013). It is true, as Nor et al. 
(2021) mentioned, that traditional and conventional drying of coconut kernels could 
potentially degrade the quality of final and subsequent products with oxidative rancidity, 
aflatoxin contamination, unpleasant colour, and aroma.

Therefore, by determining through experiments what proper drying methods and 
strategies are, they can contribute to the quality of the coconut kernel-based products being 
produced. A harmful loss can occur during post-harvest processing if there is a lack of 
knowledge about correct drying techniques. As with many other agricultural products, a 
thorough understanding of the physical and chemical changes during drying is essential. 
The physico-chemical properties and related parameters of air as a medium (temperature, 
thermal conductivity, specific heat capacity, air velocity, relative humidity, and density) 
are required to analyse the drying mechanism. Size, shape, dimension, structure, porosity, 
and specific types of product interest are also highlighted in terms of the product’s physical 
properties. These factors play a significant role in drying kinetics and mechanisms 
(Mühlbauer & Müller, 2020a). Furthermore, adequate drying kinetics models must be 
introduced and established to describe the quantitative monitoring of physico-chemical 
changes during the process. On top of that, the mathematical considerations related to 
proper assumptions and parametric considerations in the design of the dryers would lead to 
an optimum process design, less energy consumption, and increased profitability (Inyang 
et al., 2018).

Therefore, this paper aims to let the reader understand the effect and impact of drying 
methods and strategies on the quality of coconut kernel-based products. This paper will 
also focus on the selected types of coconut kernel-based products, pre-treatment, drying 
strategies, energy requirements, drying kinetics and modelling, and final product quality.
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COCONUT KERNEL PRODUCTS

Copra

Copra is the main traditional product processed from coconut and is always perceived as a 
low-value product. As such, more than half of the world’s coconut production is converted 
into copra. Copra is a dried endosperm and a source of coconut oil. It is an intermediate 
product and can be classified into edible copra and milling copra (Mithra et al., 2013). Sun 
drying, solar drying, conventional smoke kiln drying, indirect drying, and cabinet drying 
are some methods used to make copra. Copra is always referred to as an inferior-quality 
product, where the oil extracted from it is of poor quality and further refinement is expected 
to fulfil global standards. 

The important factors in copra processing are to quickly reduce the moisture level of 
the coconut to 6% w.b. after splitting the coconut to avoid microbiological deterioration 
and to preserve the oil composition and quality (Thanaraj et al., 2007). Indonesia boasts 
the world’s largest coconut plantation and produces most world’s copra. Nevertheless, 
the quality of copra produced in rural regions is somewhat low and is complained about 
by the international market as it contains aflatoxin (Santosa et al., 2019). Small farmers 
and smallholders in India also face problems related to copra quality. Coconut products 
are mostly traded internationally because of their major processing product, copra. These 
days, as significant coconut-creating nations are capable and outfitted with modern crushing 
units that allow them to export crude oil, almost no more traded copra is traded on the 
international market (Prades et al., 2016).

Desiccated Coconut

Desiccated coconut is a significant commercial product with global demand and is used 
in various food industries, particularly confectionery and bakery (Mithra et al., 2013). In 
another study reported by (Nelsonekanem et al., 2020), dried shredded coconut or desiccated 
coconut could also be used to produce coconut oil by extracting the oil using a mechanical 
press. Generally, desiccated coconut is produced from fully developed and matured coconut 
kernels under strict hygienic conditions. According to Marikkar & Madurapperuma (2012), 
a fresh mature coconut kernel’s granulated or shredded white meat is dried to make 
desiccated coconut. It should contain less than 3% moisture content and no less than 60% 
oil. Oil contents of less than 60% can be considered low-fat desiccated coconut. After the 
coconut milk is removed from the coconut meat, low-fat desiccated coconut is sometimes 
called “coconut residue.” Desiccated coconut is considered a contemporary, non-traditional 
coconut product traded in the world market. The Philippines and Indonesia, as members of 
the Asian and Pacific Coconut Community (APCC), are the leading exporters of desiccated 
coconut, accounting for 44% of total exports (Jayasekhar et al., 2017). 
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Coconut Flakes/Chips

In principle, coconut flakes are made from coconut residue, a by-product of coconut milk 
production. Like any other snack item, coconut chips or flakes are available in salted or 
sweetened varieties. It also has distinct characteristics such as no preservatives, no frying 
in oil, no loss of flavour in the kernel, and is sometimes treated with osmotic dehydration 
or agents prior to drying (Pravitha et al., 2022). Manikantan et al. (2015) suggested that 
coconut kernels must be parred, blanched, osmotically dehydrated, and dried before being 
made into ready-to-eat coconut chips.

PRE-TREATMENT EFFECTS ON DRYING RATE AND QUALITY OF COCONUT 
KERNEL PRODUCT

In most situations, fresh agricultural products are perishable, decaying quickly due to their 
high moisture content and physical tender texture. While drying is one of the most frequent 
preservation procedures, pre-treatment prior to drying is equally essential for producing 
a high-quality end product. According to Yu et al. (2017), prior to drying, physical and 
chemical pre-treatments can be given to fruits and vegetables to reduce drying time, reduce 
energy consumption and protect product quality.

 Pre-treatment is a substantial operation that aims to increase the drying rate, maintain 
quality, and decrease the microbial load of products (Deng et al., 2019). It is also true when 
pre-treatments are applied to coconut kernel products to achieve certain product qualities 
and optimum processing parameters. The coconut meat was immersed in a 50-ppm chlorine 
solution for 5 minutes to inactivate microorganisms, according to (Madhiyanon et al., 2009; 
Niamnuy & Devahastin, 2005). In another attempt, Chantaro et al. (2016) compared three 
different pre-treatments (𝐾𝐾2 𝑆𝑆2𝑂𝑂5 , 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶2 , and hot water blanching) on coconut kernel cubes. 
The coconut cubes were then subjected to a sucrose solution for 24 hours prior to drying. 
The authors discovered that hot water blanching at 95°C for 5 minutes increased the total 
sugar and lightness (L*) of dried osmotic dehydrated coconut cubes, improving the colour 
and making the product more consumer-acceptable. Furthermore, Waisundara et al. (2007) 
revealed that the pre-treatment used (blanching and freezing) had suppressed the chemical 
and enzymatic deterioration of coconut kernels, whereas the untreated coconut kernels are 
likely to result in the loss of quality of the coconut milk when extracted.

Meanwhile, after blanching in hot water at 90–95°C for 2 minutes, coconut slices 
are dipped in an osmotic medium known as a syrup for one hour to create coconut chips 
(Manikantan et al., 2015). Kamalanathan & Meyyappan (2014) also reported a similar 
method, as the authors applied to blanching and immersing the coconut in a citric solution 
followed by osmotic dehydration. According to Manikantan et al. (2015), the osmotic 
medium differs based on the type of coconut chips. The rule of thumb is that the coconut 
slices after osmotic dehydration need to be dried immediately. Sarkar et al. (2020) 
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discovered that osmotic dehydration reduces the drying time of coconut samples since 
the initial water content is lost. In contrast, no special pre-treatment has been reported 
with regard to copra production. As such, using chemical dip can only add to the cost of 
processing, and health authorities also raise the concern about chemical residues. Very 
often, coconut kernel products such as dried grated coconut or desiccated coconut must 
go through some kind of pre-treatment prior to drying, as this will ensure that the colour 
and quality of the product meet industrial standards. However, several laboratory studies 
that focused primarily on drying kinetics did not apply pre-treatment prior to hot air drying 
(Wutthigarn et al., 2018; Yahya et al., 2020). Kurniawan et al. (2021) revealed the necessity 
of having a steam-blanching process during the production of desiccated coconut. Devi 
and Ghatani (2022) also recommended a similar approach to reduce the microbial load of 
coconut flakes before the drying process. 

Hot water blanching, which involves immersing fresh products at a steady temperature 
of 70–100°C for several minutes before drying, is still a popular pre-treatment (Guida et 
al., 2013). On the other hand, oxidase inactivation is also linked to the significant decline 
in food quality during the hot water blanching process, particularly with the emergence of 
cooked-off tastes, colour changes, and the loss of thermosensitive components (Deng et al., 
2019). Since hot water blanching produces much wastewater, which raises the pollution 
level, steam blanching, high humidity hot air impingement blanching, ohmic blanching, 
ultrasound, infrared and microwave blanching are all alternate thermal blanching methods 
that are quite appealing for the food sector to adopt them.

EFFECTS OF DRYING METHODS AND STRATEGIES ON THE QUALITY OF 
COCONUT KERNEL PRODUCTS

Sun Drying and Kiln Drying

Copra is typically dried using one of two methods: kiln drying or sun drying. Sun drying 
copra takes roughly 5 to 6 days during the dry season, as illustrated in Figure 2. Due 

Figure 2. Sun drying of copra (Arun et al., 2014)

to unpredictable weather, copra becomes 
dark, rancid, and mouldy as the drying rate 
is interrupted during sun drying. A similar 
finding by Mohanraj & Chandrasekar 
(2008a) reported that sun drying was very 
slow compared to solar drying due to lower 
heat and mass transfer coefficients. The 
authors also revealed that the moisture 
content of copra was increased by 0.11.0% 
due to desorption during cloudy hours; 
hence, nearly 25% of the copra was affected 
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by bacterial infection due to the extended drying period. Consequently, poor quality copra 
would not only reduce the market prices but, to some extent, increase health hazards due 
to contamination of polycyclic aromatic hydrocarbons (PAH) and also aflatoxin. The 
quality of extracted coconut oil from low-quality copra could also be affected; hence, 
additional extraction oil refinement is required to meet international requirements.

Direct kiln drying, on the other hand, uses smoke as a media and directly contacts the 
copra, and this method is likely to form PAH in copra. It is supported by Thanaraj et al. (2007), 
who revealed that the thermal efficiency of the kiln dryer was better than the solar dryer. 
Nonetheless, direct contact with smoke and kiln dryer burnt gases may result in the formation 
of carcinogenic substances. There was no chance to make white copra with a direct kiln drier. 
A semi-direct kiln dryer was also available, which appeared adaptable and economical for 
small farmers. Indirect kiln dryers of a different type, in which smoke does not contact the 
coconut kernel, were studied by Dippon and Villaruep (1996). The authors also noted that 
the indirect kiln dryer outperformed the direct kin dryer in terms of copra quality. However, 
maintenance and repair costs must be considered because the dryer component is exposed 
to high temperatures and strong gases, which would cause corrosion. There is also a concern 
about considerable heat loss unless the heat exchanger is designed efficiently.  

Convective/Cabinet Drying

Unlike a kiln or a smoke dryer, a convective dryer or so-called cabinet dryer is used to 
dry coconut kernels by passing uncontaminated hot air through the product. In this case, 
the product can be guaranteed to be clean and white. Figure 3 shows the laboratory scale 
of a cabinet dryer for drying coconut kernels. Samson (1971) study’s suggested that fresh 
coconut meat may withstand temperatures up to 100°C without considerable protein 

Figure 3. Hot air drying of copra 
(Pestaño & Jose, 2016)

solubility loss. It also indicated that protein solubility 
would be low when the coconut meat turned brown 
and had a toasted odour. There was an attempt by 
Deepa et al. (2015) to use cabinet drying to dry copra 
at different air temperatures (60, 70, 80, and 90 °C). It 
was found that the drying temperature of 90 °C had the 
least drying time and took only 12 hours to reach the 
desired moisture content, whereas 60 °C had the longest 
drying period of 42 hours. On top of that, Deepa et al. 
(2015) also noticed that the mouldy cups of the kernel 
were higher (5%) at 60 °C compared to 90 °C with 
only 2%. Other than that, the higher temperature also 
contributed to the higher percentage of chips due to the 
case hardening of copra, hence the small broken pieces. 
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Interestingly, the recovery of oil extracted from samples dried at 60, 70, 80, and 90 °C was 
65.27%, 67.10%, 42.70%, and 40.1%, respectively. 

Another attempt was made by Guarte et al. (1996), where the study focused on the 
single layer of halved nuts, consisting of the meat and the shell. The divided nuts were 
dried at temperatures ranging from 40 to 100 °C and oriented upwards and downwards 
with respect to the direction of the air stream, and drying times decreased exponentially 
as the drying temperature increased. For producing high-quality copra and coconut oil in 
the shortest amount of time, a drying temperature of 90 °C is recommended. Guarte et al. 
(1996) also concluded that there was no significant influence on the position of halved 
nuts during drying. The findings from Deepa et al. (2015) and Guarte et al. (1996) are 
consistent with the research done by Satter (2001), where moisture removal from wet 
copra increases with temperature. Nevertheless, the study also mentioned a limitation to 
the temperature used without compromising copra quality. Moreover, prolonged exposure 
of copra to temperatures beyond 90 °C may cause the copra surface to become hard and 
scorched as a result of further moisture and oil removal.

A recent attempt also declared that a handy electrical heat dryer, designed, fabricated, 
and tested by Thiyagarajan et al. (2020), can considerably reduce the drying period of 
copra. The results also revealed that the copra could reach its final moisture content of 6% 
in just 11 hours with better quality in colour and aroma. In a different approach to drying 
desiccated coconut, Yahya et al. (2020) reported that a specially designed cabinet dryer 
using the tumbling effect had proven that temperature, air velocity, and rotational speed 
of the tumbler played a significant role in the drying time of desiccated coconut. Unlike 
desiccated coconut, coconut residue, also called low-fat desiccated coconut, is a by-product 
of coconut milk extraction. At a 50–110 °C drying temperature, the drying time and drying 
rate (DR) were 540–100 minutes and 0.0048–0.0182 g water/g minutes, respectively 
(Wutthigarn et al., 2018). A research study by Jongyingcharoen et al. (2019) also likewise 
tracked down those drying temperatures (50–80 °C) and layer thickness (5–10 mm), which 
contributed altogether to the drying time, whiteness, and oil content of coconut residue.

On the other hand, there was a study done by Prieto et al. (2011) with regard to drying 
green coconut pulp. It was reported that drying in a cabinet dryer at 70 °C led to a better 
and more snack-like product after 8 hours of drying. However, it largely depends on the 
degree of maturity and fat content of the coconut. In an attempt to use a laboratory cabinet 
dryer, many authors (Abidin et al., 2014; Pestano & Jose, 2016; Sarkar et al., 2020) have 
discovered interesting findings with regard to coconut slices, copra, coconut cut, and 
desiccated coconut, respectively.

Fluidised Bed Drying

Fluidised bed drying is one of the most successful due to its extensive mixing behaviour, 
which speeds up heat and mass product transfer. Due to the amount of free water on the 
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product surface, the moisture content reduced significantly in the early drying stage, as 
expected, before it became more difficult to expel water. The chopped coconut was dried at 
drying temperatures of 60–120°C at a constant velocity of 2.5 m/s to dry from around 105% 
d.b. to roughly 3% d.b., according to Madhiyanon et al. (2009). In another study, Niamnuy 
and Devahastin (2005) discovered that air velocity and temperature influence the drying 
kinetics and qualitative features of dried coconut, such as colour and surface oil content.

Interestingly, air velocity has played a more important role in determining the quantity 
of oil on the surface of dried coconut than the inlet temperature. For green coconut pulp, 
drying at 70°C using a pulsed fluidised bed dryer was reported to be advantageous due 
to its high productivity and ability to produce a snack-like product (Prieto et al., 2011). A 
schematic diagram of a fluidised bed dryer can be seen in Figure 4.

Figure 4. Schematic diagram of fluidised bed dryer for drying coconut kernel product (Madhiyanon et al., 
2009)

Solar Drying

Solar dryers are becoming more popular as a drying method because they are cost-effective 
and energy-efficient. Nevertheless, the efficiency of solar dryers depends on the type, 
design, and material used. Figure 5 shows the schematic diagram of a solar dryer used 
to dry copra. A solar dryer with an evacuated tube collector achieved 70°C of drying air 
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and could dry 20 kg of copra in 28 hours from an initial moisture content of 52.5% to a 
final moisture content of 7%, according to Krishna and Mathew (2018). Apart from that, 
the efficiency of the evacuated solar collector, which is incorporated with 30 tubes, was 
claimed to reach 44%, producing a better quality of copra with a minimum drying time. In 
another approach by Mohanraj and Chandrasekar (2008b), it was suggested that applying 
forced air convection in a solar dryer could produce more than 75% of high-quality milling 
copra grade 1 (MCG1) with 24% thermal efficiency. The authors also mentioned that the 
copra obtained was free of smoke, dust, and rodent damage.

Research findings by Thanaraj et al. (2007) also point to the advantages of solar dryers. 
It was found that the solar dryer was superior to the kiln dryer when it came to the high 
quality and yield of the white copra. Similarly, Arun et al. (2014) discovered that combining 
a solar tunnel greenhouse dryer with a biomass backup heater shortened the drying time 
of copra by allowing the biomass heater to deliver heat to the dryer during periods of low 
sunlight intensity. As a result, copra dried in a solar tunnel greenhouse dryer will be of 
higher quality than copra dried in the open sun.

Figure 5. Schematic diagram of the solar dryer for drying copra (Mohanraj & Chandrasekar, 2008b)

Heat Pump Drying

 A heat pump dryer is a promising technology for preserving product quality while reducing 
drying energy usage, especially for high-value products such as fruits and vegetables. To 
preserve the quality of the product, Mohanraj et al. (2008) found a potential method to 
dry copra using a heat pump. The experiments were conducted at a significantly lower 
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temperature (40 °C) with a 1.5 m/s air velocity. According to the findings, the moisture 
content of the copra was reduced from 52.6% (wet basis) to 8.5% in 48 hours. Because 
92.7% of the dried copra was classified as milling copra grade 1 (MCG1), heat pump 
drying is better suited for large-scale copra processing and generating high-quality oil 
(MCG1). Even though the drying period is longer than fluidised bed drying, heat pump 
drying retains colour, has better physical properties, and is suitable for heat-sensitive 
products (Salehi, 2021).

Furthermore, with the ability to recover latent and sensible heat, energy efficiency in 
heat pump drying can be significantly improved, which would otherwise be wasted in the 
environment in conventional dryers (Fayose & Huan, 2016). A schematic diagram of heat 
pump drying is shown in Figure 6.

Figure 6. Schematic diagram of heat pump drying (Mohanraj et al., 2008)

Microwave Drying

One modern technique is microwave drying, which employs radiation as a heat source 
to dry food products. Microwave drying is a potential food dehydration method since it 
frequently results in a significant decrease in drying time and improved product quality 
(Feng et al., 2012). Using microwave energy to dry food products is a good solution to 
some of the problems with traditional drying. Domestic microwave ovens expose food to 
microwave radiation, typically at 2450 MHz (Sutar & Prasad, 2008).

Various food products have been investigated using microwave dryings, such as corn 
(Liu et al., 2021), radish (Lee et al., 2018), and bamboo shoots (Bal et al., 2010). With 
regard to coconut, there was also a study done by Moses et al. (2013). The study found that 
microwave drying at 180 and 360 W improved the desiccated coconut’s colour, indicating 
that the microwave technique could potentially be used to produce a better-quality product. 
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However, desiccated coconut had a higher rehydration capacity at much higher microwave 
powers (720 and 900 W) as a result of the structural damage caused by overheating and 
rapid drying (Moses et al., 2013). Similar findings were also reported by Tepe and Tepe 
(2020), whereby the rehydration ratio of dried apple slices using the microwave was greater 
than hot air drying. The details of the drying parameters and the effect of drying methods 
on coconut kernel products for the past ten years are summarised in Table 2.

Table 2
Summary of drying methods, parameters, and significant findings of coconut kernel products for the past ten years

Drying 
method

Coconut 
kernel 

product
Drying parameters Significant finding(s) References

Solar dryer Copra The drying chamber was 
at 70°C. The collector 
efficiency was 44%.

Required 28 hours to 
complete drying of copra.

(Krishna & 
Mathew, 2018)

Solar tunnel greenhouse 
dryer type.
Combine polyethene film 
with biomass backup heater.

It required about 44 hours 
to complete the drying of 
the copra. Biomass heater 
provides backup heating. 
Copra produced was better 
than sun drying.

(Arun et al., 
2014)

Fluidised 
bed dryer

Chopped 
coconut

Comparing parameters:
First part: inlet air 
temperature of 65°C and air 
velocity of 3.82 m/s.
Second part: stepwise 
change in inlet air 
temperature of 65, 80, and 
120°C, and air velocity of 
5.94, 4.98, and 3.82 m/s.

Drying from 60% d.b to 2% 
d.b.
The colour of the dried 
product was most affected 
by inlet air temperature, 
while the quantity of surface 
oil was more affected by air 
velocity

(Deng et al., 
2019)

Coconut 
residue

Drying air temperature of 
70–100°C and air velocity 
of 1.07 m/s

The drying behaviour 
of coconut residue was 
significantly affected by the 
air temperatures

(Kalayanamitra 
& 

Assawarachan, 
2022)

Microwave 
dryer

Desiccated 
coconut

Samples with uniform size 
(~ 1 cm) were dried at 
power levels ranging from 
180–900 W.

Colour changes were 
minimum at 180 and 360 W 
compared to conventional 
drying. Higher power levels 
caused higher rehydration 
capacity

(Moses et al., 
2013)

Convective 
and cabinet 

dryer

Copra Cabinet dryer with different 
drying air temperatures (60, 
70, 80, and 90°C).

Required 24 hours of drying 
copra from 52% (w.b) to 
6.1% (w.b) at 70°C. The 
fastest drying period (12 
hours) was at 90°C. Based 
on the BIS standard, the best 
quality copra was obtained at 
a drying temperature of 70°C. 

(Deepa et al., 
2015)
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Drying 
method

Coconut 
kernel 

product
Drying parameters Significant finding(s) References

The handy electrical 
convective heat dryer with 
SMER was about 0.12 kg/
kWh. It has a drying rate 
of 0.0001 kg/s with 0.2265 
m3/s of mass air flow rate.

Managed to dry copra in 11 
hours, with 92.7% of the 
copra graded as MCG1.

(Thiyagarajan 
et al., 2020)

Desiccated 
coconut

Three factors of drying 
parameters (air temperature, 
air velocity, and rotational 
speed of the tumbler) were 
studied using a convective 
dryer with a tumbler. 

A combination of 60°C, 6 
RPM, and 4.31 ms-1 had the 
shortest drying time and 
the highest drying rate. The 
drying rate rose as the air 
temperature, rotating speed, 
and air velocity increased. 

(Yahya et al., 
2020)

Coconut 
residue/
low-fat 

desiccated 
coconut

Air drying temperatures 
of 50–80°C and 5–15 mm 
layer thickness.

Air drying temperatures and 
layer thickness essentially 
impacted drying time, 
whiteness, and oil content 
buildup. In the shortest 
drying period, the highest 
temperature and thinnest 
layer were achieved (70 
minutes).

(Jongying-
charoen et al., 

2019)

A thickness of 1 cm of 
coconut residue and drying 
at 50, 60, 70, 90, and 
110°C. The air velocity was 
fixed at 1 m/s. The targeted 
final moisture content was 
0.03 g water/g dry matter. 

An increase in drying 
temperature by 20°C reduced 
drying time by 50 minutes or 
higher.

(Wutthigarn et 
al., 2018)

Coconut 
chips

Immediately after osmotic 
dehydration, the samples 
were dried using a forced 
hot air electric tray dryer at 
70–80°C.

The drying time was about 
(5–6 hours)

(Manikantan et 
al., 2015)

Coconut 
slices

Hot air batch dryer with 
about 30–40% relative 
humidity. Drying air 
temperatures (60–80°C) and 
a constant air velocity of 
0.80 ms-1 were used.

At 80°C, it produced the 
shortest drying time of 
181.05 minutes.

  (Pestaño, 
2015)

Hot air batch dryer with a 
single layer of thinly sliced 
coconut meat.

Produced white copra with 
high-quality coconut oil and 
clean white pressed cake. 
High-quality copra with 
aflatoxin and PAH-free.

(Pestaño & 
Jose, 2016)

Table 2 (continue)
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Drying 
method

Coconut 
kernel 

product
Drying parameters Significant finding(s) References

Coconut 
strips

The pre-treated coconut 
strips (three different 
sucrose solution 
concentrations and 
immersed in three different 
water bath temperatures) 
were dried in an oven at a 
drying temperature of 60 
°C.

As the pre-treatment 
temperature increased, the 
initial drying rates were 
reduced.

(Agarry
& Aworanti, 

2012)

Coconut 
cuts

Pre-treated with different 
concentrations of sugar 
solutions (40, 50, and 60° 
Brix), and the temperature 
of the solution was 
maintained at 35, 45, and 
55°C. The drying process 
was then done at 60°C and 
60% relative humidity.

Osmotic dehydration reduces 
the drying time considerably. 
It also had a considerable 
impact on coconut thermal air 
drying.

(Sarkar et al., 
2020)

Table 2 (continue)

MATHEMATICAL MODELLING OF COCONUT KERNEL PRODUCT

A proper understanding and research of physical phenomena during the drying process 
are crucial to identify the behaviour of the product being dried. For this reason, drying 
kinetics or mathematical modelling of drying is a necessary tool for quantitatively 
describing the physico-chemical changes of a product. Thin layer drying equations 
are one of the most frequently used by researchers and can be categorised into three 
different types of models, such as theoretical, semi-empirical, and empirical (Mühlbauer 
& Müller, 2020). 

These models have been used in identifying and verifying appropriate drying methods 
and parameters by obtaining the best-fit kinetic model for certain drying conditions and 
products. There are many types of products whose drying behaviour can be explained 
through drying kinetic models. Table 3 shows the drying kinetics models, effective 
moisture diffusivity and activation energy for coconut kernel products using different 
drying methods. Theoretical models are based on Fick’s second law of diffusion, where 
D represents the diffusion coefficient as shown in Equation 1: 

  ∂MC/∂t = ∇2.𝐷𝐷.𝑀𝑀𝐶𝐶        (1)

where MC is the moisture content on a dry basis (d.b), t is the time (s), and D is the moisture 
diffusivity (m2/s). Like many agricultural and food products, they can be prepared and 
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processed into several types of geometries to suit the final product requirement and the 
unit operation involved. However, to solve the equation, geometry has to be idealised as a 
sphere, cylindrical or cuboid with assumptions such as homogeneity, uniform temperature 
distribution, neglect of volume shrinkage or constant moisture diffusivity, which can 
lead to substantial differences between experimental data and calculated drying curves. 
On the other hand, Semi-empirical models are based on diffusion theory and are thus 
valid within the experimental range of temperature, relative humidity, air velocity and 
moisture content. It can also be described by Newton’s Law of Cooling (Equation 2):

𝑀𝑀𝑀𝑀 = 𝑀𝑀𝐶𝐶  (𝑡𝑡)−𝑀𝑀𝐶𝐶𝑒𝑒𝑒𝑒
𝑀𝑀𝐶𝐶1− 𝑀𝑀𝐶𝐶𝑒𝑒𝑒𝑒

= 𝑒𝑒𝑒𝑒𝑒𝑒(−𝑘𝑘𝑜𝑜 . 𝑡𝑡)                                                                                           (2)

where MR is the moisture ratio, MC(t) is the moisture content of a product measured 
or determined during drying, MC1 is the moisture content of a product prior to the start 
of drying, MCeq is the moisture content of a product in equilibrium with mean dry bulb 
temperature and relative humidity of the drying air, t is the time (s) and ko represents 
the drying coefficient. Therefore, semi-empirical models provide some understanding 
of the transport processes during the drying operation. Nevertheless, due to some 
simplifications required, accuracy is still lacking. Researchers have used and applied 
many semi-empirical models, such as Lewis/Newton, Page, Henderson/Pabis and Two-
term, Logarithmic. 

Unlike the semi-empirical model, the empirical model strongly relies upon 
experimental conditions without thought of the transport processes and fundamentals of 
drying. Some empirical models observed that the Page model adequately captured the 
drying characteristics of sliced coconut meat at 80°C in their kinetic modelling of coconut 
kernel products Kalayanamitra and Assawarachan (2022). Research findings by Madamba 
(2003) and Pestaño (2015) also point towards drying kinetic modelling on osmotic 
coconut strips and found that the Page model better fit the experimental data. Interestingly, 
the Page model successfully fits the coconut kernel product and other commodities, such 
as tubers (Vera et al., 2021). The success of Page’s equation is connected to incorporating 
the term n in the equation and to a phenomenological justification for its consideration 
tracked down through the solution of diffusion phenomena (Simpson et al., 2017).   

In another experiment with grated coconut, Abidin et al. (2014) reported that the 
Logarithmic model at 60°C is the most accurate prediction for the drying kinetics of 
grated coconut via oven drying. Nonetheless, the author only compared a few models 
in the trials. Wutthigarn et al. (2018) also examined a similar drying method, whereby 
a Linear plus-exponential model provided the best fit for drying coconut residue or so-
called low-fat desiccated coconut. The only thing lacking in the studies made by Abidin 
et al. (2014), Pestaño (2015) and Wutthigarn et al. (2018) was no further investigation 
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on the effective moisture diffusivity and activation energy. In a different study using the 
fluidised bed drying method, Madhiyanon et al. (2009) found that the Modified Henderson 
and Pabis model was the most precise model to describe the drying behaviour of chopped 
coconut, as reflected by the highest value of R2 and the lowest value of root mean square 
error (RMSE). In contrast, Kalayanamitra and Assawarachan (2022) reported that the 
Midilli model had satisfactorily predicted the drying behaviour of coconut residue under 
the same fluidised bed drying method. It could be due to the different types of coconut 
kernel products, which behave differently when it comes to drying. 

Interestingly, some researchers that worked on coconut residue products had 
suggested different drying models: linear plus exponential and Midilli using hot air and 
fluidised bed drying, respectively (Kalayanamitra & Assawarachan, 2022; Wutthigarn et 
al., 2018). Another attempt by Moses et al. (2013) claimed that the Midilli model better 
predicted desiccated coconut’s drying behaviour during microwave drying.

According to Mohanraj and Chandrasekar (2008b), effective moisture diffusivity is 
determined using Fick’s diffusion equation for objects having spherical geometry, such 
as chopped coconut and using Equation 3 as follows:

  𝑀𝑀𝑀𝑀 =  6
𝜋𝜋2  ∑ 1

𝑛𝑛2 �−
𝑛𝑛2𝜋𝜋2𝐷𝐷𝑒𝑒𝑒𝑒𝑒𝑒 𝑡𝑡

𝑟𝑟2 �∞
𝑛𝑛=1       (3) 

where Deff is the effective diffusivity (m2/s, r is the radius of the sphere (m), and n is the 
positive integer. Taking into consideration the first term in the series Equation 4 and the 
natural logarithmic form as follows:

                                               𝐶𝐶𝑛𝑛𝑀𝑀𝑀𝑀 = 𝐶𝐶𝑛𝑛 � 6
𝜋𝜋2� −  �𝜋𝜋

2 𝐷𝐷𝑒𝑒𝑒𝑒𝑒𝑒  𝑡𝑡
𝑟𝑟2 �                                                                                 (4)

Other than the assumption of sphere geometry, there was also a study done by 
(Agarry & Aworanti, 2012), where the assumption of the slab was used for coconut 
strips. Equation 5 is as follows:

𝐶𝐶𝑛𝑛𝑀𝑀𝑀𝑀 = 𝐶𝐶𝑛𝑛 � 8
𝜋𝜋2� − �𝜋𝜋

2 𝐷𝐷𝑒𝑒𝑒𝑒𝑒𝑒  𝑡𝑡
4𝐶𝐶2 �                                                                                                (5)

where l is the thickness (m) to determine the effective diffusivity coefficient (Deff). First, 
the slope of the relationships between ln MR and time (Equation 4) is computed, and 
Deff is then calculated by the following Equation 6:

𝑆𝑆𝐶𝐶𝑜𝑜𝑒𝑒𝑒𝑒 =  
𝜋𝜋2 𝐷𝐷𝑒𝑒𝑒𝑒𝑒𝑒
𝑟𝑟2         (6)

In the case of the effective moisture diffusivity value of coconut kernel product, 
it can be seen that Madhiyanon et al. (2009) reported that the value was higher than 
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the one produced by  Agarry and Aworanti (2012). The different drying methods and 
parameters predominantly cause the difference in value. Compared to a fixed bed or tray 
dryer, fluidised bed drying produces a more consistent temperature, which speeds up 
the moisture removal of the product. It is proven as the moisture diffusivity of chopped 
coconut using a fluidised bed dryer (Madhiyanon et al., 2009) was much higher as 
compared to coconut strips using hot air drying (Agarry & Aworanti, 2012; Madamba, 
2003). Similar findings were published by Motevali et al. (2016) and Sharabiani et 
al. (2021), who found that increasing hot air temperature and air velocity improved 
moisture diffusivity for certain agricultural products (leaves and apples, respectively). 
As far as pre-treatment is concerned, osmotic pre-treatment increases the effective 
moisture diffusivity of the coconut kernel product. Similar trends were also noticed by 
Ramaswamy and Nsonzi (2007) and Revaskar et al. (2014) on the effect of pre-treatment 
on moisture diffusivity. 

For further analysis, activation energy could also be obtained from the Arrhenius 
correlation, which demonstrates the effective diffusivity’s reliance on temperature as 
shown in the following Equation 7:

𝐷𝐷𝑒𝑒𝑒𝑒𝑒𝑒   =     𝐷𝐷𝑜𝑜 exp � 𝐸𝐸𝐶𝐶
𝑀𝑀𝑅𝑅𝐶𝐶𝑎𝑎𝑎𝑎

�                (7)

where Do is the pre-exponential factor of the Arrhenius equation (m2/s), Ea is the activation 
energy (kJ/mol), R is the universal gas constant (kJ/mol K), and Tabs is the absolute 
temperature (K). By taking the natural logarithm of both sides, the above exponential 
form of Arrhenius can be transformed into a linear, logarithmic form, and the Ea can be 
computed from the slope of Equation 8:

    ln𝐷𝐷𝑒𝑒𝑒𝑒𝑒𝑒=    ln𝐷𝐷𝑜𝑜 −  𝐸𝐸𝐶𝐶
𝑀𝑀𝑅𝑅𝐶𝐶𝑎𝑎𝑎𝑎

       (8)

While many research findings investigated the activation energy of rice products using 
various drying methods (Ahou et al., 2014; Anuththara et al., 2019; Khanali et al., 2016) 
and apples (Cruz et al., 2015; Meisami-asl et al., 2010; Sharabiani et al., 2021), very few 
studies have been done on coconut kernel products except the one that was reported by 
Kalayanamitra and Assawarachan (2022) and Madhiyanon et al. (2009). Table 3 shows 
that the result of the activation energy of chopped coconut was 25.92 kJ/mol, which was 
close to the other findings of coconut residue at 26.09 kJ/mol using the same fluidised 
bed drying method. Only two drying methods, fluidised bed drying and hot air drying, 
were used in the previous studies on drying kinetics. It demonstrates that work on coconut 
kernel products, particularly in drying kinetics, is still lacking. Research in finding the 
activation energy of coconut kernel products with different drying methods is necessary 
for designing alternative and better drying systems.
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Table 3
List of drying kinetic models, moisture diffusivity and activation energy for coconut kernel product

Coconut kernel 
product

Best fit 
model

Moisture diffusivity (Deff) 
and Activation energy (Ea)

Drying 
method eferences

Chopped coconut Modified 
Henderson 
and Pabis

Deff = 5. 9902 × 10-8 to 
2.6616 × 10-7 m2/s
Ea = 25.92 kJ/mol

Fluidised bed 
drying

(Madhiyanon et al., 
2009)

Osmotic Coconut 
strips

Page Deff (osmosised)= 5.74 to 
7.88 × 10-10 m2/s

Deff (non-osmosised) = 5.44 
× 10-10 m2/s

Hot air drying (Agarry & Aworanti, 
2012)

Osmotic pre-dried 
young coconut 

strips

Page Deff = 1.71 to 5.51 × 1010 
m2 /s

Oven drying (Madamba, 2003)

Grated coconut Logarithmic - Convective 
oven

(Abidin et al., 2014)

Coconut residue Linear plus-
exponential

- Hot air drying (Wutthigarn et al., 
2018)

Midilli Ea = 26.09 kJ/mol Fluidised bed 
drying

(Kalayanamitra & 
Assawarachan, 2022)

Coconut slices Page - Hot air drying (Pestaño, 2015)

CONCLUSION

The drying methods, parameters, and types of final products predominantly influence the 
drying behaviour and characteristics of coconut kernel products. For drying parameters, it 
is deliberately mentioned that air temperature, velocity, and pre-treatments contributed to 
the increment of the drying rate and the quality of the final coconut kernel product. Apart 
from that, it is well understood that certain traditional products, such as copra, do not need 
pre-treatment prior to drying, while some recent developments in new products, such as 
desiccated coconut and osmosised coconut strips, do need pre-treatment beforehand to 
retain some quality standards set by the industry. However, there has been no research 
into optimising coconut kernel products’ drying process. In terms of the drying method, it 
is clearly stated that physico-chemical properties and the coconut kernel product market 
determine the drying method being applied. It is true as most copra products go through 
the traditional way of drying and serve as second-grade products, whereas products like 
desiccated coconut and coconut flakes use a more advanced drying technique, such as 
fluidised bed drying. Convective drying, such as cabinet drying, remains the most popular 
method for coconut kernel products. Nevertheless, as technology advances, there is still 
room for research in drying coconut kernel products, particularly using other recent drying 
techniques such as hybrid and non-thermal pre-treatments. Also, very few studies have 
been carried out on the drying kinetics model of coconut kernel products, and among the 
models presented, it was found that most of the well-suited models were semi-empirical 
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type models. The Page model performed the best in fitting the drying of coconut kernel 
products. Also, very few studies were reported on the effective moisture diffusivity and 
activation energy of coconut kernel products compared to other agricultural products. 

Finally, more comprehensive studies regarding drying parameters, pre-treatment 
methods, appropriate kinetic models, and optimisation of drying could provide a better 
understanding of the drying of coconut kernel products, thereby contributing to an efficient 
drying method and high quality of the final product. In the future, other recent drying 
methods, such as radiation-type and hybrid drying, could also be considered with more 
systematic design protocols. Moreover, attempts should also be made to scale up certain 
laboratory drying methods to an industrial scale.
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