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PERTANIKA JOURNAL OF SCIENCE & TECHNOLOGY 
About the Journal 

Overview 
Pertanika Journal of Science & Technology is an official journal of Universiti Putra Malaysia. It is an open-
access online scientific journal. It publishes original scientific outputs. It neither accepts nor commissions 
third party content. 

Recognised internationally as the leading peer-reviewed interdisciplinary journal devoted to the publication 
of original papers, it serves as a forum for practical approaches to improve quality on issues pertaining to 
science and engineering and its related fields. 

Pertanika Journal of Science & Technology currently publishes 6 issues a year (January, March, April, 
July, August, and October). It is considered for publication of original articles as per its scope. The journal 
publishes in English and it is open for submission by authors from all over the world. 

The journal is available world-wide. 

Aims and scope 
Pertanika Journal of Science & Technology aims to provide a forum for high quality research related to 
science and engineering research. Areas relevant to the scope of the journal include: bioinformatics, 
bioscience, biotechnology and bio-molecular sciences, chemistry, computer science, ecology, engineering, 
engineering design, environmental control and management, mathematics and statistics, medicine and 
health sciences, nanotechnology, physics, safety and emergency management, and related fields of study. 

History 
Pertanika Journal of Science & Technology was founded in 1993 and focuses on research in science and 
engineering and its related fields. 

Vision 
To publish a journal of international repute. 

Mission 
Our goal is to bring the highest quality research to the widest possible audience. 

Quality 
We aim for excellence, sustained by a responsible and professional approach to journal publishing. 
Submissions can expect to receive a decision within 90 days. The elapsed time from submission to 
publication for the articles averages 180 days. We are working towards decreasing the processing time 
with the help of our editors and the reviewers. 

Abstracting and indexing of Pertanika 
Pertanika Journal of Science & Technology is now over 27 years old; this accumulated knowledge and 
experience has resulted the journal being abstracted and indexed in SCOPUS (Elsevier), Clarivate Web 
of Science (ESCI), EBSCO, ASEAN CITATION INDEX, Microsoft Academic, Google Scholar, and MyCite.

Citing journal articles 
The abbreviation for Pertanika Journal of Science & Technology is Pertanika J. Sci. & Technol.

Publication policy 
Pertanika policy prohibits an author from submitting the same manuscript for concurrent consideration by 
two or more publications. It prohibits as well publication of any manuscript that has already been published 
either in whole or substantial part elsewhere. It also does not permit publication of manuscript that has 
been published in full in proceedings. 

Code of Ethics 
The Pertanika journals and Universiti Putra Malaysia take seriously the responsibility of all of its journal 
publications to reflect the highest in publication ethics. Thus, all journals and journal editors are expected 
to abide by the journal’s codes of ethics. Refer to Pertanika’s Code of Ethics for full details, or visit the 
journal’s web link at http://www.pertanika.upm.edu.my/code_of_ethics.php 
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Originality 
The author must ensure that when a manuscript is submitted to Pertanika, the manuscript must be an original 
work. The author should check the manuscript for any possible plagiarism using any program such as Turn-It-
In or any other software before submitting the manuscripts to the Pertanika Editorial Office, Journal Division. 

All submitted manuscripts must be in the journal’s acceptable similarity index range: 
≤ 20% – PASS; > 20% – REJECT. 

International Standard Serial Number (ISSN) 
An ISSN is an 8-digit code used to identify periodicals such as journals of all kinds and on all media–print 
and electronic. 

Pertanika Journal of Science & Technology: e-ISSN 2231-8526 (Online). 

Lag time 
A decision on acceptance or rejection of a manuscript is reached in 90 days (average). The elapsed time from 
submission to publication for the articles averages 180 days. 

Authorship 
Authors are not permitted to add or remove any names from the authorship provided at the time of initial 
submission without the consent of the journal’s Chief Executive Editor. 

Manuscript preparation 
For manuscript preparation, authors may refer to Pertanika’s INSTRUCTION TO AUTHORS, available on 
the official website of Pertanika.

Editorial process 
Authors who complete any submission are notified with an acknowledgement containing a manuscript ID on 
receipt of a manuscript, and upon the editorial decision regarding publication. 

Pertanika follows a double-blind peer-review process. Manuscripts deemed suitable for publication are 
sent to reviewers. Authors are encouraged to suggest names of at least 3 potential reviewers at the time 
of submission of their manuscripts to Pertanika, but the editors will make the final selection and are not, 
however, bound by these suggestions. 

Notification of the editorial decision is usually provided within 90 days from the receipt of manuscript. 
Publication of solicited manuscripts is not guaranteed. In most cases, manuscripts are accepted conditionally, 
pending an author’s revision of the material. 

The journal’s peer review 
In the peer-review process, 2 to 3 referees independently evaluate the scientific quality of the submitted 
manuscripts. At least 2 referee reports are required to help make a decision. 

Peer reviewers are experts chosen by journal editors to provide written assessment of the strengths and 
weaknesses of written research, with the aim of improving the reporting of research and identifying the most 
appropriate and highest quality material for the journal. 

Operating and review process 
What happens to a manuscript once it is submitted to Pertanika? Typically, there are 7 steps to the editorial 
review process: 

1. The journal’s Chief Executive Editor and the Editor-in-Chief examine the paper to determine 
whether it is relevance to journal needs in terms of novelty, impact, design, procedure, language 
as well as presentation and allow it to proceed to the reviewing process. If not appropriate, the 
manuscript is rejected outright and the author is informed. 

2. The Chief Executive Editor sends the article-identifying information having been removed, to 2 to 
3 reviewers. They are specialists in the subject matter of the article. The Chief Executive Editor 
requests that they complete the review within 3 weeks. 

 Comments to authors are about the appropriateness and adequacy of the theoretical or conceptual 
framework, literature review, method, results and discussion, and conclusions. Reviewers often 
include suggestions for strengthening of the manuscript. Comments to the editor are in the nature 
of the significance of the work and its potential contribution to the research field. 
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3. The Editor-in-Chief examines the review reports and decides whether to accept or reject the 
manuscript, invite the authors to revise and resubmit the manuscript, or seek additional review 
reports. In rare instances, the manuscript is accepted with almost no revision. Almost without 
exception, reviewers’ comments (to the authors) are forwarded to the authors. If a revision is 
indicated, the editor provides guidelines for attending to the reviewers’ suggestions and perhaps 
additional advice about revising the manuscript. 

4. The authors decide whether and how to address the reviewers’ comments and criticisms and 
the editor’s concerns. The authors return a revised version of the paper to the Chief Executive 
Editor along with specific information describing how they have addressed’ the concerns of 
the reviewers and the editor, usually in a tabular form. The authors may also submit a rebuttal 
if there is a need especially when the authors disagree with certain comments provided by 
reviewers. 

5. The Chief Executive Editor sends the revised manuscript out for re-review. Typically, at least 1 
of the original reviewers will be asked to examine the article. 

6. When the reviewers have completed their work, the Editor-in-Chief examines their comments 
and decides whether the manuscript is ready to be published, needs another round of revisions, 
or should be rejected. If the decision is to accept, the Chief Executive Editor is notified. 

7. The Chief Executive Editor reserves the final right to accept or reject any material for publication, 
if the processing of a particular manuscript is deemed not to be in compliance with the S.O.P. of 
Pertanika. An acceptance letter is sent to all the authors. 

 The editorial office ensures that the manuscript adheres to the correct style (in-text citations, 
the reference list, and tables are typical areas of concern, clarity, and grammar). The authors 
are asked to respond to any minor queries by the editorial office. Following these corrections, 
page proofs are mailed to the corresponding authors for their final approval. At this point, only 
essential changes are accepted. Finally, the manuscript appears in the pages of the journal 
and is posted on-line.
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Foreword

Welcome to the fourth issue of 2023 for the Pertanika Journal of Science and Technology 
(PJST)!

PJST is an open-access journal for studies in Science and Technology published by 
Universiti Putra Malaysia Press. It is independently owned and managed by the university 
for the benefit of the world-wide science community.

This issue contains 30 articles; one short communication, two review articles and the 
rest are regular articles. The authors of these articles come from different countries 
namely Bangladesh, Belgium, England, India, Indonesia, Iraq, Japan, Malaysia, Mexico, 
Mozambique, Nigeria, Russia, Saudi Arabia and Thailand.

A review article titled “Knowledge mapping trends of Internet of Things (IoT) in plant 
disease and insect pest study: A visual analysis” was written by Muhammad Akmal 
Mohd Zawawi and colleagues from Malaysia and Indonesia. The primary aim of their 
review is to identify the current trends and explore hot topics of IoT in plant disease and 
insect pest research for future research direction via VOSviewer and R programming. 
A few highlights can be drawn from this study. First, global IoT application publication 
trends in plant disease and insect pest studies have grown for 12 years. This subject area 
is still an emerging topic with an annual scientific production growth rate of 48.74%. 
Second, the most productive country, such as India and China, produced 52% of the 
scientific document in the studied field. Collaboration among different countries in 
publishing research articles increases the published materials’ visibility and quality. 
Third, integration between cross-multidisciplinary knowledge domains such as machine 
learning, deep learning, image processing, and artificial intelligence for crop monitoring 
and decision support systems can produce excellent crop yield and reduce dependency 
on human resources. Detailed information on this study can be found on page 1621.

Norliza Dzakaria and co-researchers from Malaysia evaluated the Effect of Transition 
Metals Addition on the Nickel Oxide (NiO) Catalyst toward Reduction Behaviour in the 
Carbon Monoxide Atmosphere. This research revealed that the reduction reaction 
obeyed the consecutive mechanism, and NiO was completely reduced to Nickel (Ni). The 
3% cerium-doped nickel oxide (Ce/NiO) possessed a higher surface. Furthermore, adding 
Ce to NiO enhanced a lower reduction temperature than adding cobalt, molybdenum, 
tungsten, and zirconium. Adding Ce to the NiO shifted the temperature-programmed 
reduction peaks to the lower temperature. It can be concluded that the reduction 
temperature of NiO decreases by the Ce with 3% Ce loading, which is sufficient to reduce 
NiO to Ni at 370°C. Further details of the article are available on page 1717.

i



Another article that we wish to highlight is “The correlation of stromelysin-1 and tissue 
inhibitor of metalloproteinase-1 with lipid profile and atherogenic indices in end-stage 
renal disease patients: A neural network study” by Habiba Khdair Abdalsada et al. from 
Iraq. They assessed stromelysin-1, TIMP1, and lipid profile parameters in the serum of 
60 ESRD patients and 30 healthy controls. A neural network study was conducted to 
determine the best factors for predicting ESRD patients more susceptible to developing 
CVD using the cut-off value of the atherogenic index of plasma (AIP) >0.24. There is 
a state of dyslipidemia with high atherogenic indices and increased stromelysin-1 and 
TIMP1 in ESRD patients. The increase in stromelysin-1 and its inhibitor are correlated 
with some atherogenic indices and lipids. The neural network results indicated good 
predictability of the top four parameters (stromelysin-1, followed by eGFR, TIMP1, and 
the TIMP-1/stromelysin-1 ratio) in discriminating between ESRD patients with high risk 
for CVD from the lower-risk patients. Detailed information on this study is presented on 
page 2067.

We anticipate that you will find the evidence presented in this issue to be intriguing, 
thought-provoking and useful in reaching new milestones in your own research. Please 
recommend the journal to your colleagues and students to make this endeavour 
meaningful.

All the papers published in this edition underwent Pertanika’s stringent peer-review 
process involving a minimum of two reviewers comprising internal as well as external 
referees. This was to ensure that the quality of the papers justified the high ranking 
of the journal, which is renowned as a heavily-cited journal not only by authors and 
researchers in Malaysia but by those in other countries around the world as well.

We would also like to express our gratitude to all the contributors, namely the authors, 
reviewers, Editor-in-Chief and Editorial Board Members of PJST, who have made this 
issue possible.

PJST is currently accepting manuscripts for upcoming issues based on original qualitative 
or quantitative research that opens new areas of inquiry and investigation.

Chief Executive Editor
executive_editor.pertanika@upm.edu.my

ii
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ABSTRACT
Sugarcane bagasse is a commonly generated item from the food industry in the world—
the amount of sugarcane bagasse production is increasing yearly. In 2017, the reported 
sugarcane production in Malaysia was 30,000 kg, which resulted in 9,800 kg of sugarcane 
bagasse. Sugarcane bagasse produces steam as waste management in Malaysia or simply 
in landfills. This study aims to optimize sugarcane bagasse conversion technologies using 
process network synthesis. A superstructure of sugarcane bagasse was created via P-Graph, 
with multiple pathways or processes being considered. Data needed for the sustainability 
assessment of each pathway was acquired from various journal sources, including 
conversion fraction, operating and capital cost, greenhouse gas emission, and the selling 
price of products were implemented into the superstructure. Then, the data from the feasible 
structure generated would be analyzed using machine learning via Waikato Environment 
for Knowledge Analysis software. The data sets were analyzed using this software using the 
selected algorithm as P-graph developed 17 feasible solution structures. All 17 generated 
solution structures were analyzed using six different classifier algorithms. The multilayer 
perceptron algorithm had the best and the least error in classifying the data. Hence, the 
multilayer perceptron algorithm proved that the correlation between products produced 

from sugarcane bagasse and the profitability 
of the process was significant. Therefore, the 
model can be a basis for determining the best 
process for sugarcane bagasse conversion 
technologies.

Keywords: Biomass conversion technologies, machine 
learning, process network synthesis, sugarcane bagasse 



1606 Pertanika J. Sci. & Technol. 31 (4): 1605 - 1619 (2023)

Constantine Emparie Tujah, Rabiatul Adawiyah Ali and Nik Nor Liyana Nik Ibrahim

INTRODUCTION

Saccharum officinarum L., or sugarcane, is a perennial grass that becomes the main source 
producing sugar for beverages and food. In this industry, the major by-product of sugarcane 
is bagasse (Sindhu et al., 2016). Bagasse is produced from the extraction or milling process, 
generating roughly 32 dry weights % from a ton of sugarcane (Ameram et al., 2019). 
Conversion technologies are the main pillar in accomplishing a zero-waste goal (Lee et al., 
2020). Besides reducing greenhouse gas emissions, they also create a beneficial product. 
Conversion technologies can be categorized into four main conversion types, which will 
be the focal point here. Firstly, a thermal treatment with air without energy valorization 
converts waste into gaseous liquid and solid (Puna & Teresa, 2010). The most common 
thermal conversion technology currently used is burning sugarcane bagasse as fuel for the 
boiler. Besides, biochemical conversion comprises using yeast and/or specialized bacteria 
to produce useful energy by converting biomass or waste (Baker, 2018). The conversion 
of sugarcane bagasse via anaerobic digestion is considered an encouraging plan since the 
by-product of the process, digestate could be used as fertilizer, and the product from the 
fermentation, biogas, could be sold as a bio-methane gas by the sugarcane plants (Janke 
et al., 2015). In this biomass conversion technology, chemicals transform waste into 
valuable products (Baker, 2018). The process involves but is not limited to pyrolysis, 
depolymerization, hydrolysis, or gasification. The final type of conversion technology is 
physical or mechanical conversion. The complex lignocellulosic properties of sugarcane 
bagasse made them suitable for carbon sources for fungal cultures (Sidana & Farooq, 2014). 

Many existing conversion technologies for sugarcane bagasse have advantages and 
disadvantages. Many research papers on viable sugarcane bagasse conversion technologies 
have been published. However, at the moment, there is a minimal study on the performance 
of conversion technologies for sugarcane bagasse to be placed in Malaysia. The sugarcane 
bagasse conversion technologies are not developing as projected, even though having several 
critical information regarding the sugarcane bagasse (Monteiro et al., 2016). Besides, the 
high initial capital investment and long payback period carry a significant financial risk, 
which caused investors to be skeptical about venturing into sugarcane bagasse management 
(Bufoni et al., 2016). Thus, optimizing sugarcane bagasse conversion technologies is vital 
by utilizing process network synthesis to compute the most optimal pathway.

Process network synthesis involves an algorithm to be followed in other problem-
solving operations (Friedler et al., 1992). In solving the process network synthesis efficiently 
and rigorously, the P-graph framework provides a mathematical approach for solving 
process synthesis problems and analyzing the resultant flowsheets with the aid of the built-
in optimizer (Bertok & Heckl, 2016). The P-graph includes selecting and sizing processing 
chemical plant predefined parameters such as raw material, operating unit, and conversion 
rate (Cabezas et al., 2015). The P-graph method offers advantages such as adding a graphical 
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interface, efficient algorithms, and optimal results (Varbanov et al., 2017). Machine learning 
is an application of artificial intelligence that uses intelligent software to enable machines 
to conduct their employment competently (Witten et al., 2017). Data mining is widely 
used in machine learning to discover knowledge (Negnevitsky, 2011). Data mining is a 
computer science subdomain that can execute an implicit extraction from databases. A set 
of algorithms have been designed to discover a pattern of knowledge (Kulkarni & Kulkarni, 
2016). However, the classification process, which includes rules to separate raw data into 
a predefined class, has become a significant issue (Naik & Samant, 2016). 

This study applied the P-graph model to optimize sugarcane bagasse conversion 
technologies in Malaysia. As a result, the optimal technology to manage sugarcane bagasse 
was selected. Waikato Environment for Knowledge Analysis (WEKA) offers a platform 
of an established learning algorithm that can be easily applied to the dataset. P-graph 
and WEKA applications for sugarcane bagasse conversion technologies are still limited. 
Most P-graph cases involved crops such as rice husks and palm oil biomass (Sangalang 
et al., 2021; Tin et al., 2017). The integration of P-graph and WEKA was introduced for 
the municipal solid waste management case study (Ali et al., 2021). Therefore, this study 
aimed to provide an integrated framework to increase the decision-making tool’s efficiency 
for sugarcane bagasse conversion technologies. Hence in this paper, the focus was shifted 
to several of the latest available conversion technologies. These were analyzed using a 
process network synthesis and machine learning framework in determining the most feasible 
optimum and systematic pathways. 

MATERIALS AND METHODS

General Framework

Figure 1 shows the steps for generating a feasible process flow diagram for sugarcane 
bagasse conversion technologies. This raw material will be converted into the intermediate 
and final product via network synthesis through four conversion types: biological, 
chemical, mechanical, and thermal. These conversion technologies were selected based on 
technologies commonly found to convert biomass. Working with process network synthesis 
requires data collection for conversion technologies’ efficiency and capital and operating 
expenditure. Common conversion technologies help to design a complete process flow for 
the superstructure. The sugarcane bagasse undergoes anaerobic digestion to produce biogas 
and bioethanol for the biological pathway. Also, the mechanical or physical conversion 
would grind the raw material into smaller sizes to produce brick supplement, fungal culture, 
and multi-armor composite.

On the other hand, thermal conversion has an intermediate product, high-pressure 
steam, for electricity generation and other uses at the plant. The intermediate product of 
this process is ash from the burned sugarcane bagasse. This intermediate product will be 
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further mechanically processed to produce supplementary cement. This research study 
uses a P-graph model to analyze sugarcane bagasse conversion technologies’ economic 
performance and environmental impact. It evaluated the selected and optimized pathway 
of sugarcane bagasse conversion technologies. 

Figure 1. Process flow diagram for generation of sugarcane bagasse conversion technologies
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raw material

Selection of 
conversion 

technologies

Generation of 
intermediate 

material
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conversion 

technologies

Generation of 
final material

Methodology for Process Network Synthesis

Identification of Materials and Streams. In this study, there is only one process feedstock. 
There are ten types of output or products along with their intermediate product. Table 1 
shows the list of raw materials, intermediate products, and outputs of the process.

Table 1
List of material considered in this study

No Symbols P-Graph Classification Description
1 SCB Raw Material Sugarcane Bagasse
2 COM_GAS Intermediate Product Combustible gas from the burning of sugarcane bagasse 

in an incinerator
3 Biochar Output Biochar 
4 SCBA Intermediate Product Sugarcane bagasse ash, a by-product from the 

incineration of raw material
5 ETOH Output Bio-ethanol from fermentation
6 Electricity Output Electricity generated
7 Heat Output Heat generated
8 Methane Intermediate product Methane from an anaerobic digester
9 Digestate Intermediate product A by-product from the fermentation process
10 Grinded_SCB Output Ground sugarcane bagasse by using a grinder
11 Liquid_Fertilizer Output Fertilizer in a liquid state that is produced from 

digestate after treatment
12 Solid_Fertilizer Output Fertilizer in solid-state that is produced from digestate 

after treatment
13 GHG_Emission Output Greenhouse gases emission from conversion 

technologies

Note. Two inputs need to be inserted into the p-graph model: price and flow rate of the material and product.
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Identification of Operating Units. For this case study, 11 operating units are included 
in the flowsheet-generation problem, as shown in Table 2, to be solved algorithmically 
with P-graphs. 

Table 2
List of operating units considered in this study

No Symbols Description
1 COMBUSTION Incinerator for sugarcane bagasse
2 BOILER Boiler for the generation of heat and electricity.
3 AD Anaerobic digester.
4 GAS_TURBINE Turbine for the generation of heat and electricity.
5 F_D_ACID Fermentation with dilute acid pre-treatment.
6 F_D_ALKALINE Fermentation with dilute alkaline pre-treatment.
7 F_HW Fermentation with hot water pre-treatment.
8 F_SE Fermentation with steam explosion pre-treatment.
9 AD Anaerobic digestion.
10 GASIFICATION The gasifying process generates heat and electricity
11 GRINDER Grinding machine that makes the sugarcane bagasse into smaller sizes.
12 Pre-treatment Treatment for digestate to produce fertilizers.
13 Landfilling Landfilling for waste

Note. Two inputs need to be inserted into the p-graph model: price and conversion to the material’s product. 

Maximal Superstructure and Solution Structure Generation. The maximal structure 
generation (MSG) and solution structure (SSG) algorithms execute the P-graph task. As 
aforementioned, MSG creates a union of all feasible solution structures, whereas SSG 
identifies the maximum combinatorically feasible solution structures while eliminating 
the unfeasible solutions from the results. Besides, SSG also allows the determination of an 
optimal structure for each feasible network. The generation of MSG and SSG ensures the 
network’s consistency. Major processes and operating units are labeled in the superstructure. 
Overall performance data, such as conversion yield, are incorporated into the process and 
cluster operations.  

Optimization of Superstructure. The SSG algorithm’s generated result is selected using 
an accelerated branch-and-bound (ABB) algorithm to design an optimum process network 
where information such as flow rates and costs are added. As a result, the optimum feasible 
solution which provides the best and near-optimum is selected. The feasible solutions are 
further evaluated based on their environmental impact and economic performance. In this 
research, 2 cases are being considered: the design for maximum economic performance 
and minimal environmental impact.
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Integration of Machine Learning

The integration of Machine Learning to process network synthesis was done using WEKA. 
WEKA is a machine learning software that identifies hidden information from a raw 
dataset. This research analyzed the raw dataset using a set of algorithms. Six algorithms 
were selected to conduct the classification process in this research. The algorithms used 
are Logistics, Simple Logistics, Multilayer Perceptron, Stochastic Gradient Descent, IBk, 
and Kstar.

Simple Logistics is a simplified algorithm to encapsulate linear logistic regression. In 
WEKA, the Logistic algorithm was built based on multinomial logistic regression with a 
ridge estimator to build a class. The model for this algorithm fits the model’s simple and 
stable process, which resulted in a low variance with a potentially high bias (Landwehr 
et al., 2003). 

Implementing Stochastic Gradient Descent in WEKA is used to learn several linear 
models, such as binary class logistic regression and squared loss. In addition, the Multilayer 
Perceptron algorithm is assumed as a provider for nonlinear modeling between an input 
vector and a corresponding output vector. Besides being capable of modeling higher-order 
statistics, the algorithm can become an efficient prediction filter for nonlinear series because 
of their nonlinear nature (Gupta & Sinha, 2000). 

In WEKA, the nearest neighbor algorithm was implemented in the form IBk algorithm, 
which selects the appropriate K value based on cross-validation. The next algorithm is an 

Figure 2. Superstructure for sugarcane bagasse conversion technologies
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instance-based classifier, a classification of test instances based on the class of the training 
instances that are similar to it. However, the difference between this algorithm and the 
other instance-based learner is that it uses an entropy-based distance function (Cleary & 
Trigg, 1995). The WEKA implementation for this is K* algorithm.

The acquired data from feasible solution structures were assembled in how the data 
can be mined using a group of algorithms in Explorer WEKA. All these algorithms are 
available in the WEKA feature, which is Explorer. Thus, the detailed result of the feasible 
solution structure was analyzed using WEKA. The 2 raw datasets involved in machine 
learning are product flow rate and its profitability and type of product and its profitability.

Each algorithm trained the dataset by allocating 70% of the data set to be analyzed 
and subsequently trained. Meanwhile, 30% of the data was used as a validation set. The 
performance of each algorithm is compared. The performance of each model was observed 
based on the model kappa statistics value, mean absolute error, root mean squared error, 
percentage relative absolute error, and percentage root relative squared error. 

The algorithm that managed to identify hidden information with a significant 
performance that resulted in the least error would be chosen to be used as the algorithm 
the basis for decision tools.

RESULTS AND DISCUSSION

Simulation and Selection of the Best Solution Structures

Seventeen feasible solution structures have been produced by utilizing P-Graph Studio—all 
17 feasible structures as attached in the supplementary data section. The structures were 
computed by Accelerated Branch and Bound (ABB) algorithm. The algorithm produced the 
most optimized solution structures of a Process Network Synthesis with a high-efficiency 
determination by reducing solution space. It eradicated any amalgamation of infeasible 
and superfluous solutions. Every solution structure produced is a subset of the maximal 
solution structure, signifying a probable network confirmation for the process network 
synthesis problem. ABB algorithm could also identify the best resolution with a specified 
set of conditions. All 17 produced feasible solution structures have been chosen to be 
acknowledged and scrutinized. The best solution structures were chosen from out of 17, 
which involved some operating units. The best solution structures will be further discussed.

Eight main operating units were included in the process network synthesis as conversion 
technologies to convert the sugarcane bagasse into products (Figure 2). The eight operating 
units involved three conversion technologies: biological, thermal, and mechanical. Also, 
five intermediate operating units converted either the intermediary product into the final 
product or by-products from the main operating units.

One of the biological conversion technologies was fermentation with four different 
pre-treatment types: dilute acid pre-treatment, dilute alkaline pre-treatment, hot water 
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pre-treatment, and steam explosion pre-treatment. The main product of these conversion 
technologies was bio-ethanol. Another biological conversion technology was an anaerobic 
digester that yielded methane as its main product. Both rendered the same by-product, 
specifically digestate, produced during the distillation process of ethanol. 

Meanwhile, for thermal conversion and mechanical conversion, each had one primary 
operating and process, which were pyrolysis and incinerator that produced bio-char and 
combustible gas, respectively as their main products, and grinder, which simply grinds 
sugarcane bagasse into smaller sizes as a raw material in the manufacturing of fungal 
substrate, composite of multi-layered armor, and brick production. 

As for the intermediate operating units, combustible gas from pyrolysis and incinerator 
went through the gasification process and boiler to produce heat for steam production, 
electricity, and greenhouse gases. The combustible gas production by incinerator generated 
a sugarcane bagasse ash, which can be sold to manufacturers of brick or cement as 
supplementary material. Methane, the main product of an anaerobic digester, could generate 
electricity via a gas turbine. The digestate from biological conversion technologies was in a 
significant amount. Practically, this by-product would undergo treatment to be transformed 
into fertilizers. 

These conversion technologies and their product were compared to the performance of 
landfilling as the most common method for waste management in Malaysia. Based on the 

Table 3
Summary of greenhouse gases emission and net profit

Solution 
structures

Net profit/
year (MYR)

Greenhouse gases 
emission/year (m3)

Solution 1  8,894.01 2,006.40
Solution 2  8,652.88 3,244.80
Solution 3  7,982.90 1,958.40
Solution 4  6,426.90 -
Solution 5  6,099.25 2,880.00
Solution 6  3,619.00 -
Solution 7 -15,760.10 -
Solution 8 -19,561.98 2,006.40
Solution 9 -20,129.64 1,958.40
Solution 10 -21,282.58 3,244.80
Solution 11 -22,404.30 2,880.00
Solution 12 -30,315.96 -
Solution 13 -31,607.28 2,666.40
Solution 14 -48,295.92 -
Solution 15 -61,014.36 2,666.40
Solution 16 -82,740.48 -
Solution 17 -319,971.55 288.00

superstructure diagram in Figure 2, P-graph 
represents the sugarcane bagasse process 
network. Each conversion structure was 
specifically designated with its required 
information, such as the conversion rate of 
raw material to its respective product, capital, 
operating cost of conversion technologies, 
and the selling price of the product. 

Only one raw material was analyzed in 
this research, namely sugarcane bagasse. 
The amount of raw material used was 
acquired from Malaysia’s maximum 
value of sugarcane bagasse. All structures 
involved different conversion technologies 
and different types of products with varying 
volumes. Thus, the total net profit and the 
emission of greenhouse gases differed 
with various conversion technologies. All 
generated feasible solution structures did not 



1613Pertanika J. Sci. & Technol. 31 (4): 1605 - 1619 (2023)

Optimization of Sugarcane Bagasse Conversion Technologies

Table 4
Summary of involved operating unit that affected the 
GHG emission

Types of operating units Availability in 
feasible structure 

Boiler Structure 17
Fermentation with dilute 
acid pre-treatment

Structure 2
Structure 10

Fermentation with dilute 
alkaline pre-treatment.

Structure 3
Structure 9

Fermentation with hot water 
pre-treatment

Structure 1
Structure 8

Fermentation with steam 
explosion pre-treatment.

Structure 5
Structure 11

Gas Turbine Structure 13
Structure 15

include landfilling as part of the solutions. 
The result from P-Graph was assorted 
according to the best structures that granted 
the highest net profit with 8,000 working 
hours per year for inclusive plant operation 
in 10 years. Table 3 summarizes greenhouse 
gas emissions and net profit for each feasible 
solution structure.

Out of the 17 feasible solution structures, 
only 6 were profitable, as in Table 3, with the 
highest profit being 8,894.01 MYR per year. 
The greenhouse gas emission simulated 
using the P-Graph Studio for each solution 
structure was exhibited in Table 4 with the 
operating unit that influenced the emission rate as in Table 3. The result showed that 6 of 
17 feasible solution structures produced no greenhouse gases. The highest generation of 
the gases involved all fermentation with varying pre-treatment processes. Apart from that, 
boiler and gas turbines also produce greenhouse gases.

Maximum Economic Performance Model

Six feasible solution structures were profitable out of 17. These 6 solution structures only 
produced a single final product for each pathway, as in Table 5. From 6, only 4 profitable 
solution structures produced bioethanol. The 4 profitable solution structures were feasible 
1,2,3 and 5. Even though the amount of digestate produced for each fermentation process 
is significant, the by-product did not undergo further processes to be converted into a 
value-added product, namely fertilizer. It was because of the high cost of operating units 
of digestate treatment. The P-Graph Studio did, however, simulate a process pathway that 
included additional processing of digestate. The generated pathways were represented in 
the feasible solution structures 9, 10, 11, and 12. All of them had an enormous operating 
cost which caused the cost of the product to fail to generate any profit. Meanwhile, feasible 
solution structures 4 and 6 yielded biochar and ground sugarcane bagasse. 

A comparison study was conducted for the 6 profitable structures to maximize the use 
of sugarcane bagasse to generate a significant turnover. The imminent values that were 
highlighted were net profit margin and payback period. The net profit margin was calculated 
by dividing net profit by revenue. At the same time, the payback period was vital to know 
the duration to regain the investment. This information is shown in Table 6.

Based on the tabulated data in Table 6, solution structure 6 is the most attractive 
economic model. However, since solution structure 6 product was ground sugarcane 
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Minimum Environmental Impact Model

As aforementioned, out of 17 feasible 
solution structures, 6 solution structures 
produced no greenhouse gases. The 
greenhouse gas emission rate is summarized 
in Table 3. Notably, carbon dioxide gas 
was not considered a greenhouse house 
gas but a carbon neutral (Kiatkittipong et 
al., 2009). The emission of greenhouse 
gases originated from fuel consumption 
for each conversion technology. Also, in 
the case of landfilling, the escaped primary 
anaerobic compounds such as methane and 
ammonia gas contributed to the increase of 
greenhouse gases. 

Thus, the feasible structure with the 
minimal environmental impact on the 
environment was solution structure 4. 
Besides the fact that this solution structure 
has zero greenhouse gases, it can also 
generate maximum economic performance. 
The operating unit that was involved in this 
solution structure was pyrolysis. Pyrolysis 
produced two products, an intermediary 

Table 6
Net profit margin and payback period for profitable 
pathway

Solution 
Structures

Net Profit 
Margin

Payback Period 
(year)

Solution 1 75% 2.49
Solution 2 73% 2.66
Solution 3 73% 2.73
Solution 4 74% 2.56
Solution 5 70% 3.04
Solution 6 75% 2.46

Table 5
Summary of product produced for each solution 
structure

Types of products Availability in 
feasible structure 

Biochar Structure 4
Structure 7
Structure 14
Structure 16

Electricity Structure 7
Structure 13
Structure 14
Structure 15
Structure 16
Structure 17

Bioethanol Structure 1
Structure 2
Structure 3
Structure 5
Structure 7
Structure 8
Structure 9
Structure 10
Structure 11

Grinded Sugarcane Bagasse Structure 6
Heat Structure 7

Structure 14
Structure 16
Structure 17

Liquid Fertilizer Structure 8
Structure 9
Structure 10
Structure 11
Structure 12
Structure 15
Structure 16

Solid Fertilizer Structure 8
Structure 9
Structure 10
Structure 11
Structure 12
Structure 15
Structure 16

Sugarcane Bagasse Ash Structure 17
Methane Structure 12

bagasse, the market for this product is small compared to bioethanol and biochar. Hence, 
solution structure 1 was chosen as the best model for maximum economic performance, 
producing bioethanol. 
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product, and a final product. The final product was biochar, whereas the intermediary 
product was combustible gas. According to solution structure 4, the combustible gas was 
not being used by the gasification process due to the high investment cost of the gasifier.   

On the other hand, solution structure 6 also proposed an acceptable, feasible pathway 
when considering both economic performance and environmental impact, albeit performing 
worse in the economy than solution structure 4. In this pathway, the sugarcane bagasse was 
simply ground into smaller sizes for the use of other manufacturers. The solution structure 
also only used a single operating unit. The operating unit, an industrial-sized grinder, only 
uses 13.37 kWh of electricity. 

If economic performance were not considered, solution structures 7, 12, 14, and 16 
would be viable options.

Integration of Machine Learning Via WEKA

P-Graph Studio generated 17 feasible solution structures on how to manage sugarcane 
bagasse. This set of data was further analyzed by data mining software called WEKA. The 
acquired data from feasible solution structures were assembled to determine how the data 
could be mined using a group of algorithms, as listed in Figure 3.

Figure 3. Flow diagram for the data classification process

70% training data

30% testing data

Algorithm involved
• Logistic
• MLP
• SGD
• Simple logistic
• IBk
• Kstar

Data mining 
process by WEKA

Dataset tabulated 
from P-graph

Pre-processing 
dataset

Classification 
process Model evaluation

split

Each algorithm trained the dataset by allocating 70% of the data set to be analyzed and 
subsequently trained. Meanwhile, 30% of the data was used as a validation set.

Correlation Between Product Flowrate and Profit

The correlation between product flow rate and profit from the generated data via P-Graph 
Studio was investigated using a group of algorithms mentioned earlier. In this case, the 
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product flow rate was kept in numerical form, maintaining its original value from the raw 
data. However, the profit for each solution structure was converted into nominal form, 
where a profitable solution structure will be classed as “YES,” and an un-profitable solution 
structure, “NO.” The performance for each algorithm was tabulated in Table 7.

Table 7
Performance for each algorithm for correlation of product flowrate and profit

Algorithm
Correctly 
Classified, 

%

Kappa 
Statistics

Mean 
absolute 

error

Root mean 
squared 

error

Relative 
absolute 
error, %

Root relative 
squared 
error, %

Logistic 66.67 0.40 0.33 0.58 55.17 85.89
Multilayer Perceptron 66.67 0.40 0.34 0.56 56.37 82.84
SGD 66.67 0.40 0.33 0.58 55.17 85.89
Simple Logistic 66.67 0.40 0.43 0.57 71.51 84.71
IBk 83.33 0.67 0.21 0.39 34.48 57.57
Kstar 83.33 0.67 0.25 0.46 41.38 67.90

By referring to tabulated results, algorithm IBk and KStar performed better than the 
others, correctly classifying 83.33% of the data. Whereas the other four algorithms only 
correctly classified 66.67% of the data. This result was reflected in the Kappa Statistics 
with 0.67 for IBk and Kstar. This analysis indicated a substantial correlation between 
product flow rate and profit.

Correlation Between Product and Profit 

A similar procedure to the previous analysis, this data mining was performed to investigate 
the relationship between the final product and net profit generated for each feasible solution 
structure. Both data sets were input in the form of nominal. The result of each algorithm’s 
performance was tabulated in Table 8.

Table 8
Performance for each algorithm for correlation of product and profit

Algorithm
Correctly 
Classified, 

%

Kappa 
Statistics

Mean 
absolute 

error

Root mean 
squared 

error

Relative 
absolute 
error, %

Root relative 
squared error, 

%
Logistic 66.67 0.40 0.33 0.58 55.17 85.89
Multilayer Perceptron 100.00 1.00 0.07 0.09 11.29 14.12
SGD 83.33 0.67 0.17 0.41 27.59 60.74
Simple Logistic 100.00 1.00 0.21 0.24 34.96 35.87
IBk 100.00 1.00 0.14 0.20 22.85 29.68
Kstar 100.00 1.00 0.14 0.23 23.67 34.70
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Based on the result, four algorithms performed efficiently, correctly classifying the 
data with 100% accuracy. The algorithms were Multilayer Perceptron, Simple Logistic, 
IBk, and Kstar. The Multilayer Perceptron algorithm performed with the least error of the 
four algorithms. The result proved a significant relationship between the type of product 
produced and profitability.

In summary, 17 feasible structures were generated from the superstructure of sugarcane 
bagasse conversion technologies. Each feasible structure suggests a different pathway for 
sugarcane bagasse conversion technologies with different net profit and emission generation 
values. Two models were evaluated from feasible generated structures: maximal economic 
performance and minimal environmental impact. 6 feasible solution structures were 
profitable out of 17, while 6 solution structures produced no greenhouse gases. Besides, 
instead of manually selecting the best model for maximal economic performance and 
minimal environmental impact, WEKA helps analyze each dataset from the p-graph. For 
the algorithm model with the correlation between product flow rate and profit, the result 
was reflected in the Kappa Statistics with 0.67 for IBk and Kstar. At the same time, the 
Multilayer Perceptron algorithm performed with the 1 value of Kappa Statistic and the 
least error for the type of product produced and its profitability.

CONCLUSION

This study simulated the feasibility of sugarcane bagasse conversion technologies via 
process network synthesis. The model can be a basis for determining the best process for 
sugarcane bagasse conversion technologies. Besides, the relationship between parameters 
in this case study can be evaluated with machine learning. Machine learning proves that 
the types of products produced in sugarcane bagasse influenced the profitability of the 
process flow.

The information to set up the P-Graph was gathered from various resources. Therefore, 
this study is done with the limitation of information availability. The information needed 
for the costing aspect and conversion yield varied with different resources. Thus, a real 
case study in Malaysia should be conducted to acquire a more accurate simulation. Also, 
integrating Excel into WEKA would be useful and supplementary to an already robust data 
mining machine. This addition would simplify the analysis of each algorithm used in data 
mining via WEKA, as Excel is one of the most conventional and user-friendly software.
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ABSTRACT
The study and literature on the Internet of Things (IoT) and its applications in agriculture 
for smart farming are increasing worldwide. However, the knowledge mapping trends 
related to IoT applications in plant disease, pest management, and control are still unclear 

and rarely reported. The primary aim of 
the present study is to identify the current 
trends and explore hot topics of IoT in plant 
disease and insect pest research for future 
research direction. Peer review articles 
published from Web of Science (WoS) Core 
Collection (2010-2021) were identified 
using keywords, and extracted database was 
analysed scientifically via Microsoft Excel 
2019, VOSviewer and R programming 
software. A total of 231 documents with 
5321 cited references authored by 878 
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scholars showed that the knowledge on the studied area has been growing positively and 
rapidly for the past ten years. India and China are the most productive countries, comprising 
more than half (52%) of the total access database on the subject area in WoS. IoT application 
has been integrated with other knowledge domains, such as machine learning, deep learning, 
image processing, and artificial intelligence, to produce excellent crop and pest disease 
monitoring research. This study contributes to the current knowledge of the research topic 
and suggests possible hot topics for future direction.

Keywords: Disease detection, Internet of Things, pest, visualisation analysis, web of science

INTRODUCTION

The prominence of plant diseases and pests has negatively affected crop productivity and 
quality. Even though the global percentage of yield loss due to plant diseases and pests 
varies, Oerke (2006) concludes that plant diseases and pests, including weeds, contributed 
about 20% to 50% of crop loss. Worries have been highlighted that agricultural production 
would be unable to serve the increasing global population, where United Nations projected 
the world population could reach up to 10 billion by 2050 (Alexandratos & Bruinsma, 
2012). High population density would pressure the food production industry to fulfil the 
future food demand. 

Previously, most growers implemented traditional approaches to detecting plant diseases 
and pests. Despite the required experts, manual identification is also a long-timing procedure 
that leads to late detection (Araújo et al., 2021; Singh & Misra, 2017; Fox & Narra, 2006). 
Consequently, the plant disease triangle concept demonstrated the interaction factors that 
develop plant disease occurrence: favourable environments, pathogens, and plant hosts 
(Back et al., 2002). Farmers are not guaranteed to monitor the weather and environmental 
attributes in field conditions to reduce plant disease outbreaks. Thus, the traditional approach 
to plant disease detection is no longer viable for monitoring and detecting plant diseases 
due to the changes in weather and environmental conditions (Ampatzidis et al., 2017), as 
well as soil characteristics (Van den Berg et al., 2012). For example, Olivares et al. (2021) 
have documented a review regarding the relationships between climates and the occurrence 
of Fusarium wilt disease in bananas. Due to the unpredictable weather conditions, plant 
disease monitoring and early diagnosis are essential to control the disease spread and help 
with the proper execution of contingency plans (Magdama et al., 2019).

The Internet of Things (IoT) is an excellent movement towards intelligent farming. 
The IoT technology is anticipated to be a new revolution toward precision agriculture 
where farmers can monitor their farms and crops’ status through smart devices anywhere 
and anytime. The affordable sensors are embedded with other useful devices and 
internet connections, allowing remote capture of the desired data for further analysis and 
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decision-making (Khanna & Kaur, 2019). IoT technology opens opportunities to turn the 
management and control activities from manual to intelligent mode (Hu et al., 2020). 
Today, the potential for IoT as a mediated technology in plant disease and pest study is 
becoming popular these recent years, as indicated by the increasing number of published 
scientific research papers. Both local and international scholars are actively exploring IoT 
adoption as an early warning and prediction system for the presence of plant diseases and 
pests (Hadi et al., 2021; Mishra et al., 2021; Khan et al., 2020; Nawaz et al., 2020; Wang et 
al., 2015). The IoT technology could provide real-time data for environmental parameters 
contributing to plant health, such as humidity, light intensity, and carbon dioxide content 
from a cultivated area (Karnati et al., 2021). Most IoT plant disease and pest studies are 
applied to leaf diseases (Babu & Babu, 2020; Shafi et al., 2020), where the pathogen 
initially penetrated above ground. However, sensor-based technology, including IoT, has 
the potential to be applied for early soilborne disease detection (Wei et al., 2021). 

Bibliometric analysis is a statistical tool for mapping the state of scientific knowledge 
using bibliographical data from various published scientific materials to find crucial 
information that influences scientific community publication (de Oliveira et al., 2019). 
The bibliometric analysis gives insight to scholars or practitioners to explore more in the 
subject area. In terms of scientific value, visual analysis is one of the review papers to 
analyse the trends and discover the emerging science in that field (Ding & Yang, 2020). 
There are a few scholars who explored bibliometric analysis practice to understand the 
topic of machine learning (Zhang, Liu et al., 2021), artificial intelligence (Vazquez et al., 
2021) and IoT in irrigation (Jusoh et al., 2021) from an agriculture perspective. However, 
there is little information on bibliometric analysis explicitly addressing the topic of IoT in 
plant disease and insect pest research.

The main objective of this study is to identify the current trends and explore hot topics 
on IoT in plant disease and insect pest research. The research questions guiding this study 
are (1) What are the existing knowledge mapping trends in the subject area? (2) Who are 
the leading countries of the research topic? (3) What are the hot topics related to the subject 
area? As a result of the importance and relevance of IoT applications in crop disease and 
pest research in the future, the present study explores the research trend in the subject 
field. The outcome of this study is beneficial to scholars and inexperienced researchers. It 
provides an overview of the growing global knowledge on the application of IoT in plant 
disease and insect pest scientific research.

MATERIALS AND METHODS

This study was conducted based on the bibliometric analysis procedure (Donthu et al., 2021) 
and the Preferred Reporting Items for Systematic Reviews and Meta-Analysis (PRISMA) 
guideline (Page et al., 2021). 
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Searching Strategy and Data Extraction

The systematic searching strategy was applied to peer-reviewed documents recorded by 
the Web of Science, WoS database (Clarivate Analytics-Thomson ISI) on 23 November 
2021. The database was accessed through MyAthens Gateway provided by the Office of 
Library and Knowledge Management, Universiti Malaysia Kelantan (UMK). The WoS 
was selected as the search database engine since it recorded high-quality articles and 
interdisciplinary coverage (Mongeon & Paul-Hus, 2016). The query string used in this 
study was (“internet of thing*” OR iot) AND (“plant disease*” OR “crop disease*” OR 
“leaf disease*” OR “crop health*” OR “plant health*” OR “leaf health*” OR “pest*” OR 
“insect*”). The keywords selected are based on the synonyms of the terms and decisions 
based on the preliminary screening of the keywords recorded by the WoS database (carried 
out on 25 October 2021). The database engine searched the query string using the topic 
field code function. It identified the keywords in the title, abstract, author, and keywords 
generated by the WoS database. In this searching strategy, phrase searching (“….”), 
Boolean operator (AND, OR) and truncation (*) were applied in the query string to obtain 
the relevant documents as guided by Mohamed Shaffril et al. (2021). The PRISMA flow 
diagram of the present study is shown in Figure 1.

Figure 1. PRISMA flow diagram of the present study
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In this screening phase, three authors evaluated the information in the title and abstract 
for 270 records. They agreed to exclude the documents which are not related. However, if 
the abstract is unclear to the authors, full-length articles were read before final decision-
making. Although the review papers were excluded under refine section at the first filtering 
stage, some of the review or conceptual articles were not defined as review papers, and 
some were categorised as full papers by publishers. Therefore, manual screening is done 
since this study attempts to access and concentrate on the full research paper related to the 
studied topic and select the most relevant documents. Finally, the record with cited reference 
information was exported into the tab-delimited format and Bibtex file for further analysis. 

Data Analysis and Visualisation

Two essential tools were used to analyse the data: R programming and VOSviewer 
software. A Biblioshiny apps web interface for the bibliometrix package in R programming 
version 4.1.2 (released on 01 November 2021) was used to evaluate the citation metric and 
visualise selected bibliometric data to answer the research questions. Bibliometrix is one 
of the comprehensive tools for bibliometric analysis and is widely used to conduct science 
mapping (Aria & Cuccurullo, 2017). Meanwhile, VOSviewer software version 1.6.17, 
released on 22 July 2021, was used for data visualisation to produce the co-occurrence 
maps network. VOSviewer is a free software tool for visualisation functionality for 
creating maps based on network data invented by Nees Jan van Eck and Ludo Waltman 
from Universiteit Leiden, The Netherlands (Van Eck & Waltman, 2021). As Börner et al. 
(2005) recommended, the visual analysis should incorporate several critical components, 
including the communities and networks of the scholars, the pattern of field study, and the 
dissemination of study topics. The graphs shown in this study were created by Microsoft 
Excel 2019. Research questions were developed at the initial stage of this study, as 

Figure 2. Main stages of workflow in methodology
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suggested by Linnenluecke et al. (2020), to guide the research flow and analysis selection. 
The main stages of the workflow of this study are presented in Figure 2.

RESULTS AND DISCUSSION

Publication Trends and Knowledge Growth

Table 1 summarises the primary citation metrics of the bibliographic information of the 
research topic. This study includes 231 articles published between 2010 and 2021, which 
involved 5321 numbers of references. The peer-reviewed documents analysed were full 
research articles published in journals (45.02%) and conference proceedings (54.98%). Most 
research papers were multi-authored (99.09%) compared to single-authored documents 
(0.91%), which involved 878 scholars. On average, the value of documents per author, 
authors per document, and co-authors per document were 0.26, 3.8 and 4.17. Figure 3 shows 
the growth of publication trend from 2010 until 2021, where the number of publications 
follows the second order of a polynomial equation (y = 0.6316x2 - 2.767x + 3.0227) with 
an R-squared value of 0.9649. The high R-squared value (0.9 or above) indicated a perfect 
data fitting to the regression model (Ostertagová, 2012). The first document (Wang & Chai, 
2011) published, taken into account in this study, was in 2010, and the latest record (Seo 
& Umeda, 2021) was published in 2021. An analysis from biblioshiny in R programming 
revealed that the annual scientific production growth rate on the subject is 48.74%.

Table 1
Main information on citation metrics

No Characteristics Results (Percentage, %)
1 General

Timespan 2010–2021 (12 Years)
No. of Documents 231
Average years from publication 2.13
Average citations per document 5.472
Average citations per year per doc 1.59
No. of References 5321

2 Document Type
No. of Journal Articles 104 (45.02)
No. of Proceeding Articles 127 (54.98)

3 Authorship
No. of Authors Involved 878 (100.00)
Authors of single-authored documents 8 (0.91)
Authors of multi-authored documents 870 (99.09)
Documents per Author 0.26
Authors per Document 3.8
Co-Authors per Documents 4.17
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The knowledge growth in the field is increasing slowly from 2010 until 2015. A 
small number of research publications were published during this period, which may 
result in a low number of citations. It is one of the factors leading to the slow growth of 
knowledge. Then, the trend started to rise rapidly from 2015 onwards and became a hot 
topic in academic research. More researchers from various fields actively participated in 
IoT applications in plant disease and insect pests studies because the total publication and 
citation number have increased over the years by publishing research work in journals and 
presenting at conferences. 

Figure 4 depicts citation information of the publications for 12 years from 2010–2021. 
Interestingly, the mean total citation per article (36) and mean total citation per year (4.5) 

Figure 3. The growth of publication trends from the year 2010–2021

Figure 4. Citation information of the publication for 12 years (TC is total citation)
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jumped to the highest level in 2013 compared to the previous year. Although the number 
of publications on related topics is only two documents (Harun et al., 2013 & Lee et al., 
2013), the published articles have received quite a high number of total citations (72) 
respective to available publications on the stated year. In 2014 and 2015, the mean total 
citation per article and mean total citation per year had declined dramatically since the 
total citation on the search topic reduced to between 47 and 52 for the last 6 to 7 years 
backwards. However, the mean total citation per year generally shows increasing trends 
starting from 2015. Even if the mean total citation per year reflects a declining trend, the 
total citations per article are anticipated to increase over time.

Table 2 ranks the top 20 most productive scientific publications, with authors 
collaborating by country on IoT applications in plant disease and pest insects in WoS. 
India is the most productive country that publishes articles in the subject area, followed 
by China, Greece, Korea, Italy, Japan, Pakistan, USA, France, and Malaysia. Most of the 
top ten countries recorded more than five documents on the search topic. 

Table 2
Scientific publication with authors collaboration by country

Rank Country No of Articles Frequency SCP MCP MCP Ratio
1 India 74 0.3204 67 7 0.0946
2 China 47 0.2035 36 11 0.2340
3 Greece 7 0.0303 7 0 0.0000
4 Korea 7 0.0303 7 0 0.0000
5 Italy 6 0.0260 5 1 0.1667
6 Japan 6 0.0260 5 1 0.1667
7 Pakistan 6 0.0260 5 1 0.1667
8 USA 6 0.0260 2 4 0.6667
9 France 5 0.0217 3 2 0.4000
10 Malaysia 5 0.0217 5 0 0.0000
11 Portugal 5 0.0217 5 0 0.0000
12 Bangladesh 4 0.0173 3 1 0.2500
13 Romania 4 0.0173 4 0 0.0000
14 Saudi Arabia 4 0.0173 1 3 0.7500
15 Australia 3 0.0130 1 2 0.6667
16 Egypt 3 0.0130 3 0 0.0000
17 Germany 3 0.0130 2 1 0.3333
18 Spain 3 0.0130 3 0 0.0000
19 Belgium 2 0.0087 2 0 0.0000
20 Brazil 2 0.0087 0 2 1.0000

Notes. SCP = single country publications; MCP = multiple country publications; Frequency = the ratio of no 
of articles published to the number of retrieved articles; MCP ratio = MCP divided by the total of published 
articles per country
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India produced the highest number of documents with the highest single-country 
publications. In contrast, China had the most elevated collaboration among the authors with 
multiple country publications. India produced the highest number of documents with the 
highest single-country publications. In contrast, China had the most elevated collaboration 
among the authors with multiple country publications. Concerning food security, India and 
China are moving to the modernisation agriculture phase. The agriculture economy of India 
comprises almost 50% of the country’s gross domestic product (GDP) and feeds up to 1.3 
billion human population (Jarial, 2022). Despite challenging technological development 
for a country like India (Jaishetty & Patil, 2016), this study’s findings revealed that Indian 
researchers actively explore the implementation of IoT technology in their agriculture 
industry to reshape the future of farming and meet the growing population, as well as 
increasing agriculture productivity. While in China, it is expanding the development of 
IoT in China and defining itself as a new economic growth engine with at least 9 billion 
interconnected electronics in China, with 24 billion devices anticipated by 2020 (Chen et 
al., 2014). Malaysia was in the top twenty, with five articles produced in single-country 
publications. The research on IoT and plant disease and insect pest study in Malaysia is 
currently being investigated by Malaysian scholars parallel to the active research institutions 
in developed countries (USA, Italy, Japan, Canada, Germany) and developing countries 
such as India, China and Brazil (Xie & Duan, 2020). However, the ranking might differ 
from time to time since the publication number and related information in the year 2021 
are not complete since the WoS database is updated daily.

The interaction and relationship between country, abstract and keywords based on 
the WoS database were visualised by the Sankey diagram in Figure 5. Each attribute 
component has a different colour and rectangular height, indicating the intensity or value 

Figure 5. Sankey diagram of publication title (left), country (middle) and affiliation (right) for the research topic
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of the summation of relations between attributes or elements. The shorter the rectangular 
of the attribute of elements represents low relations between each other and vice versa. 
The analysis revealed that the Asia region presented by India and China had more research 
institutions affiliated with IoT and plant disease and insect pest study publications compared 
to other countries. Among active research institutions on the list are Nanjing Agriculture 
University (China), Zhongkai University of Agriculture and Engineering (China), Sri 
Krishna College of Technology (India) and Anna University (India). Based on the published 
document title, the terms IoT, disease, detection, smart, monitoring, and internet were 
essential to generate the article’s title.

Keyword Co-Occurrence Analysis 

Figure 6 illustrates the visualisation of co-occurrence based on keywords. The keywords 
were presented in four selected slices: Internet of Things (IoT), precision agriculture, 
disease detection, and sensor. Co-occurrence analysis identifies hot topics and possible 
knowledge domains based on keywords extracted from the WoS database. IoT is one 
of the tools in smart agriculture that connect the sensors and environmental parameters 
through the internet and wireless sensor network (WSN). Various sensors are available 
and embedded into precision farming systems to capture environmental data (temperature, 
relative humidity, solar radiation, light intensity), media conditions (moisture content, pH, 
electrical conductivity), irrigation system indicators (water level, water flow rate, water 
quality parameters), soil fertility (nitrogen, potassium, phosphorus) and even image capture 
for crop monitoring status. The sensors are connected to a microcontroller like Raspberry 
Pi or Arduino through communication devices like Wi-Fi and Zigbee. The information 
collected from the agricultural field will be stored in the cloud for further analysis, data 
training and development of a decision support system. IoT technology and sensors act as 
a game-changer in gathering real-time soil and surrounding information for monitoring, 
controlling, prediction, and analysis (Rawi et al., 2020; Omar et al., 2020; Kim et al., 2018; 
Jawad et al., 2017). Farmers can use gathered data to use their land strategically, optimise 
agriculture activities, and use agrochemicals in controlled volume based on the collected 
data (Ratnaparkhi et al., 2020).

It can also be understood that IoT is not stand-alone technology used in smart farming 
and precision agriculture. Still, it has been integrated with various knowledge domains such 
as machine learning, deep learning, artificial intelligence and neural network at the decision-
making stage. As reviewed by Hassan et al. (2021), multiple promising technologies such 
as the Internet of Things (IoT), aerial imagination, WSN, multispectral, hyperspectral, 
deep learning, artificial intelligence (Al), and RGB camera could be widely implemented 
as early plant disease and pest detection in agriculture activities. Consequently, the search 
for precision agriculture using IoT-based technology together with other technology such as 
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mobile applications (Chavan et al., 2020), WSN (Uddin et al., 2018), deep learning (Nasir 
et al., 2021; Saleem et al., 2021; Sethy et al., 2021; Zhang, Rao et al., 2021; Ale et al., 2019; 
Gupta et al., 2019; He et al., 2019), machine learning (Kundu et al., 2021; Chavan et al., 
2020; Pawara et al., 2018; Patil & Thorat, 2016), aerial and remote sensing (Rochester et 
al., 2019) have become a key public strategy area of the study. In addition to IoT and other 
technological approaches, modelling techniques could be used to automate the identification 
and forecasting of plant diseases. Verma et al. (2018) have previously summarised the 
current techniques related to the statistical approaches based on IoT sensors and image 
processing for identifying and diagnosing tomato plant diseases. In the selected study, for 
example, Patil and Thorat (2016) developed an IoT monitoring system for grape diseases 
in its early stages by utilising a statistical model (Hidden Markov Model) to analyse IoT 
data. In addition, Materne and Inoue (2018) have estimated disease forecasting based on 
IoT data using a logistic regression algorithm.

Thus, the researchers have incorporated multiple IoT system architectures into their 
proposed IoT systems. Despite various sensors and microcontrollers in the market, different 
communication protocols also have been implemented in various IoT system architectures 
over the years. For instance, long-range (LoRa) communication has become integral to IoT 
and WSN. Ghazali et al. (2021) state that LoRa is one of the low-power wide area networks 
(LPWANs). In addition, the authors mentioned that LoRaWAN and LoRa are frequently 
confused and interchangeably used; LoRaWAN is the standard protocol for wide area 
network (WAN) communications, and LoRa is a WAN technology. In this present study, 
Varandas et al. (2020) and Kim et al. (2018) have integrated the LoRa communication 
network and WSN into their proposed IoT system due to its long-range transmission and low 
power consumption. The authors highlighted LoRa communication deployments because 
they could be considered a hot topic in relation to emerging IoT and WSN applications.

These technologies, including IoT, were chosen not just to increase efficiency in 
farming practices, but this alternative has the potential to act as a mediated technology in 
farming practices to recognise the plant disease and pests, which is promising in terms of 
gathering, investigating, transmitting, and dealing with all the sensed data to transform 
the data into actionable information (Nawaz et al., 2020). Despite existing agriculture 
practices, worldwide population growth, climate changes, and rapid urbanisation have 
driven the public and private sectors to engage in technological developments to tackle 
food security issues in the future. Additionally, IoT approaches significantly improved 
agricultural productivity, the quality of agricultural products, lower workforce expenses, 
enhanced growers’ income, and modernised agricultural activities (Xu et al., 2022).

In the context of plant disease, the application of IoT as a based technology is possible 
to be used for disease detection and recognition, disease diagnosis and identification, disease 
monitoring, disease controlling and disease prediction. For example, using IoT and machine 
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learning, disease prediction has become a powerful tool in identifying, classifying and 
recognising plant disease with the latest development and upgraded simulation software 
such as MATLAB and other software. The rapid growth of the internet and communication 
has also accelerated the research on insects and integrated pest management by detecting the 
insect, identifying them, and proposing the solution to overcome infection by introducing 
robotics and drones in precision agriculture. Ampatzidis et al. (2017) summarise robotic 
applications in plant pathology based on the integration of IoT and WSN. At the same 
time, the development of IoT technology can lead to beneficial applications for drones as 
well as Global Positioning Systems (GPS) and Geographical Information Systems (GIS). 
Therefore, the integrated-based IoT system could provide aerial crop monitoring and 
plant disease mapping. For instance, Shafi et al. (2020) have utilised IoT-based system 
technology and remote sensing to gather various information, including drone data, IoT 
data, multisource data integration, Vegetation Indices data, health maps, and IoT data maps.

Plant disease detection from crop images and agro-environmental variables has 
attracted considerable automation and mechanisation to simplify disease recognition. Khan 
et al. (2020) used an image processing framework for plant disease analysis in their IoT 
system, where the leaf disease detection analysis was applied using MATLAB simulation 
software. Due to the novel design of Wisekar as a generic centralised IoT respiratory for 
sensor networks, Sarangi et al. (2016) implemented the Wisekar concept to propose and 
implement a distributed Automated Crop-disease Advisory Service (ACAS). The authors 
incorporated Wisekar as a communication link between the advisory system and software 
to recognise plant disease. Furthermore, few scholars have established their plant disease 
machinery or platform, such as sCrop (Udutalapally et al., 2021), modified ride-NN 
(Mishra et al., 2021), Smart Palm (Koubaa et al., 2020), KrishiAl (Chavan et al., 2020), 
RiceTalk (Chen et al., 2019), FARM EASY (Ramesh et al., 2020), I2MS – Intelligent 
Insect Monitoring System (Sobreiro et al., 2019), PLANTAE (Hossam et al., 2018), and 
VineSens (Pérez-Expósito et al., 2017). Despite the plant disease mechanisation, Lin et 
al. (2019) proposed SensorTalk to detect sensor failures and semi-automatically calibrate 
ageing sensors automatically.

Figure 7 explains the evolution of trend topics based on the keywords and abstract. 
The straight line represents the timeline, whereas the circle size shows word frequency per 
year. The result interpretation can be made from a different angle. Based on the author’s 
keyword, the terms internet of things, deep learning, artificial intelligence, machine learning, 
and sensor proved to be among the trending term nowadays. Rice, grape, and cucumber are 
the commonly researched crops on the subject field based on a single word in an abstract if 
referring to the trend of more than two abstract words, agricultural devices such as sensors, 
uncrewed aerial vehicles, and support vector machines are the popular tools in plant disease 
detection together with precision agriculture practices primarily via internet communication.
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Thematic evolution of IoT and plant disease and insect pest study are represented in 
Figure 8. A thematic map is used to analyse themes on the words and placed in the quadrant 
based on development degree (density) and relevance degree (centrality). Density and 
centrality properties indicated the development and important degree of the topic (Agbo et 
el., 2021). There are four quadrants: quadrant 1 (motor theme), quadrant 2 (basic theme), 
quadrant 3 (niche theme) and quadrant 4 (emerging or declining theme). Quadrant 1 is 
characterised by high density and centrality, which means that the themes are developed 
and vital in the research field. Notably, from Figure 8, the neural network theme connected 
to the components of machine learning, convolutional neural, and disease prediction is 
more developed in the literature, and it becomes a driving theme to the body of knowledge. 
Quadrant 2 is expressed by high centrality and low density. The themes of yield, crop disease 
and precision agriculture are considered basic and general topics transversal to the different 
research areas of the field. Quadrant 3 is described by the theme, which is a highly developed 
and isolated or niche area. The theme has low centrality (limited importance for the field) 
and high density (well-developed internal but unimportant external links). Thematic map 
reveals that wireless sensors (agricultural internet, sensor network, solar insecticidal) and 
monitoring systems (artificial intelligence, crop yield, environmental monitoring) are the 
niche themes for the topic studied. Integrating machine learning, artificial intelligence, deep 
learning, convolutional network, and sensor network with IoT technology for time series 
could help farmers to obtain detailed information about crop health (Shafi et al., 2020).

Figure 8. Thematic evolution of the field of IoT and plant disease and insect pest study based on words in 
abstract
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Quadrant 4 is drawn at the lower-left quadrant with low centrality and density. The 
theme could be an emerging or declining topic since it is weakly developed and marginal. 
Mobile application theme is expected to be emerging trends, and it is connected to plant 
health, IoT-based, modern technologies, IoT innovation and smart greenhouse components. 
Precision agriculture and wireless sensor themes are located at the border of the centrality 
line, indicating that wireless sensors have become a niche area of precision agriculture 
and can be used differently in crop monitoring systems through mobile applications. 
Furthermore, it is a promising technology supporting IoT approaches (Kavitha et al., 
2020). By connecting a network, farmers could retrieve real-time data via smartphones 
to help farmers with contingency plans or crop maintenance (Ali et al., 2020). Locally, 
Padi2U mobile app was developed by Roslin et al. (2021) to monitor paddy health status 
in a paddy plot study at Ladang Merdeka, Ketereh, Kelantan. Additionally, the authors 
highlighted that the future crop monitoring status using IoT and mobile apps is one of the 
effective ways for farmers to monitor and manage their crops.

CONCLUSION

The present study explored the knowledge mapping trends and identified the related hot 
topics on IoT application in plant disease and insect pest study worldwide via VOSviewer 
and R programming. Although a considerable amount of research is available in the target 
subject area, there is incomplete information on bibliometric analysis. Using bibliographical 
information extracted from peer-reviewed articles in the WoS database, research questions 
developed at the beginning stage of this study have been answered. Publication trends, 
knowledge growth and keyword co-occurrence analysis, were conducted to investigate 
and explore the current and future direction of the subject field. 

A few highlights can be drowned from this study. First, global IoT application 
publication trends in plant disease and insect pest studies have shown positive growth for 12 
years. This subject area is still an emerging topic with an annual scientific production growth 
rate of 48.74%. Second, the most productive country, such as India and China, produced 
52% of the scientific document in the studied field. Collaboration among different countries 
in publishing research articles increases the published materials’ visibility and quality. 
Third, integration between cross-multidisciplinary knowledge domains such as machine 
learning, deep learning, image processing, and artificial intelligence for crop monitoring 
and decision support systems can produce excellent crop yield and reduce dependency on 
human resources. For example, undiscovered research projects like the application of IoT 
in Fusarium wilt disease detection in bananas can be explored and further developed to 
become an effective monitoring system. Besides, the relationship between soil properties 
and environment parameters by sensor and IoT approach is interesting to be investigated 
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as it considers the media conditions and relates to soil and plant health. The application 
and development of such a system are relevant to future food demand, food security and 
climatic change adaptation. 

The main limitation of the present study is the selection and attention to certain 
aspects of bibliometric analysis, which are highly related to research questions. There 
are still different angles or directions of data analysis, such as comprehensive conceptual, 
intellectual and social structure analysis, that should be addressed for future research. This 
study also focuses on full research articles in the WoS database, where other documents 
such as review articles, book chapters, and other publication types are not considered. The 
main barrier to getting and combining different databases is difficulty integrating different 
databases since some of the recorded methods vary between database providers. Different 
bibliographical information processed by different visualisation software will produce a 
different interpretation. Therefore, it would be interesting if future scholars could identify 
and resolve the knowledge gap in future publications.
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ABSTRACT

Oil palm shell (OPS) in concrete is well studied as an alternative material of fine aggregate 
in concrete, as a way to use agricultural waste, and helps to contribute to environmental 
sustainability and economical construction cost. However, OPS addition will lead to lower 
properties of the concrete, and much research focuses on treating the OPS to overcome it. 
Many previous works focused on replacement without examining the effect of different 
particle sizes of OPS. Hence, this study focuses on the performance of concrete with 
different particle sizes of OPS as sand replacers in concrete at 25% and 50%. The physical 
and permeability properties of concrete prepared with OPS particle sizes in the ranges 
between 600μm to 4.75mm (L), 300μm to 1.18mm (M), and of less than 600μm (S) and two 
different percentages of 25% and 50% by weight as sand replacement are examined. More 
than 200 cubes, cylinders, and prisms were tested to determine their physical, mechanical, 

and permeability properties. The workability 
was measured by the slump height, the 
mechanical properties by the compressive 
strength test, flexural strength test, splitting 
tensile test, ultrasonic pulse velocity (UPV) 
test, and rebound hammer test. While 
the permeability properties by the water 
penetration test, sorptivity test, and rapid 
chloride permeability test. The findings 
showed that increasing the particle sizes of 
OPS would reduce concrete’s physical and 
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permeability properties. The optimum OPS particle size for structural concrete grade 30 
is less than 600μm. With OPS particles of 600um, green concrete using OPS can be made 
for medium to low-strength applications in the construction industry.

Keywords: Different sieve size, oil palm shell (OPS), permeability properties, physical properties, sand 
replacement, sustainability 

INTRODUCTION 

Malaysia is the second-largest oil palm producer in the world, producing more than 
52% of the world’s total palm oil (Tripathi et al., 2015). Malaysia’s oil palm tree land 
area has grown from 54,000 hectares in 1960 to 5.90 million in 2019 (Ting et al., 2020). 
At the same time, this industry generates an increasing number of by-products that are 
disposed of as waste. OPS is a by-product of palm oil mills produced after the fruit’s oil 
is extracted. Using this substance as one of the mixing ingredients in concrete would 
increase the waste’s functionality, reducing the quantity of OPS, which would otherwise 
end up in landfills. The open burning of OPS to eliminate solid waste also contributed to 
environmental pollution. The construction industry, on the other hand, is developing at 
a fast pace, and the demand for concrete for construction has greatly increased (Qasem 
et al., 2021). The high demand for concrete in construction leads to natural resource 
depletion, particularly sand. The sand formation takes thousands of years of erosion and 
rock breaking down, but it is used relatively quickly. In 2012, the yearly aggregate usage 
was predicted to be between 25 and 29 billion tonnes, with demands expected to reach 
50 billion in 2019 (UNEP, 2019). The extensive usage of natural sand has negatively 
impacted the environment and ecosystem, threatening species (Sutherland et al., 2017). 
Numerous studies have been carried out on recycled materials for replacing aggregates 
in concrete to overcome these issues. 

Substitution of aggregates with agricultural waste is an environmental-friendly option 
as agricultural waste is a type of sustainable material. Since OPS is cheap and easily 
available in Malaysia, it can replace the aggregate (Rahman et al., 2020). Huda et al. (2016) 
stated that the utilization of OPS as a replacement for the aggregates in concrete could 
solve the issue of natural aggregate depletion and air pollution resulting from the aggregate 
production process. Moreover, according to Olanipekun et al. (2006), the substitution of 
the aggregate with OPS has the potential to reduce the cost by 42%. The cost of concrete 
production is a crucial component in construction as it influences the construction cost 
of a project. In the last decade, extensive work has been conducted on using OPS as a 
replacement for the coarse aggregate in the production of concrete (Mo et al., 2017; Mannan 
& Ganapathy, 2002; Mannan & Ganapathy, 2004). 
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Maghfouri et al. (2018) reported on the performance of concrete containing different 
percentages of OPS to replace the coarse aggregates with percentages from zero to 100% 
with an interval of 20%. The authors reported that the percentage of OPS should not exceed 
60% of the total volume of coarse aggregate. At the same time, Mo et al. (2015) studied the 
performance of concrete mixes containing the OPS as coarse aggregate lightweight concrete 
with different percentages of ground granulated blast slag (GGBS) on the mechanical and 
bond properties of OPS concrete (OPSC). The findings demonstrate that although a higher 
GGBS percentage reduced strength, the OPSC with GGBS as a 60% cement replacement 
material had compressive and splitting tensile strengths of 25 and 2.3 MPa, respectively, 
which were higher than the minimum stated strength required for lightweight structural 
concrete. 

Mannan et al. (2006) investigated several pre-treatment techniques for increasing 
the quality of OPS aggregates to achieve higher OPSC strength. Their techniques were 
comparable to how wood is treated with preservatives. The authors achieved OPS concrete 
with compressive strength of 33 MPa, around 39% greater than the control concrete (with 
untreated OPS aggregate). However, no specific grading of OPS is recorded. Similarly, 
Nadh et al. (2021) also found that OPSC prepared with treated OPS exhibited higher 
strength than concrete with untreated OPS. Besides, the SEM images showed fewer gaps 
between the treated OPS and the cement matrix, which refer to better bonding between 
the constituents of the concrete.  

The literature shows that several investigations on OPSC have been conducted, 
particularly for lightweight structures. However, there was insufficient information about 
the effect of grading the OPS particles on the mechanical characteristics, permeability, unit 
weight, and other attributes of the OPSC when utilized as a partial replacement for the 
fine aggregates. Studies mainly focused on the impacts of OPS content, the pre-treatment 
methods, curing conditions, and adding supplementary cementitious materials like the 
GGBS and fly ash. 

The grading of the particles is one of the most important factors in evaluating the sand’s 
quality. It directly impacts workability and paste requirements and may have an economic 
impact. Guan et al. (2020) reported that the size of sand particles significantly affects the 
strength and permeability of concrete. 

The novelty of this work is to study the effect of OPS percentage and grading on the 
engineering properties of the concrete using this by-product as a partial replacement for the 
sand. Hence, the impact of OPS percentage and grading on various properties of OPSC was 
examined and compared with the control mix prepared with normal sand. The proportions 
of OPS with sizes ranging between 600μm to 4.75mm (L), 300μm to 1.18mm (M), and of 
less than 600μm (S) were used to form three categories of gradings.  
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MATERIALS AND METHOD 

Materials

Cement, OPS, water, and aggregates produce concrete. All materials are carefully selected 
in accordance with the rules of practice that apply to all materials. Ordinary Portland 
Cement (OPC) is used to produce the samples, which are widely available locally. The 
coarse aggregates used in this research were with a maximum size of 10mm and a specific 
gravity of 2.7, while the specific gravity of the fine aggregates was 2.58. For this research, 
the OPS is sieved using a shaker machine according to their respective ranges of sizes of 
600μm to 4.75mm, 300μm to 1.18mm, and less than 600μm forming three categories of 
gradings. The water absorption and the specific gravity of OPS were 25.31% and 1.14, 
respectively. 

Mix Proportions and Preparation of Concrete

Seven batches of concrete mixtures were prepared. Variables in each mix are the percentage 
of OPS replacement, which are 25% and 50%, and the particle size of the OPS, between 
600μm to 4.75mm, 300μm to 1.18mm, and of less than 600μm. The description of each 
batch of concrete is tabulated in Table 1. 

The proportion of the coarse aggregates, fine aggregate, cement, and water is determined 
using British Mix Design Method (DOE Method) with a design concrete characteristic 
strength at 28 days is 30 N/mm2, while the target slump height is in the range of 30mm to 
60mm. Table 1 displays the mixed proportions of concrete materials with various ratios of 
sand replacement in OPS concrete. The 0% replacement is the control sample.

 In the mixing process, the aggregates and the OPS were dry mixed for 4 minutes, and 
then the OPC was added and mixed for another 3 minutes. After that, the required water 
was added and mixed for 6 min before being poured into oiled moulds and vibrating. In 
total, more than 200 cubes, cylinders, and prisms were made using different batches of 

Table 1
Mix Proportions in kg/m3

Mix ID
OPS 

percentage 
%

Range of OPS 
particle size Cement Water Coarse 

aggregate Sand OPS

OPSC 0 0 - 390 230 1130 660 0
OPSC L25 25 600μm to 4.75mm 390 230 1130 495 165
OPSC M25 25 300μm to 1.18mm 390 230 1130 495 165
OPSC S25 25 less than 600μm 390 230 1130 495 165
OPSC L50 50 600μm to 4.75mm 390 230 1130 330 330
OPSC M50 50 300μm to 1.18mm 390 230 1130 330 330
OPSC S50 50 less than 600μm 390 230 1130 330 330
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concrete. Three repetitive samples were prepared for each test, and average testing results 
were calculated. 

Sample Preparations

A total of 63 concrete cubes with dimensions of 100 mm were prepared to determine 
the compressive strength at 7, 28, and 56 days. For the tensile strength, sorptivity, and 
chloride tests, 84 concrete cylinders with dimensions of 100 mm × 200 mm were prepared. 
Furthermore, 21 concrete prism beams of 100 mm × 100 mm × 500 mm dimensions were 
cast for flexural strength test at 28 days. In order to determine the water penetration depth 
under pressure at 28 and 56 days, 56 big cubes of 150mm dimensions were also prepared.  

Test Method

The workability of the fresh concrete was performed using the slump test according 
to ASTM C1437, as displayed in Figure 1(a). The compressive, flexural, and tensile 
strength tests were conducted following BS EN 12390-3 (2009), BS EN 12390-5 (2009) 
BS EN 12390-6 (2009),  respectively, as shown in Figures 1(b), 1(c) and 1(d). For the 
Non-Destructive Tests (NDT), the UPV and the rebound hammer tests were performed 
according to ASTM C597-09 (2010) and ASTM C 805-02 (2002) guidelines, respectively, 
as presented in Figures 1(e) and 1(f). For the durability properties, BS EN 12390-8 (2009), 
ASTM C1585-13 (2013), and ASTM C1202 (2012) were followed to conduct the water 
penetration, sorptivity, and rapid chloride permeability test (RCPT) tests, respectively, as 
shown in Figures 1(g) and 1(h).    

RESULTS AND DISCUSSION

Slump 

The slump test is used to examine the fresh concrete’s consistency and workability. The 
slump is set to fall from 30mm to 60mm. The slump height of various mixtures is presented 
in Figure 2. The inclusion of OPS in the mixtures decreased the workability by 34%. 
The slump height of the mixes containing OPS decreased gradually with increasing OPS 
percentage; however, including finer particles of OPS increased the slump.

The percentage of sand replacement in concrete with OPS influences the slump height. 
The highest slump of OPS concrete is 55 mm for the mixtures prepared with 25% OPS, 
while the lowest was obtained when the percentage of OPS increased to 50%. This trend 
might be associated with OPS’s increased water absorption capacity when a higher amount 
is included in the mixtures. The decreasing slump height of OPS concrete with the increment 
in the OPS percentage is in line with Khan et al. (2016), who observed a decline of 44% 
in slump height of concrete with OPS when the percentage increased from 10% to 40%.
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Figure 1. Test setup of (a) slump, (b) compressive strength, (c) flexural strength, (d) splitting tensile strength, 
(e) UPV, (f) rebound hammer, (g) water penetration, and (h) RCPT

(a) (b) (c)

(d) (e) (f)

(g) (h)

The results also show that increasing the particle size of the OPS decreased the 
workability of the concrete mixtures. OPSC with smaller particle sizes (OPSC S25, OPSC, 
and S50) achieved a higher slump than OPSC with a larger particle size (OPSC L25 and 
OPSC L50) of all percentages. It could be justified by the fact that decreasing the OPS 
particles increased the packing of concrete and decreased the amount of entrapped air. 
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Density

The density was measured by the dried density method. Concrete density is the ratio of 
weight to its unit volume. Concrete with a density of lower than 2000kg/m3 is lightweight 
concrete (LWC), while concrete with a density of 2400 kg/m3 is normal-weight concrete 
(NWC) (Teo et al., 2006). Figure 3 shows the average density of all concrete mixes at 28 
days. The density of concrete decreased with the inclusion of OPS. Besides, increasing the 
percentage of OPS from 25% to 50% resulted in a higher reduction because the specific 
gravity of OPS is half of the sand, which is 1.14 and 2.58, respectively. Replacing the sand 
with OPS in concrete increased the void content of the mixture. Similar findings of density 
reduction were achieved by Babafemi & Olusola (2012), who reported that densities of 
concrete samples with 100% sand and 25% palm shell ranged between 2000 and 2400 kg/
m3, respectively classifying them as NWC. However, at 50%, 75%, and 100% palm shell 
replacement levels, the density values were between 1340 and 1900 kg/m3, classifying 
them as LWC.

Figure 3 shows that the concrete changed from NWC for 25% OPS concrete to LWC 
for 50% OPS concrete due to the higher percentage of OPS with low specific gravity and 
higher porosities. 

In terms of the grading effect, the findings show that increasing the particle size of 
the OPS decreased the density of the OPSC mixtures. OPSC with smaller particle sizes, 
OPSC M25, and OPSC S25 are considered NWC, while the other mixes are categorized 
as LWC. The lower density of OPSC with larger particles could be attributed to the air-
entrapping impact, causing the formation of tiny air bubbles in the concrete structure 
(Abbas et al., 2022).

Figure 2. Slump height of concrete mixtures
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Compressive Strength 

The average compressive strength of mixes is presented in Figure 4. The control specimen 
(OPSC 0) achieved the design concrete compressive strength of 30 MPa. The strength of 
concrete increases as the days of curing increase, except two mixtures exhibited a decrease 
in strength at 56 days compared to their values in 28 days, which are OPSC M50 and OPSC 
S50 mixes. The dimensional instability due to the high water absorption capacity of the OPS 
particles during curing contributes to this strength loss. It is evidenced by the high water 
absorption of OPS found in this study, which was 25.31%. As a result, the bond strength 
between OPS and the surrounding concrete matrix is weakened (Momoh & Osofero, 2019).

The compressive strength of OPSC is lower than the control sample at all testing ages. 
Also, an increasing percentage of OPS as a sand replacement caused a higher reduction in 
strength. A similar trend has been reported by other researchers (Muthusamy et al., 2013), 
confirming the best performance of concrete with 25% OPS. Mannan & Ganapathy (2002) 
also reported that the compressive strength development in concrete mixtures prepared with 
OPS was almost 49%–55% lower than in the reference sample. The compressive strength 
is affected by porosity. The OPS concrete showed a lower density (Figure 3), indicating a 
larger porosity than the control concrete, thus, lower compressive strength. 

Figure 4 also shows that increasing the OPS particle size at both replacement 
percentages decreased the OPS compressive strength of the OPSC. The OPSC with finer 
particle size achieved higher compressive strength at all ages (OPSC S25 and OPSC S50). 
It could be attributed to finer particles’ better filling and packing features (Lim et al.,  2013). 
For OPSC with 25% of sand replacement, the compressive strength of OPSC S25 is the 
highest, while the compressive strength of OPSC L25 is the lowest. A similar trend for 
OPSC with 50% sand replacement can be observed. 

Figure 3. Average concrete density at 28 days
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In this research, all batches of OPSC with 25% sand replacement achieved the minimum 
structural concrete compressive strength of 17 MPa. While for OPS concrete with 50% sand 
replacement, the compressive strength of OPSC M50 and OPSC S50 is higher than 17 MPa. 
Only OPSC L50 does not achieve the minimum structural concrete compressive strength. 

 Thus, these findings indicate that the value of the compressive strength of OPSC highly 
depends on the percentage of the OPS in the mixtures in addition to the OPS particle size. 
The maximum amount of sand replacement in OPS concrete while achieving the structural 
concrete compressive strength is 50%, provided that small OPS particle sizes are used.

Figure 4: Average concrete compressive strength
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The results are also analyzed by a two-way Analysis of Variance (ANOVA). The 
analysis used the composite strength as the dependent variable during the OPS and time 
as the explanatory variable. This statistical technique examined the effect of OPS and time 
and their interaction on the composite strength. An interaction effect happens when one 
explanatory variable’s effect relies on another’s level. Additionally, a post hoc Tukey test 
was utilized to detect significant differences between the levels of explanatory variables. 
The analysis results are in Table 2, indicating significant main effects of both the OPS 
and time on the composite strength at the significance level of 0.05. Also, a significant 
interaction effect was found between the OPS and time, suggesting that the differences in 
the effect of OPS depend on time (Figure 5). 

Table 2
The effects of OPS and time on the composite strength

Source Sum of Squares Degree of Freedom Mean Square F-value Level of Significance
OPS 2406.77 6 401.13 199.53 P < 0.01

TIME 548.75 2 274.38 136.48 P < 0.01
OPS*TIME 104.01 12 8.67 4.31 P < 0.01
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The boxplot in Figure 6 shows no 
significant difference between OPSC0 and 
OPSCS25, as well as between OPSCM50 
and OPSCS50. The boxplot indicates 28 
days has no significant difference compared 
to 56 days (Figure 7). The post hoc Tukey 
test also supports these results. It means 
replacing 25% of 600μm fine particles of 
sand with OPS and 50% of less than 600μm 
to 1.18mm sand particles with OPS gives 
no significant differences in strength. It 
also proves that replacing 25% of sand with 
small particles of OPS will give similar 
strength. While at 50% replacement, small 
and medium particles of OPS give the same 
reduction effect to the strength.

Figure 7. Boxplot of composite strength against time

Figure 5. Interaction effect between OPS and time

Figure 6. Boxplot of composite strength against OPS

40.00

35.00

30.00

25.00

20.00

15.00

10.00

7 days 28 days 56 days

Estimated marginal means of STRENGTH

Es
tim

at
ed

 m
ar

gi
na

l m
ea

ns

Time

OPSC 0
OPSC L25
OPSC M25
OPSC S25
OPSC L50
OPSC M50
OPSC S50

OPSC 0 OPSC 
L25

OPSC 
M25

OPSC 
S25

OPSC 
L50

OPSC 
M50

OPSC 
S50

Batch

40.00

35.00

30.00

25.00

20.00

15.00

10.00

St
re

ng
th

OPS Time

40.00

35.00

30.00

25.00

20.00

15.00

10.00

St
re

ng
th

7 days 28 days 56 days

Splitting Tensile Strength

The average splitting tensile strength is shown in Figure 8, and the relative changes in 
the strength of other concrete mixes than the control mixture are presented in Table 3. 
The results show that the tensile strength values range from 1.50–2.75 MPa. Besides, the 
samples containing OPS exhibited a loss in tensile strength ranging from 12% to 45% than 
that of the control sample (Table 3). 
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Similar to compressive strength results, including the OPS in the concrete mixtures 
decreased the tensile strength of the concrete. The tensile strength of OPSC S25 was 
close to that of the control specimen, which was 2.42 MPa. At the same time, the concrete 
samples containing 50% OPS recorded the lowest splitting tensile strength of 1.50 MPa. 
The reduction in strength is due to the porous nature of OPS that allows micro-cracks to 
spread during testing; hence lower strength is recorded (Karakoç et al., 2016). Alengaram 
et al. (2010) also reported that the concrete samples prepared with OPS achieved 30% 
lower tensile strength than that prepared with normal aggregates. The authors attributed the 
strength reduction to the weaker bond between the OPS particles and the concrete matrix. 

Figure 8. Average splitting tensile strength at 28 days

Table 3
Relative change in compressive, splitting tensile and flexural strength of concrete mixes

Batch Compressive strength (MPa) Splitting Tensile Strength (MPa) Flexural Strength (MPa)
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(-)
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The results also show that decreasing the particle size of OPS enhanced the tensile 
strength for both percentages of OPS. For OPS concrete with 25% of sand replacement, 
OPSC S25 gained the highest splitting tensile strength with a strength reduction of 12%, 
while the OPSC L25 achieved the lowest splitting tensile strength and highest strength 
reduction of about 25%. OPS concrete with 50% sand replacement demonstrated a similar 
pattern. Hence, it shows that higher splitting tensile strength can be achieved when a smaller 
particle size of OPS is used in concrete. 

Flexural Strength

The flexural strength of different concrete mixes is presented in Figure 9. The results show 
that replacing sand with OPS decreased the flexural strength of concrete, and increasing 
the OPS percentage caused a further reduction. A reduction of about 8.6%–24.5% and 
28.9%–44.0% are recorded when 25% and 50% of OPS were included, respectively, as 
presented in Table 3 above. Although OPSC S50 has double the amount of sand replacement 
than OPSC S25, the strength reduction is three times higher, 28% and 8.6%, respectively. 
At the same time, the flexural strength reduction of OPSC M50 is 39% which is two times 
lower than OPSC M25 of 17%. The strength reduction is due to the weak interfacial bond 
between the binder and the OPS when a higher percentage of OPS is included in the 
mixture. As a result, flexural load-initiated cracks in the weaker location at the interfacial 
zone, resulting in flexural failure.

From the aspect of the OPS particle sizes, the results indicate that decreasing the 
particle size of the OPS increased the flexural strength by 21% and 27.23% for OPS with 
25% OPS and 50% OPS concrete, respectively, for concrete samples prepared with 25% 
OPS, the highest value of flexural strength is attained by OPSC S25, which is 4.20 MPa, 

Figure 9. Average flexural strength at 28 days
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while OPSC L25 achieved the lowest flexural strength, with a value of 3.47 MPa. OPS 
concrete with 50% sand replacement demonstrated a similar trend. The smaller particle 
of OPS in concrete can bond more effectively with the other concrete materials, which in 
turn aids in increasing the concrete flexural strength for resisting the applied tension. Thus, 
the smaller particle sizes of OPS are suitable for replacing sand in concrete as it does not 
reduce flexural strength.

Ultrasonic Pulse Velocity (UPV)

Ultrasonic Pulse Velocity (UPV) test is conducted to evaluate the quality of concrete, 
including its uniformity and the presence of cracks. Figure 10 displays the average UPV 
readings of specimens at 28 days. The results show that all the mixes are good quality 
concrete with UPV values between 3650m/s–4099m/s (Awal & Mohammadhosseini, 
2016). Using OPS to replace the sand has decreased the UPV values of the samples. The 
replacement of sand with 25% of fine OPS (OPSC S25) produces an insignificant impact 
on the UPV results of less than 6%. Hence, it shows that decreasing the particle size of 
OPS impacts compactness positively and increases the UPV values to a certain percentage. 
OPSC S25 and OPSC M25 attained UPV of 4288m/s and 4245m/s, respectively, which 
are very close to the control sample. 

However, further increases in the OPS percentage to 50% decreased the UPV values. 
This reduction in velocity is often attributed to the presence of microcracks in the samples, 
which decrease the homogeneity of the concrete. Besides, the porous features of OPS 
aggregate that are unable to create a good bond with the binder for the development of a 
highly packed concrete structure contribute to the reduction of UPV readings. The lack 

Figure 10. Average UPV of concrete at 28 days
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of a strong interlocking action results in the formation of voids has resulted in a reduced 
pulse travel rate of UPV. Figure 11 displays the correlation between compressive strength 
and UPV, showing an average coefficient (R2) of 0.89. 

Figure 11. Relationship between compressive strength and UPV
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The other NDT test for concrete is the rebound hammer, tested to evaluate the concrete 
uniformity and quality in terms of its surface hardness at 28 days. The findings are illustrated 
in Figure 12. The OPS concrete displayed a lower rebound number than the control sample. 
Besides, the rebound number of OPSC concrete with 25% sand replacement ranges from 
24 to 29, while samples with 50% OPSC range from 18 to 23. 

Figure 12. Average rebound number of concretes at 28 days
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When smaller particle sizes of OPS are used, concrete density is higher, producing 
higher surface hardness concrete, i.e., rebound number. It is also observed that smooth 
surfaces of OPS affected the bonding between the cement matrix and OPS, which increased 
the porosity and reduced the surface hardness, i.e., the rebound number of concretes. The 
results show that all mixes attained higher than 20, an average rebound number accepted 
for structural application, except OPSC L50, which is 18.

The correlation of rebound number, UPV, and compressive strength is illustrated in 
Figure 13. The rebound number exhibits a positive relationship with compressive strength 
and UPV. It is also observed that the concrete compressive strength evaluated through 
the rebound hammer test is lower than the compressive strength measured through the 
compressive strength test. The percentage difference between the compressive strength 
values measured through the rebound hammer test and the compressive strength test is 
shown in Table 4. The differences between the compressive strength values measured from 

Figure 13. Correlation of rebound number with compressive strength and UPV
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both tests range from 6.67% to 16.07%. The average compressive strength of concrete 
estimated through the rebound hammer correlation curves is lower than its actual value. 
However, the rebound hammer test still serves as a quick method to assess the concrete 
compressive strength, where concrete with a higher rebound number indicates that the 
concrete has a higher surface hardness. Hence, it can resist a higher amount of compressive 
force without failure.

Water Penetration Depth

The strength of concrete predominantly relies on the water capacity to infiltrate the solid 
microstructure, also known as permeability (Manjunath et al., 2019). The findings of water 
penetration depth under the pressure of the OPSC 0, concrete with 25% and 50% of OPS 
after 28 and 56 days are presented in Figure 14. All concrete show a similar trend: the 
water penetration depth increases from the 28th to the 56th day. The comparison of values 
indicates that the lowest penetration depth is obtained in the control specimens, and the 
penetration depth increases with increasing the percentage of OPS.

At 28 days, the control sample OPSC 0 and OPSC S25 obtained the lowest penetration 
depth of 31mm and 33mm, respectively. As the OPS replacement percentages increased, 
the water penetration depth increased. Higher percentages of OPS are associated with larger 
interconnected pores that produce a high surface area and allow more water penetration, 
and this effect is observed to be more severe with increasing time. Khan et al. (2016) found 
a similar phenomenon for concrete containing OPS, where increasing the OPS percentage 
from 10% to 40% as coarse aggregate replacement increased the water absorption of the 
concrete from 1.48% to 4.75%. 

Figure 14. Water penetration test at 28 days and 56 days
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In terms of OPS particle size, decreasing the particle size of OPS leads to better 
results in terms of water penetration. For the 25% replacement of OPS, the values of 
depth obtained for the sizes OPSC S25, OPSC M25, and OPSC L25 are 33mm, 40mm, 
and 58mm, respectively, while for the 56th day, the depths were 36mm, 51mm, and 60mm 
respectively. It could be attributed to the enhanced packing of OPS concrete with finer 
particle size. The 50% replacement of sand with OPS shows poor bonding between OPS 
and the matrix, allowing more water to penetrate the sample. It also witnesses more voids 
forming between the particles and cement matrix, hence providing a higher level of water 
permeability, as shown in Figure 14.

Sorptivity Test

One of the essential characteristics that determine the durability of concrete is the sorptivity 
(rate of water absorption), which refers to the ability of concrete to absorb and transmit 
water and other fluids by capillarity action. The sorptivity results after 28 and 56 days are 
displayed in Figures 15 and 16, respectively. 

The results demonstrated that concrete samples prepared with OPS showed a higher 
water absorption rate than the control sample. Besides, the mixes prepared with 25% OPS 
exhibited lower water absorption than that with 50% OPS at the same grading, which aligns 
with the findings obtained from the water permeability test. The sorptivity levels for both 
produced a slight increase trend when time increased. Mannan and Ganapathy (2002) 
observed a similar pattern: the OPS mixes showed higher water absorption capacity than 
the control sample. The authors concluded that this behavior is due to the high absorption 
capacity of OPS particles, which increased the porosity of the concrete sample. 

Figure 15. Water absorption versus square root of time at 28 days
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The sorptivity level for OPSC M25 and OPSC L25 is higher than that of OPSC S25. 
It shows that when the size range increases, the sorptivity level also increases. It is similar 
to the results by Teo et al. (2007). According to Figure 16, the rate of water absorption at 
56 days was similar to the results of 28 days for 25% and 50% OPS replacements. The 
sorptivity level for all mixes slightly increased until 120 minutes and remained constant 
afterward. The sorptivity level for OPS concrete with larger particle sizes was greater than 
those with smaller particles for both percentages of OPS. The lowest value of sorptivity 
level was achieved by using finer particles of OPS at both ages. 

Rapid Chloride Permeability Test

The RCPT findings of concrete mixtures are shown in Figure 17. The chloride resistance of 
concrete decreased when the sand was partially replaced by the OPS, especially with using 
50% of OPS. It is due to the increase in the internal connectivity of voids and capillary 
porosity in concrete produced with OPS.

Decreasing the particle size of OPS for both percentages showed about a 13% decrease 
in the total charge passed through the samples. OPSC S25, OPSC M25, and OPSC L25 
produced a charge of 2593, 2684, and 2729 coulombs, respectively. A similar trend has also 
been observed for 50% OPS concrete. This result indicates that the smaller particles of OPS 
have lower permeability because the matrix became well connected and produced more 
compact concrete, so the current passed through the concrete decreased. While for OPSC 
L25, the current increased because it contains high levels of porosity. The level of chloride 
ions in concrete depends on the internal pore structure (Joshi & Chan, 2002). Factors such 

Figure 16. Water absorption versus square root of time at 56 days
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as mixed design, construction methods, and hydration conditions can increase the pores 
in concretes. As discussed earlier in slump test results, the lowest quality of concrete 
consists of more pores and porosity levels. Therefore, a bigger range of 600µm–4.75mm 
size observed a high level of chloride permeability.

All the concrete mixtures used in this research are classified as moderate chloride 
ion permeability concrete (Akid et al., 2021). From the studies by Stanish et al. (1997), 
the lower the quality of concrete, the greater the current passed at a given voltage to the 
concretes. Thus, this shows the greater heat energy produced in the lowest quality concrete, 
which consists of the OPS range for a larger size of 600µm–4.75mm. 

Figure 17. RCPT results of concrete mixes
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CONCLUSION

Based on the experimental investigation, the following conclusion can be derived:
1. The partial replacement of the sand with the OPS decreased the workability of the 

concrete. Moreover, this reduction was higher for the samples containing larger 
particle sizes of OPS.  

2. Increasing the OPS percentages and its particle size decreased the density of the 
concrete. OPS concrete with 0% and 25% sand replacement can be classified as 
normal weight concrete (NWC), while OPS concrete with 50% sand replacement 
is categorized as lightweight concrete (LWC). A higher density is achieved when 
a smaller particle size of OPS is used.
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3. OPS concrete has a lower compressive strength than that of the control samples. 
However, the reduction in the strength can be overcome by including finer OPS 
particles due to the better compaction of the samples. OPSC S25 mix achieved 
a compressive strength of 30.33 MPa at 28 days, which was very close to the 
strength of the control sample.

4. The partial replacement of the sand with the OPS reduced the performance of 
concrete under the flexural and tensile loads. However, decreasing the particle 
size of the OPS increased the tensile and flexural strength by 18% and 17.38%, 
respectively, for OPS by 25% OPS. OPSC L50 achieved the lowest concrete tensile 
and flexural strengths of 1.5 and 2.57 MPa, respectively.

5. The UPV results indicate that all OPS mixes are characterized as good quality 
concrete with UPV values between 3650m/s–4099m/s.

6. The concrete with bigger particles with higher OPS percentage has more 
penetration depth. The sorptivity level also increased gradually when the dosage 
and size range increased. 

7. All the OPS concretes are classified as moderate chloride ion permeability in 28 
days. Decreasing the particle sizes and percentages of OPS improved the chloride 
resistance, and the lowest chloride permeability was achieved by using 25% OPS 
with a particle size of less than 600μ. 
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ABSTRACT
Poly(lactic acid)/poly(ethylene carbonate) (PLA/PEC) blends with a low ratio range of PEC 
contents were successfully prepared via the melt blending technique. The objectives of this 
study are to evaluate the effect of low content of PEC on the PLA and further characterize 
the blend using torque analysis, Thermogravimetric Analysis (TGA), Differential Scanning 
Calorimetry (DSC) analysis, Fourier Transform Infra-Red (FTIR) analysis, and mechanical 
properties. The PLA/PEC samples with different ratios, which is PLA98/PEC2, PLA96/
PEC4, PLA94/PEC6, PLA92/PEC8, and PLA90/PEC10, are selected in this research. 
The addition of PEC content in PLA reduced the torque value. The PLA90/PEC10 blends 
degraded first, and 5 wt% weight loss (Td5) of the PEC/PLA blends was decreased with PEC, 
which influences the thermal stability of the blends. The crystallinity of PLA has changed 
with the addition of 10% of PEC, resulting in the highest crystallinity up to 48.81%, thus 
influencing the toughness of the blends, giving the PLA a better modulus of toughness, 
and increasing the elongation at the break due to the plasticizing effect. Slight changes in 
the absorbance peaks of carbonyl and ether groups have confirmed the interaction between 
PLA and PEC even at a low loading of PEC. Due to the low loading of PEC content to PLA, 

the absorbance peak of PLA/PEC blends for 
the carbonyl group tends to shift towards a 
neat PLA peak. Thus, low PEC loading is 
strongly suggested as an alternative to PLA 
modification in various applications.

Keywords: Biodegradable, low loading, poly(ethylene 
carbonate), poly(lactic acid), polymer blend 
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INTRODUCTION

Polymers are large macromolecules containing “monomers,” which can be classed 
based on chain branching, molecular weight, functional groups, and physical properties. 
Synthetic polymers are common polymers, also known as “biopolymers” (Russell, 2003). 
Controversies about plastics production and usage are created due to synthetic polymer’s 
production and large-scale use. It is reported that only 10% of all plastic products 
have been recycled, and the majority of them end up in landfills or are assembled as 
waste in the environment (Geyer et al., 2017). According to research done by Fushimi 
& Gaffney (2014), up to 10 billion tonnes of garbage from plastics can be created 
worldwide every year. It is estimated that the time for decomposition of this plastic 
waste is 200-400 years. Reducing environmental waste leads to the interest in replacing 
plastic with more eco-friendly and biodegradable synthetic polymers. The potential 
solution to minimizing the pollution of plastic and controlling the carbon footprint is 
by using biodegradable plastic, which is produced by using biodegradable polyesters 
such as poly(hydroxyalkanoate) (PHA) and poly(lactic acid) (PLA). Poly(lactic acid) 
(PLA) is a common biodegradable thermoplastic polyester made from the monomers 
lactic acid and lactide by polycondensation and ring-opening polymerization (ROP) 
(Wang et al., 2017). PLA has several advantages, such as good physical and mechanical 
behavior, other than better clarity and barrier properties. However, the limitation of PLA 
comes into brittleness due to its low toughness, and it also has poor physicochemical 
and biodegradability properties that need to modify (Nofar et al., 2020). The methods 
for modification of PLA are chemical copolymerization, plasticization, and polymer 
mixture. The addition of thermoplastic polyurethane (TPU) improves mechanical 
strength, resistance impact, and shape memory property (Chen et al., 2017). Moreover, 
approaches to blending PLA with another type of aliphatic polycarbonate have caught 
the interest of many researchers. Aliphatic polycarbonate is biodegradable and has better 
strain hardening in mechanical properties that can help improve PLA properties. One 
of the attractive aliphatic polycarbonate types is poly(ethylene carbonate) (PEC). PEC 
is a biodegradable polymer made from carbon dioxide (CO2) reacting with epoxides 
through a copolymerization method, having strong biodegradability and biocompatibility 
(Ramlee & Tominaga, 2019a).

The most used technique in the preparation of polymer blending is physical blending 
by the extrusion technique. Melt blending of poly(lactide) (PLA) and poly(butylene 
succinate) (PBS) blends was used to create a new type of biodegradable material with 
high toughness and strength for fused deposition modeling (FDM) technology (Ou-Yang 
et al., 2018). Lyu et al. (2020) studied polymer blending for 3D printing applications 
combining poly (lactic acid) (PLA) and poly(butylene-adipate-co-tere-phthalate) (PBAT). 
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Polymer blends have also become the most popular thermoplastic filament materials 
for 3D printing technology. Alternative materials for 3D printing were produced using 
PLA, PBAT, and nano talc (Prasong et al., 2020). Other than that, the polymer blends of 
poly(lactic acid) and poly(butylene adipate-co-terephthalate) were examined by Pivsa-
Art et al. (2013), with the addition of poly(butylene succinate) (PBS) as a compatibilizer. 

The preparation of PLA/PEC blends using the melt blending technique still needs 
further investigation. The previous research study for this blend was done at the high 
ratio range for PEC using solvent-based casting. Their research study found that phase 
separation occurred in the PLA50/PEC50. Therefore, this study focuses on preparing 
PLA/PEC blends via the melt blending technique with the effect of low-loading PEC on 
the phase separation of the blends. Since the PEC has limited stock availability due to the 
high cost, the low loading of PEC has been used in the research. The characterizations, 
including the torque analysis, Thermogravimetric Analysis (TGA), Differential Scanning 
Calorimetry (DSC) analysis, Fourier Transform Infra-Red (FTIR) analysis, and 
mechanical properties of the PEC/PLA blends, were investigated.

MATERIALS AND METHOD

Materials

A commercial grade poly(lactic acid) (PLA), grade 3001D pellets (MFI: 22 g/10min) 
were used, and poly(ethylene carbonate) (PEC) (QPAC®25) with molecular weight, 
Mw=131,000 was purchased from Empower Materials, USA also being used. Both 
materials were used without chemical treatment for the preparation of the blends. Before 
processing, PLA pellets were vacuum dried at 60 ºC for 24 hours to eliminate the moisture 
content and weighed on a high precision scale. Both polymers were kept in a desiccator 
prior to the preparation of the blends.

Methods

The melt blending technique was used to prepare the samples of PEC/PLA blends. The 
PLA/PEC samples at different weight percentage ratios, PLA98/PEC2, PLA96/PEC4, 
PLA94/PEC6, PLA92/PEC8, and PLA90/PEC10, were premixed prior to melting blending. 
The melt blending method was prepared using Thermo Scientific (Haake Rheonix OS) 
with a temperature process of 150°C and 60 rpm for the speed of the screw. All blends 
were palletized using a granulator after the mixing process. By maintaining 4.29 g of the 
weight of each pallet’s samples, the samples were prepared by hot pressing technique 
(Model: ComeTech) at a temperature of 160°C for pre-heating and compressed and 50°C 
for a cooling process under 5 MPa pressure for 10 min. The film was kept in a desiccator 
before being analyzed.
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Characterization

Torque analysis is characterized using Thermo Scientific (Haake Rheomix OS) internal mixer 
for the melt blending technique. The multiple polymers, PEC and PLA, were mixed using 
rolls within a closed chamber. The thermogravimetric analyzer (TGA) was used to determine 
the degradation temperatures of the PLA/PEC blend film (Model: Mettler Toledo). The 
temperature was characterized by the mass of the sample being measured over time as the 
temperature changed. All film samples had the same dimensions of 5mm x 5mm x 3mm and 
were heated at 10°C/min from 30°C to 600°C. The thermal characteristics of the PLA/PEC 
blend film samples were measured using a Differential Scanning Calorimeter (DSC) (Model: 
Mettler Toledo). DSC was used to observe enthalpy changes in samples as a function of 
temperature or time due to changes in physical and chemical characteristics. It was subjected 
to DSC processes at temperatures ranging from -40°C to 200°C, with a heating rate of 10°C/
min. The blends’ value of glass transition temperature (Tg1) was determined using the heating 
method. The melting temperature (Tm) of PEC, PLA, and all PLA/PEC blend samples was 
observed using the temperature at the melting peak’s maximum values. The blends’ cold 
crystallization can also be determined by using DSC analysis. The crystallinity of PLA (Xc) 
is calculated using Equation 1, which is normalized by the PLA weight fraction (XPLA), 

     (1)

where ΔHm (J/g) is the melting enthalpy of PLA and ΔHo
m is the theoretical melting enthalpy 

of a 100 percent crystalline PLA, which is 107 J/g, according to Ramlee and Tominaga 
(2018). Fourier Transform Infra-Red (FTIR) Perkin Elmer (Model: Spectrum One) was used 
to observe the FTIR measurement of the PLA/PEC blends film samples. The FTIR readings 
were taken between 4000 cm-1 and 515 cm-1. The tensile strength of materials or all PLA/
PEC blends film samples was determined using Universal Tensile Machine Tinius Olson 
(Model: H50KT). The Universal Tensile Machine was fitted with a 2 kN load cell with ± 
0.5% accuracy with the design of the tensile specimens according to the ASTM D882-10. 
The crosshead speed for the tensile machine ranges from 1 to 500 mm/min. Therefore, the 
crosshead speed is set to 25 mm/min in this study. A sample from each blend was used to 
determine the tensile properties. The width of the sample was 25 mm, and the thickness 
was 0.3 mm, with an area of 7.5 mm2. After that, the elastic modulus was calculated in the 
stress-strain curve by taking the slope of the initial linear region.

RESULTS AND DISCUSSION

Torque Analysis

Figure 1 shows the mixing torque analysis as a function of time, and Figure 2 indicates 
the mixing torque as a function of the composition of PEC. 
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The torque for the blends develops significantly initially due to the input of PLA and 
PEC pellets into the mixer, then decreases due to the melting of the pellets, and finally 
remains rather constant, as shown in Figure 1. Zhang et al. (2020)  found a similar result 
in their research of the torque analysis since they found that the melting of PLA pellets 
and the addition of PUDA-co-BUDA are responsible for the initial peaks and abrupt drops 
on the torque curves. As demonstrated in Figure 2, the torque values for all blends were 
obtained based on Figure 1 at a constant time of 15 min (black circle). The torque value 
for all PLA/PEC blends dropped as the percentage of PEC in the blends increased. It is 
probably due to the friction caused by the increase in PEC composition, which resulted 
in a higher resistance on the rotor blades. It can be shown in Figure 1 that PLA96/PEC4 
mixed well at 7 min compared to the PLA94/PEC6, which mixed well at 10 min. The initial 
peaks and abrupt declines on torque curves show the melting of PLA pellets and adding 
PEC components to the blends. 

Based on Figure 2, the torque values decreased with increasing PEC content. According 
to Gigante et al. (2019), the trend of the torque reduced when the plasticizer, which is 
poly(butylene succinate) (PBS), was mixed with the PLA. It is also reported by Patti et al. 
(2020) that the torque value reduction by increasing cellulose composition by 35%, 55%, 
68%, and 77%, and the processing time recorded was 25 minutes. Due to the melting of 
PLA, the torque decreases dramatically, resulting in a fall in melt viscosity (Kamaludin 
et al., 2020). Thus, the selection processing time was 15 minutes which the PLA and PEC 
were thoroughly melted and uniformly mixed. According to Xie et al. (2019), PLA and 
polypropylene glycol (PPG) were melted entirely in the mixer after 15 to 20 minutes of 
processing. This behavior indicates that the torque will decrease when another material 

Figure 1. Mixing torque as a function of mixing time 
at 60 rpm and 150°C

Figure 2. Mixing torque as a function of the 
composition of PEC in the blends at 15 min
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is mixed with PLA, even though the processing time differs. The significance of torque 
analysis reveals that PEC can help process PLA, especially for mechanical processing such 
as extrusion to produce filament for 3D printing applications. 

Thermogravimetric Analysis (TGA)

The thermogravimetric analysis (TGA) curves for PEC/PLA blends are shown in Figure 
3, and the thermogravimetric data for all samples are listed in Table 1. Table 1 shows the 
temperature at 5 wt% weight loss (Td5) and the maximum decomposition temperature 
(Tmax) of the PLA/PEC blends. The 5 wt% weight loss (Td5) of the PLA/PEC blends 
was decreased with the added PEC. However, adding 6 wt% PEC to the PLA shows 
an insignificant decrease of Td5 from 244.39°C, showing by PLA98/PEC2, to 238.29°C 
showing by PLA94/PEC6, which is only 6°C. It is probably due to the PLA94/PEC6 
blend that maintains stability with the added 6 wt% PEC. The thermal stability of PLA is 
insignificantly affected by the addition of 6 wt% PEC. PEC shows lower thermal stability 
than PLA; therefore, the blends with a higher PLA content, PLA98/PEC2, show better 
thermal stability. Contrary to Wacharawichanant et al. (2019), it is reported that the 
addition of polyethylene co-polymer content to PLA could not enhance thermal stability. 
Even though the degradation temperature of polyethylene co-polymer shows a higher 
value of around 429.48°C, while PLA is at 337.82°C, when polyethylene co-polymer 
was added to PLA, the degradation temperature of this blend was found to be lower than 
PLA and polyethylene co-polymer which was 334.26°C. However, the increase of PEC 
content in the blends makes the sample degrade faster (Figure 3), and PLA90/PEC10 
was the fastest to degrade at 500°C compared to others blends fully. Similar results have 
been reported by Ramlee and Tominaga (2018), the addition of 10%, 30%, 70%, and 
90% of PEC to PLA reducing the temperature 5% weight loss (Td5) with the Td5 for pure 
PLA and PEC was 294°C and 198°C, respectively. 

The maximum decomposition temperature (Tmax) obtained from derivative weight 
loss (DTG) diagrams was used to determine the thermal stability of the PLA/PEC blends. 
The decomposition temperature is the temperature at which the maximum rate of weight 
loss occurs (Yayshahri et al., 2019). According to Ramlee and Tominaga (2018), PLA 
can improve the thermal stability of the PEC. PLA98/PEC2 and PLA96/PEC4 have only 
one value for Tmax, indicating that PLA decomposes in a single step, with decomposition 
temperatures of 364.83°C and 364.87°C, respectively. Adding 2% and 4% of PEC to PLA 
shows no separated degradation since the difference between PEC and PLA degradation 
was insignificant. According to Table 1, with the addition of 6 wt% of PEC composition, 
the PLA and PEC start to decompose separately, causing the degradation of PEC to occur 
at a lower temperature than the one showed by PLA92/PEC8 and PLA94/PEC6, which 
around 320°C to 330°C.
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Differential Scanning Calorimetry (DSC) Analysis

Using Differential Scanning Calorimetry (DSC), the glass transition temperature (Tg), 
degree of crystallinity of PLA, and melting temperature (Tm) of PLA/PEC blends made by 
the melt blending process were determined. The observed value of Tg is usually explained 
by the strong molecular chain mobility of polymers above Tg and the significantly reduced 
chain mobility of polymers below Tg (Ramlee & Tominaga, 2018). As in the characterization 
section, the degree of crystallinity (Xc) is computed using Equation 1. Table 2 shows the 
DSC data for PLA/PEC blends, Figure 4a indicates the DSC curve of the blend, and Figure 
4b shows the melting temperature curve of the blend. The red circle allocated at the curve 
in Figure 4b refers to the melting temperature peak for each blend. Table 2 and Figure 4b 
show that when PEC is added to PLA, the melting temperature of the PLA/PEC blends 
does not vary significantly. Ramlee and Tominaga (2019b) also reported that for the melt-
quenched PEC/PLA technique, the melting temperature of PLA crystals is unaffected by 
the presence of PEC. Other than that, according to Sonseca et al. (2020), Tm values were 
not showing any significant difference for PLA/OLA blends, where OLA stands for lactic 

Figure 3. TGA curves for PLA/PEC blends
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Table 1
Thermogravimetric data for PLA/PEC blends

Sample Td5 [°C] Tmax of PEC [°C] Tmax of PLA [°C]
PLA98/PEC2 244.39 364.83 364.83
PLA96/PEC4 224.39 364.87 364.87
PLA94/PEC6 238.29 330 364.53
PLA92/PEC8 222.47 320 362.80
PLA90/PEC10 220.64 331.69 370
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acid oligomer with the addition of chitosan-based silver nanoparticles (AgCH-NPs). The 
result for melting temperature obtained by Tao et al. (2017) shows the melting temperature 
was 167°C for both PLA filament and the composite of WF/PLA can clarify that adding 
any materials to pure PLA will not cause any different changes in melting temperature of 
the blends. 

The glass transition temperature of a composite is determined by its molecular properties, 
composition, and compatibility (Tao et al., 2017). According to Table 2, adding 6%, 8% 
and 10% of PEC decreased Tg values for PLA from 59°C to 56°C. Adding PEC from 6% to 
10% leads to this reduction related to macromolecule polymer with high mobility due to an 
increase in the matrix’s free volume (Sonseca et al., 2020). The increase of Tg1 from 15°C 

Figure 4. (a) DSC curves for PLA/PEC blends; (b) DSC melting temperature curves for PLA/PEC blends
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to 18°C and  Tg2 value from 59°C to 56°C for 6 wt% to 10 wt % PEC shows that PLA/PEC 
blends are partially miscible, which may be due to the intermolecular interaction between 
the carbonyl oxygen of PEC and PLA system (Ramlee & Tominaga, 2018). At high PLA 
content, the presence of PLA in the PEC matrix may act as a barrier to the polymer chains’ 
mobility, increasing the Tg2 value. Furthermore, with the addition of PEC, the crystallinity of 
PLA/PEC blends increases, as shown in Table 2. Interestingly, only 4 wt% PEC increased the 
crystallinity to 41.65%, giving the highest crystallinity of 48.81% with 10 wt% PEC. Similar 
results were obtained by Ramlee and Tominaga (2018), who stated that the crystallinity of 
PLA90/PEC10 was 42%. It is due to the flexible PEC in the blends, which improves the 
polymer’s chain mobility (Ramlee & Tominaga, 2018; 2019b). Therefore, the crystallinity 
of PLA increased with the addition of PEC into the PLA matrix.

Fourier Transform Infra-Red (FTIR) Analysis

Fourier Transform Infra-Red (FTIR) analysis observed the interaction between PLA and 
PEC in the blend samples. Figure 5 displays the infrared spectrum for the carbonyl group 
for PLA/PEC film blends, and Figure 6 shows the FTIR curve of the ether group for 
the blends. The different wavenumbers at each peak are related to the carbonyl groups, 
including (–C=O) and ether groups (–O–C–O). As illustrated in Figure 5, the extended 
vibrational mode of the (–C=O) group in the 1700-1800 cm-1 was visible. Line a indicates 
the value of neat PLA, which is 1754 cm-1 ( Chen et al., 2005), and 1738 cm-1, indicated by 
Line b, where the peak of neat PEC appeared in the infrared spectrum (Ma et al., 2006). 
Figure 5 illustrates that the absorbance peaks for PLA/PEC blends are between lines a 
and b, indicated by the arrow for each blend. It is observed that both PLA90/PEC10 and 
PLA92/PEC8 have a peak at 1752 cm-1. PLA94/PEC6, PLA96/PEC4, and PLA98/PEC2 
recorded the same peak value for the carbonyl group, 1753 cm-1. Due to the low loading 
of PEC content to PLA, the absorbance peak of PLA/PEC blends for the carbonyl group 
tends to shift towards a neat PLA peak. 

Similar research on poly(ethylene carbonate) (PEC) blends with PLA also being 
observed by Ramlee and Tominaga (2018), and it showed similar carbonyl peak shifts of 

Table 2 
DSC data for PLA/PEC blends

Sample Tg1 (PEC) [°C] Tg2 (PLA) [°C] Tm [°C] ΔHm [J/g] Xc [%]
PLA98/PEC2 15 56 173.93 14.16 13.50
PLA96/PEC4 16 58 175.94 42.78 41.65
PLA94/PEC6 15 59 175.97 40.59 40.36
PLA92/PEC8 16 56 176.24 28.8 29.26
PLA90/PEC10 18 56 174.26 47 48.81
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the (–C=O) group. Other than that, a similar result for carbonyl peaks was also obtained 
by Ma et al. (2006) in their study of blending between PLA and poly(propylene carbonate) 
(PPC). Line c in Figure 6 indicates the value for the (–O–C–O) group in PEC, which is 
1207 cm-1 (Ramlee & Tominaga, 2018). The peaks between Line a and Line b show the 
active peaks compared to others, proving that the molecular interaction bonding of both 
polymers for PLA and PEC occurred at this point. Furthermore, it can be supported by 
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Figure 5. FTIR curves for the carbonyl group

Figure 6. FTIR curves for ether group
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observing Line c, which is the absorbance of the 
(–O–C–O) ether group. Line c shows a slight shift for 
all the blends, confirming that molecular interaction 
occurred between PLA and PEC. Figure 7 depicts 
the structural image of PLA and PEC interactions 
for –O–C in –O–C=O of PLA and carbonyl –C=O of 
PEC. As a result, there is an interaction between the 
PLA and PEC since it showed a significant change in 
the absorbance peak when the low ratio range of PEC 
was added to the PLA/PEC blends.

Figure 7. Structural image of interactions 
between PLA and PEC (Ramlee & 
Tominaga, 2018)

Mechanical Properties

Figure 8 shows the Young’s Modulus values at different compositions of PEC in the PLA 
matrix. The mechanical parameters of PLA/PEC blends, such as Young’s Modulus, tensile 
strength, and elongation at break, are shown in Table 3. Furthermore, Figure 9 shows the 
stress-strain (S-S) curve for PLA/PEC blends, and the tensile strength and elongation at 
break curves for each blend of film samples are shown in Figure 10. The Young’s Modulus 
does not clearly depend on the low PEC content, although the tensile strength and elongation 
at break do.

According to Ramlee and Tominaga (2019a), it exhibits normal brittle behavior when 
tensile deformation is applied to neat PLA. In contrast, in its natural form, PEC has a normal 
ductile stress-strain profile and can endure elongation of more than 400% without rupturing. 
From Table 3, PLA92/PEC8 recorded the highest Young’s Modulus value, 1.79 GPa. On 
the contrary, PLA90/PEC10 recorded the highest value of Young’s Modulus and tensile 

Figure 8. Young’s Modulus of PLA/PEC blends for 2, 4, 6, 8, and 10 wt% PEC
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strength using the solution casting method reported by Ramlee and Tominaga (2019a). 
Polymer with high tensile strength and Young’s Modulus results in a lower elongation at 
break value (Hedayati et al., 2020). The elongation at break (ε) of PLA92/PEC8 was 1.34% 
when the highest value of Young’s Modulus was recorded. However, PLA94/PEC6 has 
the lowest elongation at break, which is 1.06%, but the Young’s Modulus (E) and tensile 
strength (σ) recorded little higher values compared to PLA90/PEC10 blend. It is probably 
due to the morphology of the film sample, which influences the sample’s mechanical 
characteristics. The lowest value of modulus of toughness (Ut) resulted from PLA94/PEC6, 
which is 19900 MJ/m3 due to the lowest value of Young’s Modulus, low tensile strength, 
and low elongation at break. The highest modulus of toughness in this study was recorded 
by PLA90/PEC10, which is 362000 MJ/m3. It is shown that the highest composition of 
PEC will result in the highest modulus of toughness. Similar to Ramlee and Tominaga’s 
(2019b) work, they stated that PEC90/PLA10, which has the highest PEC composition, 
resulted in the highest modulus of toughness, which is 16.3 MJ/m3. 

The interplay of various elements, including phase morphology, relative modulus of 
the phases, chain structure, and interfacial adhesion, determines the toughness or breaking 
energy (Ma et al., 2006). The highest value of toughness is also affected by the blends’ 
crystallinity with increasing crystallinity, resulting in a higher value of toughness. It is due 
to the intermolecular interaction between PEC and PLA in the blends that resulted in layer 
structure in the morphology of the blends (Ramlee & Tominaga, 2019a). It is proved from 
DSC analysis that PLA90/PEC10 has the highest value of crystallinity, which is 48.81 %. 
Therefore, it results in the highest value of toughness in mechanical properties for this 
blend. From Figure 8, the tensile strength for PLA/PEC blends with 2 to 8 wt % PEC is 
above 11.7 MPa, except for PLA94/PEC6, which could not be explained further in this 

Figure 9. Stress-Strain curve of PLA/PEC blends

0

2

4

6

8

10

12

14

16

0 2 4 6 8 10 12

St
re

ss
 (M

Pa
)

Strain (%)

PLA98/PEC2
PLA96/PEC4
PLA94/PEC6
PLA92/PEC8
PLA90/PEC10



1681Pertanika J. Sci. & Technol. 31 (4): 1669 - 1684 (2023)

Physicochemical and Mechanical Properties of Melt-Blended PLA/PEC

study. Meanwhile, the tensile strength of PLA has decreased tremendously to 1.23 MPa 
and reaches the maximum elongation at a break of about 11.3% with 10 wt% PEC, giving 
the highest modulus of toughness to the PLA/PEC blends. This observation is associated 
with the result of tensile toughness for PLA/PEC blends prepared by solution casting, in 
which the PLA toughness was improved from 5.1 MJ/m3 to 5.5 MJ/m3 when 10 wt% of 
PEC was added to the PLA matrix, due to the ductility of PEC that helps in improving the 
toughness of PLA (Ramlee & Tominaga, 2019a). 

Table 3 
Mechanical data for PLA/PEC blends

Film Samples Young’s Modulus, 
E [GPa]

Tensile Strength, σ 
[MPa]

Elongation at 
Break, ε [%]

Modulus of Toughness, 
Ut [MJ/m3]

PLA98/PEC2 1.76 11.7 1.76 92100
PLA96/PEC4 1.74 15 1.75 115000
PLA94/PEC6 0.75 5.4 1.06 19900
PLA92/PEC8 1.79 13.6 1.34 63700
PLA90/PEC10 0.68 1.23 11.3 362000

Figure 10. Elongation at break and tensile strength of PLA/PEC blends
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CONCLUSION

The blends of PLA/PEC with different PLA and PEC ratios were successfully prepared 
using the melt blending technique. Despite the different processing times, the torque 
decreased when PEC was added to PLA. The increasing PEC content in the blends makes 
the sample degrade faster, as PLA90/PEC10 blends were the fastest to degrade at 500°C 
compared to other full blends observed in TGA analysis. In addition, 5 wt% weight loss (Td5) 
of the PLA/PEC blends was decreased with PEC, which influences the thermal stability of 
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the blends. However, shifting in both Tg for PEC and PLA revealed that the chain mobility 
induces the crystallinity of PLA that reaches the highest, resulting in 10 wt% PEC, with 
crystallinity up to 48.81%. The higher toughness value also supports PLA90/PEC10, 
362000 MJ/m3, and high elongation at break 11.3%. Molecular interaction between PEC 
and PLA blends showed slight changes in the absorbance peaks for the carbonyl group 
when the low ratio range of PEC was added to the PLA/PEC blends. Adding PEC at more 
than 6 wt% could ease the melt blending process due to the low torque. However, the blend 
showed less thermal stability. Nevertheless, it gives a significant toughness property, as 
shown by PLA90/PEC10 blend. Due to this, low PEC loading is strongly suggested to be 
an alternative to the PLA modification in various applications such as fused deposition 
modeling (FDM) in 3D printing and as a compatibilizer.  
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ABSTRACT

The growth in the development of renewable energy sources has led to tremendous attention 
to the research in energy storage systems. One of the electrochemical energy storage 
systems that have shown great potential to be used on a large scale is vanadium redox 
flow batteries (VRBs), as they possess flexible designs, long life cycles, and high energy 
density. Carbon felts (CF), and graphite felts (GF) have commonly been used as electrodes 
in VRBs. To improve market penetration using VRB technology, researchers have focused 
on electrode modifications to increase the power density and rate capabilities of VRBs. 
One of the carbon-based modifications which have shown significant improvements in 
the performance of VRBs is the use of graphene, which has outstanding electrochemical 
and physical characteristics as an electrocatalyst. In this review, electrochemical, physical, 
and other methods which have been reported in the graphene functionalization of graphite 
felt/carbon felt are discussed. The working principle and limiting methods were elaborated 
on and discussed for each method. Finally, recommendations for future developments are 
also highlighted. 

Keywords: Carbon felt, electrode fabrication, 
graphene, vanadium redox flow battery

INTRODUCTION

The widespread use of fossil fuels has 
caused various environmental drawbacks. 
To avoid this, various renewable energy 
sources, such as solar and wind, are being 
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developed and implemented worldwide. However, their volatility and intermittent problems 
pose a barrier to the large-scale application of clean energy. Hence, a reliable energy storage 
system is required. 

Electrical energy storage systems can be divided into geological energy storage 
technologies, flywheels and supercapacitors, and battery storage technologies. Geological 
energy storage technologies (compressed air and pumped hydro energy storage) are suited 
for large-scale energy storage but are costly. At the same time, flywheels and supercapacitors 
have high and low energy densities, which are more suitable for power management. 
Lead acid, lithium-ion, and redox flow batteries (RFBs) are examples of battery storage 
technologies that are potential candidates for large-scale energy storage. Compared to 
other commercial batteries, RFBs have the advantage of design flexibility as the energy 
and power density can be decoupled. It also merits high energy density, a long life cycle, 
and rapid response. 

The vanadium redox flow battery (VRB) is an electrochemical energy storage system 
with the following components, electrolytes, a membrane, and electrodes. The electrolytes 
(both anolyte and catholyte) are stored in tanks and circulated through the cell using pumps. 
An example of the VRB setup is shown in Figure 1. 

The VRB electrode reactions are as given in Equations 1 to 3: 

Reaction on negative side: 𝑉𝑉2+ ⇆ 𝑉𝑉3+ + 𝑒𝑒−                                            [1] 

Reaction on the positive side: 𝑉𝑉𝑉𝑉2
+ + 2𝐻𝐻+ + 𝑒𝑒− ⇆ 𝑉𝑉𝑉𝑉2+ + 𝐻𝐻2𝑉𝑉            [2] 

Overall cell reaction: 𝑉𝑉𝑉𝑉2
+ + 𝑉𝑉2+ + 2𝐻𝐻+ ⇆ 𝑉𝑉𝑉𝑉2+ + 𝑉𝑉3+ + 𝐻𝐻2𝑉𝑉            [3] 

    [1]

Figure 1. Schematic of vanadium redox flow battery setup (Ding et al., 2013). Reprinted (adapted) with 
permission from Ding et al., 2013. Copyright 2013 American Chemical Society
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Reaction on negative side: 𝑉𝑉2+ ⇆ 𝑉𝑉3+ + 𝑒𝑒−                                            [1] 

Reaction on the positive side: 𝑉𝑉𝑉𝑉2
+ + 2𝐻𝐻+ + 𝑒𝑒− ⇆ 𝑉𝑉𝑉𝑉2+ + 𝐻𝐻2𝑉𝑉            [2] 

Overall cell reaction: 𝑉𝑉𝑉𝑉2
+ + 𝑉𝑉2+ + 2𝐻𝐻+ ⇆ 𝑉𝑉𝑉𝑉2+ + 𝑉𝑉3+ + 𝐻𝐻2𝑉𝑉            [3] 

  [2]

Reaction on negative side: 𝑉𝑉2+ ⇆ 𝑉𝑉3+ + 𝑒𝑒−                                            [1] 

Reaction on the positive side: 𝑉𝑉𝑉𝑉2
+ + 2𝐻𝐻+ + 𝑒𝑒− ⇆ 𝑉𝑉𝑉𝑉2+ + 𝐻𝐻2𝑉𝑉            [2] 

Overall cell reaction: 𝑉𝑉𝑉𝑉2
+ + 𝑉𝑉2+ + 2𝐻𝐻+ ⇆ 𝑉𝑉𝑉𝑉2+ + 𝑉𝑉3+ + 𝐻𝐻2𝑉𝑉            [3]   [3]

The reaction shows that as VRB is discharged, V2+ is oxidized to V3+ on the negative 
electrode while VO2

+ is reduced to VO2+ on the positive electrode, and only one electron 
is involved in this process. Apart from the one-electron transfer, water and two protons are 
exchanged to maintain the charge balance. The analysis shows that the positive electrode 
reaction is the one that is limiting the performance of VRB. Hence, researchers are focused 
on developing materials with high electrochemical kinetics towards VO2

+/VO2+ to enhance 
the overall performance of VRB. 

Carbon felts (CF) and graphite felts (GF) have been commonly used as the electrodes 
in the VRBs due to their three-dimensional structure, their high conductivity as well as 
their chemical stability (González et al., 2017; Moghim et al., 2017). However, they are 
hydrophobic, resulting in poor wettability and low electrochemical activity. This results in 
severe polarization and low device efficiency which requires the development of catalyst 
materials to enhance its performance.(González et al., 2017; Moghim et al., 2017; Xia et 
al., 2019). 

Among the carbonaceous electrocatalyst, graphene has attracted wide interest due to 
its outstanding properties, such as large specific surface area (~2600 m2/g), high electrical 
conductivity (~200,000 cm2/V s), chemical stability and high thermal conductivity (~5000 
W/m K). These properties are crucial to enhance the active reaction sites and electron 
transportation. Due to the potentials demonstrated by graphene, researchers have worked 
extensively on the fabrication process of graphene-modified carbon felt/graphite felt with 
the aim of further enhancing the electrochemical activity of the electrode towards the 
vanadium ion couples via two key aspects, which are (1) to maximize the effective surface 
area of the electrodes by reducing the stacking of graphene layers and (2) by improving the 
bond between the graphene coating and the carbon felt which will promote the electrode’s 
stability. This article reviewed and summarized the literature on the fabrication of graphene-
functionalized graphite felt/carbon felt for vanadium redox flow batteries (VRBs). 

Physical Method

One of the general methods in preparing graphene-coated carbon felt is the dipping-
drying process. In this process, carbon felt (CF) is dipped into a suspension of graphene 
or graphene oxide and allowed to dry before it is ready for use. This process is based on 
the inherent solid-liquid interaction between the surface tension of the graphene oxide 
solution and carbon felt/graphite felt substrate (Tang & Yan, 2017). Li et al. (2013) dipped 
CF into a suspension of GO and dried it. Subsequently, the GO-coated CF was reduced 
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electrochemically at different potentials in phosphate buffer solution (PBS) before using 
it as the electrodes in the VRB (Li et al., 2013). It was found that the prepared graphene-
coated CF demonstrated lower electrochemical polarization, and its energy efficiency was 
approximately 82%. Moghim et al. (2017) and Opar et al. (2020) prepared graphene-coated 
carbon felt using this dipping-drying process using graphene ink and three-dimensional 
graphene, respectively. By dipping CF into different concentrations of graphene ink (1–5 
mg/mL) to load different amounts of graphene on the CF, Moghim et al. (2017) found that 
2 mg/mL was the optimum concentration. Loading beyond 2 mg/mL did not significantly 
improve peak current (Moghim et al., 2017). Meanwhile, Opar et al. (2020) coated CF 
with three-dimensional graphene to reduce the restacking and agglomeration of graphene 
layers due to the strong π-π interactions. The graphene layers were covalently bonded to 
CF as the triblock polymer (P123) was used. After the dip and dry process, the CFs were 
weighed to determine the amount of graphene loaded. 

Meanwhile, Xia et al. (2019) dipped CF into graphene by adding a Nafion binder 
to obtain graphene-coated CF. The study by Xia et al. (2019) focused on the correlation 
between the number of dipping times and the electrochemical performance of the VRB. 
As the dipping times increased, the amount of Nafion deposited also increased. The Nafion 
has no contribution to the electrochemical activity; therefore, a higher amount deposited 
is detrimental to the electrochemical performance. (Xia et al., 2019). 

Preparing graphene-coated CF by dipping is relatively simple and requires no special 
equipment. However, the authors did not report whether the graphene layers suffer from 
peeling from the CF over long cycles. It is slightly trickier to determine the amount of 
graphene loaded when a binder such as Nafion is used. The use of binders in this process 
also increases the fabrication cost and reduces the surface area and conductivity of the 
electrodes (Opar et al., 2020; Zhang et al., 2016).  

Sankar et al. (2018) prepared graphene-coated CF using electrostatic assembly. In the 
layer-by-layer assembly, a cationic polyelectrolyte is used as a binder between the two 
graphene layers (Sankar et al., 2018). As the porosity and thickness can be obtained for 
each layer, the total deposited layers can be tailored to the specific peak currents required. 
Compared to the physical dipping method, electrostatic layer-by-layer assembly provided 
better control over the electrode surface morphology and electrocatalytic activity. This 
technique also demonstrated scale-up potential as the number of reaction active sites can 
be systematically calculated. 

With the aim of preparing an electrode that is suitable for practical implementation, 
Bellani et al. (2021) incorporated graphene prepared from wet jet milling of graphite 
onto CF, which was plasma treated using an infiltration method with the assistance of 
polyvinylidene fluoride (PVDF) binder (Bellani et al., 2021). Electrodes prepared without 
the PVDF binder were also tested, and the graphene flakes peeled off easily, resulting in 
fast deterioration of the VRFB performance (Bellani et al., 2021). 
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Electrochemical Method

Besides the physical methods of fabricating graphene-coated carbon felts discussed 
earlier, researchers have also explored electrochemical methods as they are economical, 
controllable, and scalable. Gonzalez et al. (2017) and Nia et al. (2018) demonstrated the 
use of electrophoretic deposition (EPD) and electrodeposition to simultaneously deposit 
and reduce graphene oxide (GO) produced by the Hummers’ method. 

The EPD process is usually conducted in a two-electrode system where the electric 
potential (direct or modulated mode) is applied to the graphene oxide solution. GO 
produced by the Hummers’ method contained various oxygen functional groups (hydroxyl 
and epoxide on the basal planes, carboxylate, and carbonyl on the edges). When the 
electric field is applied, negatively charged GO moves to the oppositely charged electrode, 
transferring it from the suspension and depositing it on the electrodes (Diba et al., 2016)
(Ma et al., 2018).

Using the EPD method at 10 V for 3 hours, Gonzalez et al. (2017) prepared reduced 
graphene oxide (rGO) coated CF, while the study by Nia et al. (2018) used the cyclic 
voltammetry method in the potential range of 0 to -1.5 V. A schematic diagram of the EPD 
process is illustrated in Figure 2. Besides physical adsorption, chemical bonds formed 
also helped the graphene layers formed to adhere to CF surfaces. Simultaneously, during 
the EPD and electrodeposition process, the GO was reduced, which enabled the recovery 
of π-π bonds (An et al., 2010; González et al., 2017; Nia et al., 2018). The stability of 
the graphene-coated CF prepared through the EPD process was tested over 20 cycles, 
and a high energy efficiency of 95.8% remained, showing no graphene peeling was 
evident. Like the electrodeposited graphene-coated CF, the energy efficiency remained 
unchanged after 20 cycles. When the cycles were increased to 80, the energy efficiency 
decreased slightly. 

Apart from using GO from Hummers’ method as the source to deposit graphene on CF, 
Gürsu et al. (2018) have also demonstrated a one-step procedure to coat CF using cyclic 
voltammetry (CV) from pencil graphite in sulfuric acid solution (Gürsu et al., 2018). In 
this one-step procedure, the pencil graphite was oxidized through electrochemical in-situ 
oxidation, and it was then electrochemically reduced to rGO, which can be observed through 
the cyclic voltammograms. The intensities of the anodic and cathodic peaks were found 
to have increased proportionally with the number of cycles. The stability of the electrodes 
was studied using cyclic voltammetry for 500 cycles, and it did not show any significant 
changes in the cyclic voltammogram. 

As the studies show, electrochemical procedures are simple, controllable, and scalable 
to fabricate graphene-coated carbon felt. Despite the significant advantages, literature on 
forming graphene-coated carbon felt/graphite felt through electrochemical procedures is 
limited. 
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Other Methods

Besides the physical and electrochemical methods elaborated above, other methods such 
as electrospinning, chemical vapor deposition (CVD), and microwave plasma-enhanced 
CVD have been reported. Jing et al. (2019) proposed an electrospinning method to fabricate 
graphene-coated CF. The electrospinning technique relies on the electrostatic repulsion 
between the surface charges to continuously synthesize various scalable assemblies (Al-
Dhahebi et al., 2022). It is also known as a cost-effective, simple, and versatile technique. 
The partially reduced GO-coated CF was successfully prepared by introducing GO into 
the electrospinning solution, followed by a carbonization process (Jing et al., 2019). 
The oxygen content in the partially reduced GO formed has significantly enhanced the 
hydrophilicity of the CF and the electrochemical performance of the VRB (increased by 
9.0% in energy efficiency). 

An in-situ microwave plasma-enhanced chemical vapor deposition method synthesized 
3D graphene nanowell decorated carbon felts (Li et al., 2016). The graphene sheets were 
vertically grown and wrapped in the fibers in CF. It increases the electrode’s surface area, 
promoting the vanadium ions’ electrocatalytic activity. The prepared electrodes showed 
no morphological changes after 100 charge and discharge cycles. 

Meanwhile, Long et al. (2021) studied the large-scale (20 cm x 20 cm) preparation of 
graphene-modified carbon felt using the chemical vapor deposition method (CVD). The 
electrodes enhanced electrical conductivity and redox catalytic performance. The prepared 
electrodes endured over 500 cycles of charge-discharge with only slight decay observed 
(Long et al., 2021). Both the microwave plasma-enhanced chemical vapor deposition and 
chemical vapor deposition (CVD) methods have successfully demonstrated the preparation 
of graphene-modified carbon felt. Long et al. (2021) was the first study on the large-scale 

Figure 2. A schematic diagram of the EPD process (An et al., 2010). Reprinted (adapted) with permission 
from An et al., 2010. Copyright 2010 American Chemical Society
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preparation of graphene-modified carbon felt and is another step toward the practical use 
of graphene-modified carbon felts as electrodes in VRBs. However, using CVD requires 
a highly expensive instrument, and the reaction process emits by-products in the form of 
toxic gases. 

OUTLOOK

A suitable electrode for VRBs requires high electrical conductivity, specific surface area, 
and inertness to strong acids. Carbon felt/graphite felt met all the requirements, which makes 
it, thus far, the best material to be used. However, its low chemical activity towards the 
vanadium ion couple results in severe polarization and low device efficiency. Modifications 
with noble metals (Ru, Pt & Au) are not cost-effective at a large scale. Intrinsic control 
of morphologies is required when low-cost metals are used to guarantee high VRB 
performance and metal oxides (PbO2, NiO & CeO2) decompose in strong acids, which 
are used as VRBs electrolytes. As graphene-based materials have a high specific surface 
area, high conductivity, and abundant active groups, graphene-modified CF/GF has shown 
superior performance to pristine CF/GF. However, several interesting challenges need to 
be overcome for the large-scale application of graphene-coated CF/GF in VRBs. Firstly, 
control over the graphene loading is crucial as it provides the electroactive sites which 
enhance the electrochemical performance of the VRB. Controlling the graphene loaded on 
CF/GF, the amount required can be tailored to the desired VRB performance. Secondly, 
the cycling life of the graphene coating is also key to applying graphene-modified CF 
practically. Peeling of the graphene layers is detrimental to the energy efficiency of the VRB. 
The number of cycles tested in the literature is limited and is insufficient to conclude the 
performance of graphene-modified CF/GF over long cycles. Thirdly, large-scale preparation 
of the graphene-modified CF is important as it is necessary to ensure that the procedure 
can be applied at the industrial scale. To our knowledge, limited large-scale preparation of 
graphene-modified CF was reported. We are convinced that with more research, graphene-
modified carbon felt can be applied in a large-scale use of vanadium redox flow battery. 

CONCLUSION

This study has reviewed various methods to prepare graphene-modified carbon felt/graphite 
felt (CF/GF) as the electrode material for vanadium redox flow batteries and discussed the 
advantageous and disadvantageous of each method reported. The methods have successfully 
prepared graphene-modified CF/GF, which performed superiorly compared to pristine 
CF/GF, demonstrating its potential to be integrated into large-scale vanadium redox flow 
battery deployment. The challenges which need to be overcome are also discussed. Further 
research conducted can overcome these barriers and realize the full potential of graphene-
coated CF/GF in large-scale VRBs applications. 
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ABSTRACT

This study presents a new way of increasing 3SAT logic programming’s efficiency in 
the Hopfield network. A new model of merging fuzzy logic with 3SAT in the Hopfield 
network is presented called HNN-3SATFuzzy. The hybridised dynamic model can avoid 
locally minimal solutions and lessen the computing burden by utilising fuzzification and 
defuzzification techniques in fuzzy logic. In addressing the 3SAT issue, the proposed 
hybrid approach can select neuron states between zero and one. Aside from that, unsatisfied 
neuron clauses will be changed using the alpha-cut method as a defuzzifier step until the 
correct neuron state is determined. The defuzzification process is a mapping stage that 
converts a fuzzy value into a crisp output. The corrected neuron state using alpha-cut in 
the defuzzification stage is either sharpening up to one or sharpening down to zero. A 
simulated data collection was utilised to evaluate the hybrid techniques’ performance. In 
the training phase, the network for HNN-3SATFuzzy was weighed using RMSE, SSE, 
MAE and MAPE metrics. The energy analysis also considers the ratio of global minima 
and processing period to assess its robustness. The findings are significant because this 
model considerably impacts Hopfield networks’ capacity to handle 3SAT problems with less 

complexity and speed. The new information 
and ideas will aid in developing innovative 
ways to gather knowledge for future research 
in logic programming. Furthermore, the 
breakthrough in dynamic learning is 
considered a significant step forward in 
neuro-symbolic integration.

Keywords: 3SAT, alpha-cut, defuzzification, 
fuzzification, fuzzy logic, Hopfield network
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INTRODUCTION

Artificial Intelligence (AI) is the impetus for today’s technological advancement. Thus, it 
leads to the advanced development of machine learning techniques to solve those problems. 
Artificial Neural Networks (ANNs) can be categorised as a sub-domain of AI widely used 
to improve decision-making in various disciplines. An ANN comprises interconnected 
neurons with discrete input and output layers inspired by the biological neuron model. 
The system is an aligned computing system created by simulating the human’s instinctive 
thinking while investigating the biological brain’s network in terms of biological neurons 
(Garcez & Zaverucha, 1999). The Hopfield Network (HNN) is a single-level recursive 
neural network (RNN) in which every single neuron output is linked to every other neuron 
response (Hopfield & Tank, 1985). HNN uses a particular symbolic learning model to 
efficiently coordinate the propagation of the input and output neurons in solving problems. 
The capacity of the HNN to resolve to the closest minimal solution determines the neuron 
state’s dynamic behaviour. Abdullah (1992) proposes a method for logic programming 
on the HNN. 

After defining the connection strengths, or mostly called the synaptic weight with 
logic programming, that is, by comparing cost and energy functions, the network 
performed a logical inconsistency reduction in programming. Abdullah (1993) introduces 
the learning phase in the HNN directly. The logic paradigm of Abdullah has become the 
most prominent and has lately been employed (Mansor & Sathasivam, 2021; Sathasivam 
et al., 2020). A mathematical framework can describe various scientific and technological 
challenges in daily life. However, one must first create methods for resolving some 
mathematical issues to do so. Many crucial problems, such as categorising or finding 
an ordered list, can be solved with realistic solutions. Nevertheless, a mathematical 
problem is the Satisfiability Problem (SAT). Unravelling these difficulties is possible 
with the aid of a computer. The Satisfiability Problem, or SAT, is one of the most well-
known issues. It is described as an approach for achieving the best task utilising Boolean 
quantities to verify that the 3SAT formula is met. A large number of NP issues can be 
simplified via SAT. 

In earlier research, the HNN model and 3SAT logic programming were combined 
to characterise the innovation as a singular data mining method. This model has been 
tested with a real-life dataset to assess its efficiency of the model. The method assesses 
various data sets related to cardiovascular disorders (Mansor et al., 2018). More logic 
mining strategies, including 3SAT in HNN, have been presented using real-life datasets 
such as the Bach Choral Harmony and German Credit (Zamri et al., 2020). However, 
the existing work’s 3SAT problem in the Hopfield network only considers zero and 
one neuron values. Hence, to resolve this problem, this model is further improved by 
incorporating fuzzy logic techniques to create a hybridised intelligent dynamic model 
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that can choose between zero and one neuron states. Traditional logic, as well as logic 
programming languages, are incapable of dealing with uncertainty. Crisp relations are 
nonfuzzy relations that use the basic two-valued Boolean logic connectives to define 
their operations, a mathematical system based on true and false statements. Fuzzy logic 
connectives are extensions that substitute two-valued Boolean logic connectives with 
many-valued logic connectives. 

The Boolean relations and sets that are crisp and nonfuzzy are essentially particular 
examples of fuzzy relational structures, thanks to a unified approach to relations. 

MATERIALS AND METHODS

Satisfiability Problem

The challenge of establishing the exposition of an assignment using a specified Boolean 
formula that assesses it as true or false is known as Boolean Satisfiability (SAT). Every 
variable is denoted by X1, X2, . . , Xn for any 𝑛𝑛 ∈ ℕ  

𝜃𝜃 
(¬) 
𝜔𝜔𝑖𝑖  

¬𝜔𝜔𝑖𝑖 

 in a propositional formula, 
𝑛𝑛 ∈ ℕ  
𝜃𝜃 

(¬) 
𝜔𝜔𝑖𝑖  

¬𝜔𝜔𝑖𝑖 

. Each 
value from the set {0,1}, signifying false and true, can be assigned to these variables. If 
a variable has not yet been assigned a truth value, it is a free variable (Maandag, 2012). 
A propositional Boolean formula can also include the Boolean connectives of AND  (∧) 

(∨) 
, 

OR 
 (∧) 
(∨) , NOT 

𝑛𝑛 ∈ ℕ  
𝜃𝜃 

(¬) 
𝜔𝜔𝑖𝑖  

¬𝜔𝜔𝑖𝑖 

 as well as parentheses to denote precedence.
If a propositional expression contains one or more clauses, it is understood as 

conjunctive normal form (CNF). A clause is a disjunction with one or many literals from 
the set L, including all literals. Each L represents whether it is a variable 

𝑛𝑛 ∈ ℕ  
𝜃𝜃 

(¬) 
𝜔𝜔𝑖𝑖  

¬𝜔𝜔𝑖𝑖  or its negation, 

𝑛𝑛 ∈ ℕ  
𝜃𝜃 

(¬) 
𝜔𝜔𝑖𝑖  

¬𝜔𝜔𝑖𝑖 . The following is an example of a propositional formula, 
𝑛𝑛 ∈ ℕ  
𝜃𝜃 

(¬) 
𝜔𝜔𝑖𝑖  

¬𝜔𝜔𝑖𝑖 

. An i-CNF formula is a 
CNF formula in which each sentence has at most i different literals. For example, Equation 
1 below is a 2-CNF formula. 

𝜃𝜃 = (𝜔𝜔1 ∨ 𝜔𝜔2) ∧ (¬𝜔𝜔1 ∨ 𝜔𝜔3) ∧ (¬𝜔𝜔2 ∨ ¬𝜔𝜔3) 
𝜔𝜔1,𝜔𝜔2, … ,𝜔𝜔𝑖𝑖  for every 𝜔𝜔 ∈ {−1,1}      

𝛽𝛽1 ∧ 𝛽𝛽2 ∧ . . .∧ 𝛽𝛽𝑚𝑚                                                                     [3] 

    [1]

This work will emphasise 3-CNF satisfiability or 3SAT in abbreviated form. The 3SAT 
problem examines whether a 3-CNF formula has a valuation that evaluates the formula as 
true or if a particular 3-CNF formula is satisfactory.

The structure of SAT will be described below: 
1.  The i variables in the Boolean SAT formula as given in Equation 2:

𝜃𝜃 = (𝜔𝜔1 ∨ 𝜔𝜔2) ∧ (¬𝜔𝜔1 ∨ 𝜔𝜔3) ∧ (¬𝜔𝜔2 ∨ ¬𝜔𝜔3) 
𝜔𝜔1,𝜔𝜔2, … ,𝜔𝜔𝑖𝑖  for every 𝜔𝜔 ∈ {−1,1}      

𝛽𝛽1 ∧ 𝛽𝛽2 ∧ . . .∧ 𝛽𝛽𝑚𝑚                                                                     [3] 
 for every 

𝜃𝜃 = (𝜔𝜔1 ∨ 𝜔𝜔2) ∧ (¬𝜔𝜔1 ∨ 𝜔𝜔3) ∧ (¬𝜔𝜔2 ∨ ¬𝜔𝜔3) 
𝜔𝜔1,𝜔𝜔2, … ,𝜔𝜔𝑖𝑖  for every 𝜔𝜔 ∈ {−1,1}      

𝛽𝛽1 ∧ 𝛽𝛽2 ∧ . . .∧ 𝛽𝛽𝑚𝑚                                                                     [3] 
     [2]

Every variable of the clause is related to function OR 
 (∧) 
(∨) . Because this study will 

focus on 3SAT, it will consist of 3 literals per clause.
2. In a 3SAT formula, a set of a clause, 

𝜃𝜃 = (𝜔𝜔1 ∨ 𝜔𝜔2) ∧ (¬𝜔𝜔1 ∨ 𝜔𝜔3) ∧ (¬𝜔𝜔2 ∨ ¬𝜔𝜔3) 
𝜔𝜔1,𝜔𝜔2, … ,𝜔𝜔𝑖𝑖  for every 𝜔𝜔 ∈ {−1,1}      

𝛽𝛽1 ∧ 𝛽𝛽2 ∧ . . .∧ 𝛽𝛽𝑚𝑚                                                                     [3]  joined by AND  (∧) 
(∨) 

 as given in Equation 3
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𝜔𝜔1,𝜔𝜔2, … ,𝜔𝜔𝑖𝑖  for every 𝜔𝜔 ∈ {−1,1}      

𝛽𝛽1 ∧ 𝛽𝛽2 ∧ . . .∧ 𝛽𝛽𝑚𝑚                                                                     [3]        [3]

where if m = 3, the Boolean SAT will have three clauses.
3. The literal’s status can then be either the negative or the positive of the variables.

The logical formula is derived from the randomised 3SAT formula in this study. The 
propositional logic formula, including the 3SAT formula, can be translated into logic 
programming notations (Abdullah, 1992; Kowalski & Sergot, 1986). The ideal performance 
measures define and evaluate the 3SAT problem in the HNN. The example of 3SAT logic 
programming is shown in Equation 4.

      [4]

Given the goal as Equation 5,                                 

← 𝜗𝜗          [5]

where 𝜔𝜔1,𝜔𝜔2  … . .𝜔𝜔𝑛𝑛   for any 𝑛𝑛 ∈ ℕ  
𝜃𝜃 

(¬) 
𝜔𝜔𝑖𝑖  

¬𝜔𝜔𝑖𝑖 

 refers to the literals in the clauses and ← describes 
the implication and the given goal is ← 𝜗𝜗 .

The general formula for 3SAT is expressed in Equation 6.

𝜃𝜃 =∧𝑖𝑖=1
𝑛𝑛 𝛽𝛽𝑚𝑚                                                                                   

𝜃𝜃3𝑆𝑆𝑆𝑆𝑆𝑆 = (𝜔𝜔1 ∨ ¬𝜔𝜔2 ∨ ¬𝜔𝜔3) ∧ (𝜔𝜔4 ∨ 𝜔𝜔5 ∨ ¬𝜔𝜔6) ∧ (𝜔𝜔7 ∨ 𝜔𝜔8 ∨ 𝜔𝜔9)                      [7] 

¬𝜃𝜃3𝑆𝑆𝑆𝑆𝑆𝑆 = (¬𝜔𝜔1 ∧ 𝜔𝜔2 ∧ 𝜔𝜔3) ∨ (¬𝜔𝜔4 ∧ ¬𝜔𝜔5 ∧ 𝜔𝜔6) ∨ (¬𝜔𝜔7 ∧ ¬𝜔𝜔8 ∧ ¬𝜔𝜔9)          [8] 

        [6]

where 𝜃𝜃 =∧𝑖𝑖=1
𝑛𝑛 𝛽𝛽𝑚𝑚                                                                                   

𝜃𝜃3𝑆𝑆𝑆𝑆𝑆𝑆 = (𝜔𝜔1 ∨ ¬𝜔𝜔2 ∨ ¬𝜔𝜔3) ∧ (𝜔𝜔4 ∨ 𝜔𝜔5 ∨ ¬𝜔𝜔6) ∧ (𝜔𝜔7 ∨ 𝜔𝜔8 ∨ 𝜔𝜔9)                      [7] 

¬𝜃𝜃3𝑆𝑆𝑆𝑆𝑆𝑆 = (¬𝜔𝜔1 ∧ 𝜔𝜔2 ∧ 𝜔𝜔3) ∨ (¬𝜔𝜔4 ∧ ¬𝜔𝜔5 ∧ 𝜔𝜔6) ∨ (¬𝜔𝜔7 ∧ ¬𝜔𝜔8 ∧ ¬𝜔𝜔9)          [8] 

 signifies a set of a clause and i indicates the number of the clause.
The 3SAT logical representation in Boolean algebraic form with strictly three literals 

per sentence is known as discrete logic representation, as demonstrated in Equation 7.
𝜃𝜃 =∧𝑖𝑖=1

𝑛𝑛 𝛽𝛽𝑚𝑚                                                                                   
𝜃𝜃3𝑆𝑆𝑆𝑆𝑆𝑆 = (𝜔𝜔1 ∨ ¬𝜔𝜔2 ∨ ¬𝜔𝜔3) ∧ (𝜔𝜔4 ∨ 𝜔𝜔5 ∨ ¬𝜔𝜔6) ∧ (𝜔𝜔7 ∨ 𝜔𝜔8 ∨ 𝜔𝜔9)                      [7] 

¬𝜃𝜃3𝑆𝑆𝑆𝑆𝑆𝑆 = (¬𝜔𝜔1 ∧ 𝜔𝜔2 ∧ 𝜔𝜔3) ∨ (¬𝜔𝜔4 ∧ ¬𝜔𝜔5 ∧ 𝜔𝜔6) ∨ (¬𝜔𝜔7 ∧ ¬𝜔𝜔8 ∧ ¬𝜔𝜔9)          [8] 
  [7]

where 

𝜃𝜃 =∧𝑖𝑖=1
𝑛𝑛 𝛽𝛽𝑚𝑚                                                                                   

𝜃𝜃3𝑆𝑆𝑆𝑆𝑆𝑆 = (𝜔𝜔1 ∨ ¬𝜔𝜔2 ∨ ¬𝜔𝜔3) ∧ (𝜔𝜔4 ∨ 𝜔𝜔5 ∨ ¬𝜔𝜔6) ∧ (𝜔𝜔7 ∨ 𝜔𝜔8 ∨ 𝜔𝜔9)                      [7] 

¬𝜃𝜃3𝑆𝑆𝑆𝑆𝑆𝑆 = (¬𝜔𝜔1 ∧ 𝜔𝜔2 ∧ 𝜔𝜔3) ∨ (¬𝜔𝜔4 ∧ ¬𝜔𝜔5 ∧ 𝜔𝜔6) ∨ (¬𝜔𝜔7 ∧ ¬𝜔𝜔8 ∧ ¬𝜔𝜔9)          [8]  will be fulfilled if 

𝜃𝜃 =∧𝑖𝑖=1
𝑛𝑛 𝛽𝛽𝑚𝑚                                                                                   

𝜃𝜃3𝑆𝑆𝑆𝑆𝑆𝑆 = (𝜔𝜔1 ∨ ¬𝜔𝜔2 ∨ ¬𝜔𝜔3) ∧ (𝜔𝜔4 ∨ 𝜔𝜔5 ∨ ¬𝜔𝜔6) ∧ (𝜔𝜔7 ∨ 𝜔𝜔8 ∨ 𝜔𝜔9)                      [7] 

¬𝜃𝜃3𝑆𝑆𝑆𝑆𝑆𝑆 = (¬𝜔𝜔1 ∧ 𝜔𝜔2 ∧ 𝜔𝜔3) ∨ (¬𝜔𝜔4 ∧ ¬𝜔𝜔5 ∧ 𝜔𝜔6) ∨ (¬𝜔𝜔7 ∧ ¬𝜔𝜔8 ∧ ¬𝜔𝜔9)          [8]  = 1, the capacity to store information in Bipolar 
states, in which each state represents a significant structure for the dataset, is one of the 
critical reasons for encoding the variable in the form Equation 6. The logic program’s 
primary goal is to find an interpretation of the structure that satisfies the whole clause. 
The hybridised dynamic model of HNN will have the 3SAT logical rule encoded in it. 
As a result, finding the logical inconsistencies transforms Equation 7 into the negation of 

𝜃𝜃 =∧𝑖𝑖=1
𝑛𝑛 𝛽𝛽𝑚𝑚                                                                                   

𝜃𝜃3𝑆𝑆𝑆𝑆𝑆𝑆 = (𝜔𝜔1 ∨ ¬𝜔𝜔2 ∨ ¬𝜔𝜔3) ∧ (𝜔𝜔4 ∨ 𝜔𝜔5 ∨ ¬𝜔𝜔6) ∧ (𝜔𝜔7 ∨ 𝜔𝜔8 ∨ 𝜔𝜔9)                      [7] 

¬𝜃𝜃3𝑆𝑆𝑆𝑆𝑆𝑆 = (¬𝜔𝜔1 ∧ 𝜔𝜔2 ∧ 𝜔𝜔3) ∨ (¬𝜔𝜔4 ∧ ¬𝜔𝜔5 ∧ 𝜔𝜔6) ∨ (¬𝜔𝜔7 ∧ ¬𝜔𝜔8 ∧ ¬𝜔𝜔9)          [8]  as presented in Equation 8.
𝜃𝜃 =∧𝑖𝑖=1

𝑛𝑛 𝛽𝛽𝑚𝑚                                                                                   
𝜃𝜃3𝑆𝑆𝑆𝑆𝑆𝑆 = (𝜔𝜔1 ∨ ¬𝜔𝜔2 ∨ ¬𝜔𝜔3) ∧ (𝜔𝜔4 ∨ 𝜔𝜔5 ∨ ¬𝜔𝜔6) ∧ (𝜔𝜔7 ∨ 𝜔𝜔8 ∨ 𝜔𝜔9)                      [7] 

¬𝜃𝜃3𝑆𝑆𝑆𝑆𝑆𝑆 = (¬𝜔𝜔1 ∧ 𝜔𝜔2 ∧ 𝜔𝜔3) ∨ (¬𝜔𝜔4 ∧ ¬𝜔𝜔5 ∧ 𝜔𝜔6) ∨ (¬𝜔𝜔7 ∧ ¬𝜔𝜔8 ∧ ¬𝜔𝜔9)          [8]  [8]
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Logic Programming in Hopfield Neural Network

HNN maintains the discrete nature of the difficulty and resolves it by minimising the energy 
function related to the outcome. HNNs are particularly good at pattern recognition (Fung et al., 
2019) and defect identification (Pan et al., 2020). According to Little (1974), the dynamics of 
this model are asynchronous, with each neuron changing its state deterministically. According 
to most studies, HNN is regarded to have good properties, such as parallel execution for quick 
calculation and outstanding stability. Considering the structure of HNN is non-symbolic, 
the logical concept of 3SAT can enhance its ability with exceptional storage. The neuron’s 
activation can be mathematically formulated as Equation 9:

𝜔𝜔𝑖𝑖 = �
1         𝑖𝑖𝑖𝑖 �𝜑𝜑𝑖𝑖𝑖𝑖𝜔𝜔𝑖𝑖 >  𝛾𝛾

𝑖𝑖
−1      𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒                          

 

ℎ𝑖𝑖 = �𝜑𝜑𝑖𝑖𝑖𝑖𝑖𝑖
𝑖𝑖

𝛿𝛿𝜔𝜔𝑖𝑖 𝛿𝛿𝜔𝜔𝑖𝑖 + �𝜑𝜑𝑖𝑖𝑖𝑖
𝑖𝑖

𝛿𝛿𝜔𝜔𝑖𝑖 + 𝜑𝜑𝑖𝑖     , for 𝑚𝑚 = 3   

𝛿𝛿𝜔𝜔𝑖𝑖(𝑡𝑡 + 1) = 𝑒𝑒𝑠𝑠𝑛𝑛[ℎ𝑖𝑖(𝑡𝑡)] 

𝜑𝜑𝑖𝑖𝑖𝑖
(2) = 𝜑𝜑𝑖𝑖𝑖𝑖

(2) = 𝜑𝜑𝑖𝑖𝑖𝑖
(2) = 𝜑𝜑𝑖𝑖𝑖𝑖𝑖𝑖

(3) = 𝜑𝜑𝑖𝑖𝑖𝑖𝑖𝑖
(3) = 𝜑𝜑𝑖𝑖𝑖𝑖𝑖𝑖

(3) = 0 

      [9]

where 
𝜔𝜔𝑖𝑖 = �

1         𝑖𝑖𝑖𝑖 �𝜑𝜑𝑖𝑖𝑖𝑖𝜔𝜔𝑖𝑖 >  𝛾𝛾
𝑖𝑖

−1      𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒                          
 

ℎ𝑖𝑖 = �𝜑𝜑𝑖𝑖𝑖𝑖𝑖𝑖
𝑖𝑖

𝛿𝛿𝜔𝜔𝑖𝑖 𝛿𝛿𝜔𝜔𝑖𝑖 + �𝜑𝜑𝑖𝑖𝑖𝑖
𝑖𝑖

𝛿𝛿𝜔𝜔𝑖𝑖 + 𝜑𝜑𝑖𝑖     , for 𝑚𝑚 = 3   

𝛿𝛿𝜔𝜔𝑖𝑖(𝑡𝑡 + 1) = 𝑒𝑒𝑠𝑠𝑛𝑛[ℎ𝑖𝑖(𝑡𝑡)] 

𝜑𝜑𝑖𝑖𝑖𝑖
(2) = 𝜑𝜑𝑖𝑖𝑖𝑖

(2) = 𝜑𝜑𝑖𝑖𝑖𝑖
(2) = 𝜑𝜑𝑖𝑖𝑖𝑖𝑖𝑖

(3) = 𝜑𝜑𝑖𝑖𝑖𝑖𝑖𝑖
(3) = 𝜑𝜑𝑖𝑖𝑖𝑖𝑖𝑖

(3) = 0 

 denotes the weight for part j to i, along with 
𝜔𝜔𝑖𝑖 = �

1         𝑖𝑖𝑖𝑖 �𝜑𝜑𝑖𝑖𝑖𝑖𝜔𝜔𝑖𝑖 >  𝛾𝛾
𝑖𝑖

−1      𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒                          
 

ℎ𝑖𝑖 = �𝜑𝜑𝑖𝑖𝑖𝑖𝑖𝑖
𝑖𝑖

𝛿𝛿𝜔𝜔𝑖𝑖 𝛿𝛿𝜔𝜔𝑖𝑖 + �𝜑𝜑𝑖𝑖𝑖𝑖
𝑖𝑖

𝛿𝛿𝜔𝜔𝑖𝑖 + 𝜑𝜑𝑖𝑖     , for 𝑚𝑚 = 3   

𝛿𝛿𝜔𝜔𝑖𝑖(𝑡𝑡 + 1) = 𝑒𝑒𝑠𝑠𝑛𝑛[ℎ𝑖𝑖(𝑡𝑡)] 

𝜑𝜑𝑖𝑖𝑖𝑖
(2) = 𝜑𝜑𝑖𝑖𝑖𝑖

(2) = 𝜑𝜑𝑖𝑖𝑖𝑖
(2) = 𝜑𝜑𝑖𝑖𝑖𝑖𝑖𝑖

(3) = 𝜑𝜑𝑖𝑖𝑖𝑖𝑖𝑖
(3) = 𝜑𝜑𝑖𝑖𝑖𝑖𝑖𝑖

(3) = 0 

 implies the threshold value. This 
paper executes 3SAT in HNN called HNN-3SAT, where we only incorporate three neurons 
for each clause. The local field efficiently suppressed the obtained output before producing 
the final state. Equation 10 shows the formulation for the local field with m = 3.𝜔𝜔𝑖𝑖 = �

1         𝑖𝑖𝑖𝑖 �𝜑𝜑𝑖𝑖𝑖𝑖𝜔𝜔𝑖𝑖 >  𝛾𝛾
𝑖𝑖

−1      𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒                          
 

ℎ𝑖𝑖 = �𝜑𝜑𝑖𝑖𝑖𝑖𝑖𝑖
𝑖𝑖

𝛿𝛿𝜔𝜔𝑖𝑖 𝛿𝛿𝜔𝜔𝑖𝑖 + �𝜑𝜑𝑖𝑖𝑖𝑖
𝑖𝑖

𝛿𝛿𝜔𝜔𝑖𝑖 + 𝜑𝜑𝑖𝑖     , for 𝑚𝑚 = 3   

𝛿𝛿𝜔𝜔𝑖𝑖(𝑡𝑡 + 1) = 𝑒𝑒𝑠𝑠𝑛𝑛[ℎ𝑖𝑖(𝑡𝑡)] 

𝜑𝜑𝑖𝑖𝑖𝑖
(2) = 𝜑𝜑𝑖𝑖𝑖𝑖

(2) = 𝜑𝜑𝑖𝑖𝑖𝑖
(2) = 𝜑𝜑𝑖𝑖𝑖𝑖𝑖𝑖

(3) = 𝜑𝜑𝑖𝑖𝑖𝑖𝑖𝑖
(3) = 𝜑𝜑𝑖𝑖𝑖𝑖𝑖𝑖

(3) = 0 

   [10]

These local fields will determine the functionality as well as the flexibility of the last 
states. As a result, the last interpretation will decide whether the result is overfitted. The 
updating rule remains as Equation 11.

𝜔𝜔𝑖𝑖 = �
1         𝑖𝑖𝑖𝑖 �𝜑𝜑𝑖𝑖𝑖𝑖𝜔𝜔𝑖𝑖 >  𝛾𝛾

𝑖𝑖
−1      𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒                          

 

ℎ𝑖𝑖 = �𝜑𝜑𝑖𝑖𝑖𝑖𝑖𝑖
𝑖𝑖

𝛿𝛿𝜔𝜔𝑖𝑖 𝛿𝛿𝜔𝜔𝑖𝑖 + �𝜑𝜑𝑖𝑖𝑖𝑖
𝑖𝑖

𝛿𝛿𝜔𝜔𝑖𝑖 + 𝜑𝜑𝑖𝑖     , for 𝑚𝑚 = 3   

𝛿𝛿𝜔𝜔𝑖𝑖(𝑡𝑡 + 1) = 𝑒𝑒𝑠𝑠𝑛𝑛[ℎ𝑖𝑖(𝑡𝑡)] 

𝜑𝜑𝑖𝑖𝑖𝑖
(2) = 𝜑𝜑𝑖𝑖𝑖𝑖

(2) = 𝜑𝜑𝑖𝑖𝑖𝑖
(2) = 𝜑𝜑𝑖𝑖𝑖𝑖𝑖𝑖

(3) = 𝜑𝜑𝑖𝑖𝑖𝑖𝑖𝑖
(3) = 𝜑𝜑𝑖𝑖𝑖𝑖𝑖𝑖

(3) = 0 
       [11]

The neuron connection is symmetric and zeroes diagonal. Such cases are as given in 
Equation 12:

𝜔𝜔𝑖𝑖 = �
1         𝑖𝑖𝑖𝑖 �𝜑𝜑𝑖𝑖𝑖𝑖𝜔𝜔𝑖𝑖 >  𝛾𝛾

𝑖𝑖
−1      𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒                          

 

ℎ𝑖𝑖 = �𝜑𝜑𝑖𝑖𝑖𝑖𝑖𝑖
𝑖𝑖

𝛿𝛿𝜔𝜔𝑖𝑖 𝛿𝛿𝜔𝜔𝑖𝑖 + �𝜑𝜑𝑖𝑖𝑖𝑖
𝑖𝑖

𝛿𝛿𝜔𝜔𝑖𝑖 + 𝜑𝜑𝑖𝑖     , for 𝑚𝑚 = 3   

𝛿𝛿𝜔𝜔𝑖𝑖(𝑡𝑡 + 1) = 𝑒𝑒𝑠𝑠𝑛𝑛[ℎ𝑖𝑖(𝑡𝑡)] 

𝜑𝜑𝑖𝑖𝑖𝑖
(2) = 𝜑𝜑𝑖𝑖𝑖𝑖

(2) = 𝜑𝜑𝑖𝑖𝑖𝑖
(2) = 𝜑𝜑𝑖𝑖𝑖𝑖𝑖𝑖

(3) = 𝜑𝜑𝑖𝑖𝑖𝑖𝑖𝑖
(3) = 𝜑𝜑𝑖𝑖𝑖𝑖𝑖𝑖

(3) = 0     [12]

The structure of the generalised Lyapunov final energy of each variation of HNN-3SAT 
is in Equation 13:

𝐸𝐸 = −
1
3
���𝜑𝜑𝑖𝑖𝑖𝑖𝑖𝑖

𝑖𝑖

𝛿𝛿𝜔𝜔𝑖𝑖𝛿𝛿𝜔𝜔𝑖𝑖 𝛿𝛿𝜔𝜔𝑖𝑖
𝑖𝑖𝑖𝑖

−
1
2
��𝜑𝜑𝑖𝑖𝑖𝑖

𝑖𝑖𝑖𝑖

𝛿𝛿𝜔𝜔𝑖𝑖𝛿𝛿𝜔𝜔𝑖𝑖 −�𝜑𝜑𝑖𝑖
𝑖𝑖

𝛿𝛿𝜔𝜔𝑖𝑖     [13]

The Lyapunov energy function is always minimised when HNN is used. The HNN 
energy landscape comprises a high-level-dimensional formation with hills and valleys 
(Lee & Gyvez, 1996).
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Fuzzy Logic

The fuzzy logic development is built on fuzzy set theory, the development of classical 
set theory. A fuzzy clause is when each variable is true to a certain degree, which can be 
any real integer between zero and one. Fuzzy logic is a multivalued logic that allows for 
intermediate numbers within typical classification evaluations like correct or incorrect, 
yes or no, high or low, and so on (Badawi et al., 2022). As a result, when dealing with 
inconsistency and vagueness, fuzzy logic allows us to be more adaptable in our argument 
(Halaby & Abdalla, 2016). The truth numbers in Boolean can only be the binary numbers 
of zero or one, 𝑥𝑥 ∈ {0,1} 

𝜇𝜇 ∈ (0,1) 
 (Novák et al., 1999). Meanwhile, fuzzy logic offers truth numbers 

between zero and 
𝑥𝑥 ∈ {0,1} 
𝜇𝜇 ∈ (0,1) . 

A fuzzy set A is a function on universe X that matches into the range [0,1] and is 
probably bound to fit into a group such  𝜇𝜇𝑆𝑆:𝑋𝑋 → [0,1] 

𝜇𝜇𝑆𝑆 
0 ≤ 𝜇𝜇𝑆𝑆(𝑥𝑥) ≤ 1 

. As seen in Equation 14, the 
membership function of A is symbolised by the symbol 

 𝜇𝜇𝑆𝑆:𝑋𝑋 → [0,1] 
𝜇𝜇𝑆𝑆 

0 ≤ 𝜇𝜇𝑆𝑆(𝑥𝑥) ≤ 1 
:

𝑆𝑆 = ��𝑥𝑥, 𝜇𝜇𝑆𝑆(𝑥𝑥)�|𝑥𝑥 ∈ 𝑋𝑋�   

𝑆𝑆 =
𝜇𝜇𝑆𝑆(𝑥𝑥1)
𝑥𝑥1

+
𝜇𝜇𝑆𝑆(𝑥𝑥2)
𝑥𝑥2

+ ⋯+
𝜇𝜇𝑆𝑆(𝑥𝑥𝑛𝑛)
𝑥𝑥𝑛𝑛

= �
𝜇𝜇𝑆𝑆(𝑥𝑥)
𝑥𝑥

𝑥𝑥∈𝑋𝑋

                           [15] 

       [14]

in which 

 𝜇𝜇𝑆𝑆:𝑋𝑋 → [0,1] 
𝜇𝜇𝑆𝑆 

0 ≤ 𝜇𝜇𝑆𝑆(𝑥𝑥) ≤ 1 . The notation can be used for discrete universe X, as stated in 
Equation 15, to illustrate the set (Zadeh, 1973).

𝑆𝑆 = ��𝑥𝑥, 𝜇𝜇𝑆𝑆(𝑥𝑥)�|𝑥𝑥 ∈ 𝑋𝑋�   

𝑆𝑆 =
𝜇𝜇𝑆𝑆(𝑥𝑥1)
𝑥𝑥1

+
𝜇𝜇𝑆𝑆(𝑥𝑥2)
𝑥𝑥2

+ ⋯+
𝜇𝜇𝑆𝑆(𝑥𝑥𝑛𝑛)
𝑥𝑥𝑛𝑛

= �
𝜇𝜇𝑆𝑆(𝑥𝑥)
𝑥𝑥

𝑥𝑥∈𝑋𝑋

                           [15]     [15]

where  ∑ 
𝑥𝑥 ∈ 𝑋𝑋 
𝜇𝜇𝑆𝑆(𝑥𝑥) 

 implies union across all 
 ∑ 

𝑥𝑥 ∈ 𝑋𝑋 
𝜇𝜇𝑆𝑆(𝑥𝑥) 

. The degree of membership of x in A is known as 
the value of 

 ∑ 
𝑥𝑥 ∈ 𝑋𝑋 
𝜇𝜇𝑆𝑆(𝑥𝑥) .

Traditional formal logic has been effectively applied for computations problems such 
as in Horn clause form (Sathasivam & Abdullah, 2008) and has shown to be a powerful 
reasoning technique. While this type of logic is solid, it is also restricted and lacks 
expression. It is especially true when there is much ambiguity. Fuzzy logic provides an 
intriguing result to this dilemma because it allows for manipulating propositions containing 
ambiguity (Zadeh, 1974, 1979). Therefore, its clause needs the equivalent common structure 
as a standard clause, excluding its vagueness (Rhodes & Menani, 1992). Because of the 
complexity of many computation problems and the difficulty of coping with uncertainty, 
researchers have turned to fuzzy logic theory to solve optimisation problems (Nasir et 
al., 2021). Furthermore, the distinctive and valuable characteristics of fuzzy logic and 
the Hopfield network have caused each of these ways to reinforce itself by leveraging the 
strengths of both methods. 

In fuzzy logic, connectives from classical logic are often linked to operators like 
conjunction, disjunction, implication, and negation (Brys et al., 2012). Table 1 shows the 
operands of fuzzy logic.
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A fuzzy logic system’s basic design consists of a fuzzifier, rule evaluator, and 
defuzzifier. In the fuzzifier step, it converts crisp inputs into fuzzy sets. For OR and AND, 
fuzzy set operations assess Max and Min rules, respectively. The defuzzifier is a mapping 
stage in a fuzzy system that converts a fuzzy set into a crisp output. In the defuzzification 
process, the crisp production is generated using the alpha-cut form of a fuzzy collection. 
Because the alpha-cut method may extract the crisp value of a fuzzy set (Bodjanova, 2002), 
the theory of alpha-cut is crucial in combining fuzzy sets and crisp sets. Figure 1 shows 
the fundamental model of a fuzzy logic structure.

Table 1 
Operators in fuzzy logic

Operators Formula

Negation, NOT (¬)

Operators Formula 

Negation, NOT (¬) 𝐹𝐹¬(𝜔𝜔𝑖𝑖) = 1 − 𝜇𝜇𝜔𝜔𝑖𝑖  

Disjunction, OR (∨) 𝐹𝐹∨�𝜔𝜔𝑖𝑖 ,𝜔𝜔𝑖𝑖 � = 𝑚𝑚𝑚𝑚𝑥𝑥�𝜔𝜔𝑖𝑖 ,𝜔𝜔𝑖𝑖 � 

Conjunction, AND (∧) 𝐹𝐹∧�𝜔𝜔𝑖𝑖 ,𝜔𝜔𝑖𝑖 � = 𝑚𝑚𝑖𝑖𝑛𝑛�𝜔𝜔𝑖𝑖 ,𝜔𝜔𝑖𝑖 � 

Implication 𝐹𝐹→�𝜔𝜔𝑖𝑖 ,𝜔𝜔𝑖𝑖 � = 𝑚𝑚𝑖𝑖𝑛𝑛�1,1 −𝜔𝜔𝑖𝑖 ,𝜔𝜔𝑖𝑖 � 

 

Disjunction, OR (˅)

Conjunction, AND (˄)

Implication

Figure 1. Fuzzy logic structure’s fundamental design
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3-Satisfiability Fuzzy Logic Hopfield Neural Network Using Abdullah (1992) 
Method

To assess synaptic weight methodically, we use a solid training strategy. According to 
Abdullah (1992), logic programming may be integrated into a neural network. When 
Abdullah’s technique seeks the optimum solutions for the logic program’s clauses, the 
subsequent results may shift as new clauses are introduced. As a result, we train the 
3SAT using the Abdullah approach. The method was the first in formal synaptic weight 
derivation of superficial logical contradictions (Abdullah, 1992). Following that, Abdullah 
(1993) introduced a logic programming paradigm for Horn clauses in a neural network. 
Sathasivam (2010) expanded the work by introducing neural symbolic integration in HNN. 
Velavan et al. (2015) published the result on logic programming, which focused on logic 
programming for higher-order clauses using mean-field theory.
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It is an excellent way to train the HNN, especially when accumulating synaptic weight. 
A set of systematic approaches are used in the training phase of 3SAT logic programming. 
The selection logic formula is critical for providing the neural network with good 
instructions. Synaptic weight will be computed using Abdullah (1992). A comprehensive 
learning approach calculates the corresponding synaptic weight using Boolean logical 
inconsistencies. The fuzzification and defuzzification algorithms will be connected with the 
network in the 3SAT programming to link a neuron’s membership function to its identity. 
The 3SAT problem will be treated as an optimisation problem that HNN will solve. The 
clauses have a cost function that removes logical inconsistencies.

With the third-degree network, we created an HNN-3SAT method using the Abdullah 
approach during the training phase. The proposed method included a fuzzy logic technique 
to the network to improve the algorithm and name it HNN-3SATFuzzy. An HNN-
3SATFuzzy algorithm is an integrated framework created using the fuzzification and 
defuzzification procedures until it achieves its final state. The last condition’s stability was 
analysed to achieve a global minimum solution. 

Fuzzification. The fuzzification technique connects a neuron’s identity to its membership 
function. The function 𝜇𝜇𝜔𝜔𝑋𝑋  

𝜇𝜇𝜔𝜔𝑖𝑖(𝑖𝑖): 𝐼𝐼 → [0,1]                                                                    
 defines a fuzzy set by pairing each component of the universe 

of discourse by its membership degree (Equation 16):
𝜇𝜇𝜔𝜔𝑋𝑋  

𝜇𝜇𝜔𝜔𝑖𝑖(𝑖𝑖): 𝐼𝐼 → [0,1]                                                                            [16]

where 𝜇𝜇𝜔𝜔𝑖𝑖 = 0  
𝜇𝜇𝜔𝜔𝑖𝑖 = 1  
 𝜇𝜇𝜔𝜔𝑖𝑖  

 signifies that a part i does not belong to a fuzzy set, and 
𝜇𝜇𝜔𝜔𝑖𝑖 = 0  
𝜇𝜇𝜔𝜔𝑖𝑖 = 1  
 𝜇𝜇𝜔𝜔𝑖𝑖  

  denotes 
that i is a component of a fuzzy set (Zadeh, 1974).

Fuzzy Rules. Union, intersection, and complement are all characterised and linked to 
membership functions for fuzzy sets. Allow the membership function of 

𝜇𝜇𝜔𝜔𝑖𝑖 = 0  
𝜇𝜇𝜔𝜔𝑖𝑖 = 1  
 𝜇𝜇𝜔𝜔𝑖𝑖  

 where i = 1,2 
... n for n = 9 to express the fuzzy logical sets. 

The membership function in Equation 17 is an example of one definition of the fuzzy 
union. 

𝜇𝜇𝜔𝜔1∪𝜔𝜔2 (𝑥𝑥) = 𝑚𝑚𝑚𝑚𝑥𝑥�𝜇𝜇𝜔𝜔1 (𝑥𝑥), 𝜇𝜇𝜔𝜔1 (𝑥𝑥)�                                         
𝜇𝜇𝜔𝜔1∩𝜔𝜔2 (𝑥𝑥) = 𝑚𝑚𝑖𝑖𝑛𝑛�𝜇𝜇𝜔𝜔1 (𝑥𝑥),𝜇𝜇𝜔𝜔1 (𝑥𝑥)�  

𝜇𝜇𝜔𝜔1����(𝑥𝑥) = 1 − 𝜇𝜇𝜔𝜔1  

     [17]

Equation 18 implies the membership function of one definition of fuzzy intersection. 𝜇𝜇𝜔𝜔1∪𝜔𝜔2 (𝑥𝑥) = 𝑚𝑚𝑚𝑚𝑥𝑥�𝜇𝜇𝜔𝜔1 (𝑥𝑥), 𝜇𝜇𝜔𝜔1 (𝑥𝑥)�                                         
𝜇𝜇𝜔𝜔1∩𝜔𝜔2 (𝑥𝑥) = 𝑚𝑚𝑖𝑖𝑛𝑛�𝜇𝜇𝜔𝜔1 (𝑥𝑥),𝜇𝜇𝜔𝜔1 (𝑥𝑥)�  

𝜇𝜇𝜔𝜔1����(𝑥𝑥) = 1 − 𝜇𝜇𝜔𝜔1  
      [18]

Moreover, the membership function in Equation 19 implies a fuzzy complement. 
𝜇𝜇𝜔𝜔1∪𝜔𝜔2 (𝑥𝑥) = 𝑚𝑚𝑚𝑚𝑥𝑥�𝜇𝜇𝜔𝜔1 (𝑥𝑥), 𝜇𝜇𝜔𝜔1 (𝑥𝑥)�                                         

𝜇𝜇𝜔𝜔1∩𝜔𝜔2 (𝑥𝑥) = 𝑚𝑚𝑖𝑖𝑛𝑛�𝜇𝜇𝜔𝜔1 (𝑥𝑥),𝜇𝜇𝜔𝜔1 (𝑥𝑥)�  
𝜇𝜇𝜔𝜔1����(𝑥𝑥) = 1 − 𝜇𝜇𝜔𝜔1          [19]
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We can assess rules using fuzzy logic properties by transforming the 3SAT problem 
in Equation 5 into a fuzzy logic structure. Then, consider Equation 21 as the negation of 
Equation 20. The formulas are as follows:

                [20]

                [21]

If the program allocates value  to be accurate and  to be false, then 
 indicates a consistent interpretation and  implies the clauses in 

the structure are not fulfilled. 

Defuzzification. Aside from that, the HNN-3SATFuzzy algorithm will use the alpha-cut 
approach in the defuzzification phase to adjust the unsatisfied neuron clauses until the 
proper neuron state is determined. The defuzzifier is a mapping stage that converts a fuzzy 
value into a crisp output. It is referred to as a stable state when the state acquired is constant 
across both algorithms. The alpha-cut defuzzification technique, which is used to make 
the estimation, is stated in Equations 22 and 23:

if if 𝜇𝜇𝜔𝜔𝑖𝑖 ≥ 𝛼𝛼, 𝑡𝑡ℎ𝑒𝑒𝑛𝑛 𝛿𝛿𝜔𝜔𝑖𝑖𝛼𝛼 = 1         
if 𝜇𝜇𝜔𝜔𝑖𝑖 < 𝛼𝛼, 𝑡𝑡ℎ𝑒𝑒𝑛𝑛 𝛿𝛿𝜔𝜔𝑖𝑖𝛼𝛼 = 0                                                              

        [22]

if 
if 𝜇𝜇𝜔𝜔𝑖𝑖 ≥ 𝛼𝛼, 𝑡𝑡ℎ𝑒𝑒𝑛𝑛 𝛿𝛿𝜔𝜔𝑖𝑖𝛼𝛼 = 1         
if 𝜇𝜇𝜔𝜔𝑖𝑖 < 𝛼𝛼, 𝑡𝑡ℎ𝑒𝑒𝑛𝑛 𝛿𝛿𝜔𝜔𝑖𝑖𝛼𝛼 = 0                                                                     [23]

Alpha-Cut. A subset of the universe with membership grades, 𝜇𝜇 
𝛼𝛼 

𝛼𝛼 ∈ [0,1] 

 which are greater than 
or equal to alpha, 

𝜇𝜇 
𝛼𝛼 

𝛼𝛼 ∈ [0,1] 
 for any 

𝜇𝜇 
𝛼𝛼 

𝛼𝛼 ∈ [0,1]   is called an alpha-cut (Wang, 1996). The idea of 
alpha-cut is critical in connecting fuzzy and crisp sets. Sharpening produces a clean set, 
which is dependent on the alpha value. During defuzzification, neuron clauses will be 
adjusted using the alpha-cut method until the right neuron state is obtained (Pourabdollah 
et al., 2020). Equation 24 is the modified alpha-cut defuzzification:

alpha-cut =
∑ 𝛼𝛼𝑖𝑖�𝜇𝜇𝜔𝜔𝑖𝑖 �

�������
𝑖𝑖

∑ 𝛼𝛼𝑖𝑖𝑖𝑖
               𝑖𝑖 = 1, … 𝐿𝐿            [24]

where �𝜇𝜇𝜔𝜔𝑖𝑖 �  represents the average of the membership value of neurons, and L is the number 
of discretisation stages along the vertical axis. 

The learning algorithm of the hybridised intelligent dynamic model of 3SAT using 
fuzzy logic in HNN is shown in Figure 2. The initial stage is constructing a 3SAT logic 
programming that must demonstrate inconsistency to prove a certain objective. After that, 
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the process continues to convert the logic structure into a Boolean algebraic structure and 
negation. The advanced model includes the fuzzification method, which links a neuron’s 
identity to its membership function. We can evaluate rules using fuzzy logic attributes 
by changing the Boolean model into a fuzzy structure. Next, we employ the alpha-cut 
defuzzification technique. The principle of alpha-cut is critical in the connection between 
fuzzy and crisp sets. The cost function is then required to determine the synaptic weights. 
The estimates of synaptic weights are then obtained by analysing the cost function in 
conjunction with the energy function. Finally, let the neural networks evolve until they 
reach a minimum energy state.

Figure 2. Algorithm in the learning phase for HNN-3SATFuzzy

Implementation and Experimental Setup

The discussion will cover the HNN-3SATFuzzy experimental simulation and algorithm 
descriptions (Table 2). 



1705Pertanika J. Sci. & Technol. 31 (4): 1695 - 1716 (2023)

Hybridised Intelligent Dynamic Model of 3SAT Fuzzy Logic HNN

The performance of the fuzzy logic techniques in training HNN to execute 3SAT is 
carried out using Matlab 2020b software in this experimental simulation. HNN-3SAT models 
integrated with fuzzy logic algorithm (HNN-3SATFuzzy) are the hybrid HNN models 
investigated in this work. The HNN models in this study used simulated datasets to generate 
3SAT clauses with varying difficulty levels. The simulations of this experiment are carried 
out with varying numbers of neurons (NN) ranging from 9 to 135. The CPU time cutoff for 
generating data will be 24 hours (Kho et al., 2020), and if the CPU time exceeds 24 hours, the 
experiment will be aborted. Aside from that, we employed HTAF in this work because HTAF 
is regarded as an example of good quality activation functions to be developed in HNN based 
on its stability. Furthermore, the suggested network operates even if no activation function is 
used. The final energy execution requirements were set to 0.001 since this reduced statistical 
errors better (Sathasivam, 2010). The success of this study will be evaluated by comparing 
the accuracy and efficiency of two models: HNN-3SAT and HNN-3SATFuzzy. 

The experiment is divided into three phases to validate the success of the suggested 
approach: training phase, retrieval phase, and energy analysis. As noted below, each 
subsection represents a distinct purpose. The list of the three subsections and their metrics 
may be found in Table 3. 

Table 3 
List of the phases and metrics used in all performance evaluation measures

Phases Description Metrics
Learning phase to achieve ideal weight management through 

well-structured training programming.
RMSELearn
MAELearn
SSELearn
MAPELearn

Retrieval phase to assess the quality of the HNN-3SATFuzzy 
generated solution

RMSERetrieve
MAERetrieve
SSERetrieve
MAPERetrieve

Energy analysis to investigate the energy difference obtained by 
HNN-3SATFuzzy

NLocal
NGlobal

Table 2 
Listing of related factors utilised in HNN-3SATFuzzy

Parameter Value
Number of neurons 9 ≤ NN ≤ 135
Total of combinations 100
Tolerance measurement 0.001
CPU time threshold 24H
Activation function HTAF
The initialisation of fuzzy membership neuron μωi ϵ[0,1]
Finalised neuron states δωi ϵ[–1,1]



1706 Pertanika J. Sci. & Technol. 31 (4): 1695 - 1716 (2023)

Farah Liyana Azizan, Saratha Sathasivam and Majid Khan Majahar Ali

Figure 3 shows the summary flowchart of the successful integration of HNN-3SAT 
with fuzzy logic. Figure 3 shows how the HNN-3SATFuzzy is distributed into the learning 
and retrieval phases, with the fuzzy logic being implemented in the learning phase. The 
goal of the proposed network is to achieve the final global states of HNN-3SAT.

Figure 3. Flowchart of HNN-3SATFuzzy
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Performance Evaluation Metrics for HNN-3SATFuzzy

Two measurement methods will be used to assess the competence of HNN-3SATFuzzy 
models, such as error analysis and energy analysis. The explanations for each metric will 
be discussed further down in greater detail.

Root Mean Square Error (RMSE). RMSE reports the actual divergence of the anticipated 
amounts and the computed value (Equation 25) (Willmott & Matsuura, 2005)
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      [25]

where Ix is the network’s computed value, Ihighest is the network’s highest value, and n is 
the total number of iterations.

Mean Absolute Error (MAE). By computing the disparity of the average gap between the 
calculated values and the expected values, MAE proves to be a good metric for analysing 
the model (Equation 26) (Alzaeemi & Sathasivam, 2021).𝑅𝑅𝑅𝑅𝑆𝑆𝐸𝐸 = ��1
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where Ix stands for the generated values, n for the number of iterations, and Ihighest for the 
most significant values by the network, which describes the number of clauses in the kSAT.

Sum Squared Error (SSE). SSE is a statistical technique for calculating how much the 
data deviates from expected values (Equation 27) (Bilal et al., 2012)
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where Ix denotes the computed values, and Ihighest is the largest number, which relates to 
the value of the kSAT logic clauses.

Mean Absolute Percentage Error (MAPE). MAPE is a modified form of the MAE in 
which the results are normalised to a percentage (De Myttenaere et al., 2016). MAPE’s 
formulation is given as Equation 28:
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where Ix is the network’s computed value, Ihighest is the network’s highest value, and n is 
the total number of iterations.

Global Minima Ratio (Zm). In prior research, global minima are employed to thoroughly 
investigate energy analysis (Alzaeemi et al., 2021; Mansor & Sathasivam, 2021). The 
energy process is also an indicator of the program’s efficacy (Equation 29).

𝐺𝐺𝑒𝑒𝐺𝐺𝐺𝐺𝑚𝑚𝑒𝑒 𝑅𝑅𝑖𝑖𝑛𝑛𝑖𝑖𝑚𝑚𝑚𝑚 =
1

𝑁𝑁𝑆𝑆.𝐶𝐶𝐶𝐶𝑅𝑅𝐶𝐶𝑅𝑅𝑆𝑆𝑋𝑋
�𝑁𝑁
𝑛𝑛

𝑖𝑖=1

      [29]

where NT is the total of testing, COMBMAX is the combination of neurons, N is the number 
of global minima of the network. A network is believed to be strong if the amount of global 
minima is close to one.

CPU (Central Processing Unit) Time. Processing time generally refers to the total time to 
finish a simulation. The processing time is used to determine the robustness and stability. 
This investigation will employ the second SI unit for processing time. When the model’s 
CPU period is reduced, the simulation’s productivity is believed to be improved. Equation 
30 shows the CPU time calculation:

Processing time = Training phase time + Retrieval phase time   [30]

RESULTS AND DISCUSSION

Figures 4 to 9 show the performance of HNN-3SAT and HNN-3SATFuzzy in terms of 
RMSE, MAE, SSE, MAPE, global minima and CPU time, respectively. 

Figure 4. Root Mean Square Error (RMSE)
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The output of RMSE and MAE in the training stage for HNN-3SAT and HNN-
3SATFuzzy are shown in Figures 4 and 5, respectively. During the training phase, 
HNN-3SATFuzzy beat its equivalent, HNN-3SAT, as per RMSE and MAE indicators. 
The results show that the RMSE and MAE values for HNN-3SATFuzzy are lower than 
the HNN-3SAT network, even as the total of neurons (NN) increases. As a result, the 
HNN-3SATFuzzy solutions diverged less from the potential solutions. At the start of the 
simulations, the outcomes for both networks appeared to have close results during 9 ≤ 
NN ≤ 45. The performance for RMSE and MAE in HNN-3SAT seemed to rise once it 
reached NN = 54 slowly, and subsequently, the results rose significantly to about 600% 
and 2000%, respectively, towards the end of the simulations. The suggested technique, 
HNN-3SATFuzzy, achieves 𝜓𝜓 𝜃𝜃3𝑆𝑆𝑆𝑆𝑆𝑆 = 0  

𝜓𝜓 𝜃𝜃3𝑆𝑆𝑆𝑆𝑆𝑆 = 0 
 at lower results than HNN-3SAT, based on 

RMSE and MAE calculation. The fundamental reason is that 3SAT’s fuzzy logic technique 
partitions solution is better, allowing 𝜓𝜓 𝜃𝜃3𝑆𝑆𝑆𝑆𝑆𝑆 = 0  

𝜓𝜓 𝜃𝜃3𝑆𝑆𝑆𝑆𝑆𝑆 = 0 
 to be obtained in fewer rounds. The 

fuzzy logic algorithm’s increased likelihood of exploring for accurate interpretations 
during training is owing to it. Similarly, the HNN-3SATFuzzy used a systematic strategy 
using the fuzzification and defuzzification methods throughout the searching neuron stage. 
Furthermore, HNN-3SATFuzzy could check the correct interpretation efficiently and handle 
additional limitations compared to the other network. 

Figures 6 and 7 show that HNN-3SATFuzzy has a lower SSE and MAPE value than 
HNN-3SAT. HNN-3SATFuzzy has a more robust capability to train the simulated data set 
than HNN-3SAT since it has a lower SSE value. It was clear that HNN-3SATFuzzy was 
found to have good quality results with a lower SSE value for all hidden neuron counts. 
Although at the beginning of the simulations, when 9 ≤ NN ≤ 45 of SSE for both networks 
seemed to obtain almost similar results, the results for HNN-3SAT dramatically increased 

Figure 5. Mean Absolute Error (MAE)
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when it reached NN = 54 till the last simulations. The results of HNN-3SAT increased by 
about 500% compared to HNN-3SATFuzzy at the final NN, which makes it a poor network. 
Compared to HNN-3SAT and HNN-3SATFuzzy, a comparable output was obtained for the 
MAPE values. The MAPE value also has offered strong evidence of fuzzy logic’s ability 
to work well with HNN-3SATFuzzy. The outcomes for HNN-3SAT significantly rose after 
it hit NN = 54. At NN = 135, the outcomes of HNN-3SAT converged by roughly 400% 
compared to HNN-3SATFuzzy. In conclusion, compared to the two results, the HNN-

Figure 6. Sum Squared Error (SSE)

Figure 7. Mean Absolute Percentage Error (MAPE)
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3SATFuzzy method performs substantially better. It is owing to the efficient operators in 
the training phase, such as the fuzzification and defuzzification features of fuzzy logic, 
which increased the compatibility of the solutions. HNN-3SATFuzzy can recover a more 
accurate end state than HNN-3SAT.

For varied numbers of neurons, Figure 8 illustrates the global minima ratio recorded 
by HNN-3SAT and HNN-3SATFuzzy. Sathasivam (2006) discovered a link between the 
global minima value and the type of energy gained at the last part of the program. Given 
that the suggested hybrid network’s global minima ratio is reaching value one, the results 
in the system have tentatively achieved minimum global energy except for HNN-3SAT. 
Compared to HNN- 3SATFuzzy have the potential to provide more exact and correct 
states. It is because the fuzzy logic algorithm’s searching technique is very efficient. The 
HNN-3SATFuzzy solution has achieved the best minimum global energy of value 1. It is 
due to HNN’s use of the fuzzy logic approach in conjunction with the 3SAT network. The 
proposed method can accept additional neurons since fuzzy logic reduces computing load 
by fuzzifying and defuzzifying the state of the neurons to find the appropriate states. Aside 
from that, during the defuzzification process, unsatisfied neuron clauses will be refined 
using the alpha-cut method until the correct neuron state is identified. Compared to the 
other network, this property effectively causes fuzzification and defuzzification techniques 
to converge to global minima. The network in HNN-3SAT becomes stuck in a suboptimal 
state when the number of neurons increases. The fuzzy logic algorithm has been shown to 
reduce the network’s complexity, and in comparison to HNN-3SAT, the global minimum 
solutions of the HNN-3SATFuzzy converged to optimal solutions with beneficial results.

The calculation time is a critical metric or indicator for evaluating the effectiveness 
of our suggested algorithm. The efficacy of the entire calculation process can be used to 

Figure 8. Global Minima Ratio (zM)
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indicate our techniques’ robustness roughly. The computing time sometimes called the 
CPU period, can be described as the point it took our system to finish the entire calculation 
procedure in the investigation (Kubat, 1999). The computation method uses our suggested 
framework to train and generate the most satisfying phrases. The computing time for the 
HNN-3SAT and HNN-3SATFuzzy is displayed in Figure 9. As the number of neurons rose, 
the possibility of the identical neuron being implicated in an additional phrase increased 
(Sathasivam & Abdullah, 2008). As the network grew more extensive and complex, it was 
more likely to become stuck in local minima and consume more processing time. For all 
hybrid networks, the CPU moment rises as the number of neurons increases. Since the 
logical contradictions have been resolved, the HNN’s rigorous search process will examine 
the appropriate option. As a result, a system that accelerates the training process is required. 
Furthermore, Figure 9 clearly shows that HNN-3SATFuzzy surpasses its contemporary 
HNN-3SAT. Even though the time spent by all networks for fewer clauses is not much 
different, the HNN-3SATFuzzy improved faster than the other network as the number of 
clauses for each amount of neurons rose. Due to the efficiency of the fuzzification and 
defuzzification methods, the CPU time was faster when the fuzzy logic technique was used. 
HNN-3SATFuzzy is slightly quicker than the HNN-3SAT network due to the potential 
to improve interpretations using fuzzy logic. The computation time was lowered when 
fuzzy logic was applied because the state of the fuzziness neurons was provided before 
starting the defuzzification process, which methodically turned the dissatisfied clause into 
a satisfied clause. 

Figure 9. Processing time
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CONCLUSION

The findings proved that HNN-3SATFuzzy is a unique approach to increasing the efficiency 
of logic programming that integrates fuzzy logic and 3SAT in the Hopfield network. 
Fuzzification and defuzzification techniques with the alpha-cut approach were applied to 
improve the strategies of avoiding local minimum solutions and reducing the computer 
handling load of constructing the best results. When employing the HNN-3SATFuzzy 
to compute stability, the strength of this technique outperformed HNN-3SAT in terms 
of the error analysis, as stated in this publication. Furthermore, the suggested paradigm 
provides a global minima ratio of roughly one. The CPU time of the hybrid method is more 
rapidly compared to HNN-3SAT. As a result, the HNN-3SATFuzzy has proven to be more 
potent than the HNN-3SAT in 3SAT logic programming elements, such as better global 
minima ratio, constant lower error analysis values, and faster CPU time. The discoveries 
are crucial because the hybrid model considerably impacts Hopfield networks’ capacity 
to solve difficulties with less complexity rapidly. The new knowledge and ideas will 
aid in developing creative approaches for extracting information in logic programming. 
Furthermore, dynamic learning advancement is considered a significant breakthrough in 
the neuro-symbolic field. The results of the suggested model have shown that the network 
is stable, making it clear that it is a long-lasting hybrid network. In the future, HNN-
3SATFuzzy can be further improved to solve satisfiability problems by integrating with a 
metaheuristic algorithm.
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ABSTRACT 

The chemical reduction progression behaviour of transition metals (Mo, Zr, W, Ce, and 
Co) doped on NiO was studied using temperature programmed reduction (TPR) analysis. 
A wet impregnation method was applied to synthesise the doped NiO series catalysts. The 
reduction progress of the catalysts was attained by using a reductant gas at the concentration 
of 40% v/v CO/N2. X-ray diffraction (XRD) was employed to determine the composition 
of the reduced phases. Undoped NiO was reduced at 384℃ to obtain a cubic phase of 
NiO. It was observed that Ce/NiO exhibited the lowest reduction temperature of 370℃ 
among all catalysts. This phenomenon might be due to a higher surface area of Ce/NiO 

compared to undoped NiO, which facilitated 
a faster reduction reaction. The rest of the 
doped NiO series catalysts (Co/NiO, Mo/
NiO, W/NiO and Zr/NiO) demonstrated 
a higher reduction temperature compared 
to undoped NiO. New peaks in the XRD 
pattern were observed only for the reduced 
catalysts of Mo/NiO and W/NiO, which 
were associated with monoclinic MoO2 and 
WO2.72 phases, respectively. The formation 
of new compounds or more stable nickel 
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alloys led to a slower reduction reaction than undoped NiO. Therefore, Ce/NiO was the 
most efficient catalyst in promoting the formation of Ni under the CO atmosphere. 

Keywords: Carbon monoxide, metal oxide, nickel oxide, nickel, reduction

INTRODUCTION

The transition-metal oxides (TMOs) fascinate the materials chemists ascribed to the 
interesting class of inorganic metals (Ahmad et al., 2022). Their magnetic (Farber et al., 
2014), electrical (Rebello & Adeyeye, 2016), optical (Pandey et al., 2020), catalytic (Zheng 
et al., 2013) and mechanical properties (Vazinishavan et al., 2018) are the significant 
features in various applications. TMOs are compounds of oxygen atoms bound to 
transition metals, commonly utilised in several electronic applications due to their superior 
semiconducting properties (Parkinson et al., 2010; Kaiser, 2004). TMOs have important 
physical properties in which the spinal oxides show comparably good, interesting magnetic 
and electrical properties (Cho et al., 2017). These features make TMOs very attractive for 
several novel applications.

Recently, nanostructured materials have been noticed by researchers owing to their 
unique and fascinating properties. Specifically, metal oxide nanomaterials, such as NiO, 
have attracted interest and are applied in various technologies and industries. Nickel oxide 
is a prominent example of TMO. It is also used as a catalyst in CO2 capture (Hakim, Tahari 
et al., 2015; Hakim, Isahak et al., 2015; Lahuri et al., 2022) and as antiferromagnetic layers 
in lightweight structural components in the aerospace, in active optical filters, in cathode 
materials for alkaline batteries and materials for gas or temperature sensors, such as CO 
sensor, H sensor, and formaldehyde sensors (Khan et al., 2019). Besides, the performance 
of the TMOs, namely CeO2 and Co3O4, was also proven in other applications, such as CO2 
capture (Lahuri et al., 2020). Meanwhile, MoOx, ZrOx and WoOx catalytic activities in 
hydrogen production were also explored (Sun et al., 2020; Fakeeha et al., 2020; Oudejans 
et al., 2022; Wondimu et al., 2022).

The performance of Ni-based catalysts is significant as metal oxide support (Charisiou, 
Papageridis et al., 2019; Charisiou, Tzounis et al., 2019; Papageridis et al., 2020). For 
instance, alkali and alkaline earth metals (Tsiotsias et al., 2020), transition metals (Lv et 
al., 2020) and rare-earth metals (Siakavelas et al., 2021) have proven their suitability as 
promoters through modification of physicochemical properties of metal oxide support 
(Anastasios et al., 2021). The co-deposition of CeO2 and NiO can improve the corrosion 
resistance compared to pure Ni (Hasannejad et al., 2012). A comparison from previous 
work showed that NiO as bimetal catalysts of nickel oxide exhibited a high reduction 
temperature in the CO atmosphere as the percentage of zirconia and cobalt increased 
(Dzakaria, Samsuri et al., 2020; Dzakaria, Tahari et al., 2020).
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Therefore, this work attempted to study the influence of the reduction behaviour 
of NiO doped with transition metals such as Ce, Co, Mo, W and Zr. The catalysts were 
reduced using carbon monoxide to obtain the reduction pattern with their reduction 
temperature. 

MATERIALS AND METHODS

Catalyst Preparation

The NiO (97.0%) and (NH4)2Ce(NO3)6 (99.0%) were purchased from Acros Organics and 
Merck. Co(NO3)2∙6H2O (99.0%), (NH4)6Mo7O24·4H2O (99.98%), (NH4)10H2(W2O7)6·xH2O 
(99.99%) and ZrOCl2∙8H2O (98.0%) were purchased from Merck, Sigma-Aldrich, Aldrich 
Chemistry and Acros Organics respectively. The ethanol was obtained from Systerm. 
The wet impregnation method prepared the Ce/NiO, Co/NiO, Mo/NiO, W/NiO, and Zr/
NiO catalysts. Three per cent wt./wt. Ce, Co, Mo, W and Zr of the total metal cation 
were dissolved in 5 mL distilled water and 5 mL ethanol. The NiO powder was added 
corresponding to the metal cation additives in the above proportion. The mixture was 
stirred aggressively for 2 hours at room temperature. The mixtures were dried at 120°C 
overnight and subsequently calcined at 400°C for 4 hours. The catalysts were denoted as 
Mo/NiO, Zr/NiO, W/NiO, Ce/NiO and Co/NiO.

Characterisation

The TPR analysis was performed by using a Micromeritic Autochem 2920 Chemisorption 
Analyzer. The 50 mg of catalysts were heated up with non-isothermal reduction until 
700°C at 10 °C/min and followed by isothermal reduction at 700°C for 60 minutes 
with 40% CO in N2 flow at 20 mL/min (STP) was introduced as reducing gas. The CO 
consumption was detected by a thermal conductivity detector (TCD) in the instrument. 
The structures’ lattices and phases were identified using the XRD Bruker AXS D8 
Advance type. The X-ray radiation source was Cu Kα (40 kV, 40 mA), and the 2θ 
diffraction was recorded at the angle of 10-80º with the wavelength of λ = 0.154 nm. 
The XRD patterns were matched with standard diffraction (JCPDS) to determine the 
crystalline phase composition. 

The N2 adsorption-desorption isotherms and textural properties were obtained using 
a static volumetric technique instrument (Gas sorption analyser, Micromeritics ASAP 
2020). The Brunauer-Emmett-Teller (BET) surface area was calculated from the isotherms. 
Approximately 500 mg of catalysts were outgassed at 300°C for 4 hours under vacuum to 
remove moisture content and humidity gases before measurement. The measurement was 
conducted in a circulating bath of liquid N2 of nitrogen (77 K).
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RESULTS AND DISCUSSION

Temperature Programmed Reduction

The reduction process of Mo/NiO, Zr/NiO, W/NiO, Ce/NiO, Co/NiO and NiO catalysts 
in the CO atmosphere was studied by using CO-TPR (Figure 1) under a flow of 40% CO 
in N2 (20 mL·min-1) in a non-isotherm (40-700°C, 10°C·min-1). TPR analysis profile was 
obtained from the reduction process of NiO catalysts added with various transition metals 
compared with undoped NiO catalysts. The reduction reaction for undoped NiO occurred 
at the temperature of 384°C. Referring to the study by Sharma et al. (1997), Alizadeh et 
al. (2007) and Krasuk & Smith (1972), responses to NiO catalyst reduction using C, H2 
and CO as reducing agents occurred through only one step of the reduction reaction, i.e., 
NiO → Ni0.

Figure 1. The TPR profile for 3% bt. various other metals upward of NiO is modified under a flow of 40% 
CO in N2 (20 mL·min-1) in a non-isotherm (40-700°C, 10°C·min-1) 

The results of the TPR analysis shown in Figure 1 describe a change in the position 
of the decreased peak for all 3% of the metal loads to NiO. The 3% wt./wt. metal loading 
is chosen to screen the effectiveness of transition metal doped NiO and observe whether 
this percentage is sufficient to reduce temperature/behaviour. Although the 3% metal loads 
of the transition metal doped NiO was small, it gave a very significant reduction effect. It 
was found that only Ce/NiO gave the lowest reduction temperature of 370°C compared 
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to the NiO catalyst of 384°C. It is most likely due to the metal-metal interaction between 
Ce and NiO because Ce particles are more likely to disperse evenly on the NiO surfaces 
(Dzakaria et al., 2021), and the increase in surface area on a Ce/NiO catalyst facilitates the 
reduction reaction to occur quickly. At the same time, other metal loads such as W/NiO, 
Mo/NiO, Co/NiO and Zr/NiO showed a higher reduction temperature than NiO catalysts. 
It is due to the formation of new compounds or more stable nickel alloys and, in turn, can 
further slow down the action counter-decline.

Crystallinity Analysis Using XRD

XRD analysis was performed in the 2θ range between 10° - 80° for NiO and modified 
catalysts consisting of Mo/NiO, Zr/NiO, W/NiO, Ce/NiO and Co/NiO at 3% loads, 
respectively (Figures 2). The XRD pattern for NiO indicates a stoichiometric cubic-shaped 
phase (JCPDS 00-047-1049). The addition of Ce, Co and W at 3% (wt./wt.) showed no 
significant changes in crystal structure due to the addition of a small amount of Ce, Co 
and W metals or the Ce, Co and W compounds existed in amorphous form so that they 
could not be detected using XRD techniques. Moreover, the addition of Ce, Co and W may 
make these metals completely dispersed on the surface of NiO. Subsequently, adding Mo 
to NiO indicates a new diffraction pattern of MoO3 as the orthorhombic phase (JCPDS 
01-878-4613). At the same time, the addition of W showed a slight presence of WO3 as 
the triclinic phase (JCPDS 00-020-1323) in addition to the major peak of NiO.

Figure 2. XRD diffractogram of (a) NiO; (b) Ce/NiO; (c) Co/NiO; (d) Mo/NiO; (e) W/NiO/SiO2 and (f) 
Zr/NiO after calcined at 400⁰C for 4 hours
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After the reduction reaction, the samples were collected for analysis using the XRD 
technique to understand the crystallinity properties of the modified NiO catalyst. This XRD 
analysis was performed on a modified NiO catalyst that underwent a reduction reaction 
using CO gas as the reduction agent under non-isothermal reduction conditions (40–700°C, 
10°C·min-1) under a flow of 40% CO in N2 (20 mL·min-1). XRD diffractograms were 
performed in the 2θ range between 10°–80° for NiO catalysts and modified NiO catalysts 
at 3% wt. The various metals doped NiO after the reduction reaction are shown in Figure 
3. The XRD diffraction pattern of the NiO catalyst after the reduction reaction shows a 
change in which the cubic-shaped NiO (JCPDS 00-047-1049) is completely reduced to 
cubic-shaped NiO (JCPDS 01-087-9414) with a 2θ value of 44.5°, 51.9°, 76.4° representing 
the lattice plane (1,1,0), (2,0,0), (2,2,0) and no other compound. When the addition of 3% 
bt. multi-metal loading was performed on the NiO catalyst, and the XRD diffraction pattern 
showed only Mo/NiO and W/NiO small peak formation for MoO2 (JCPDS 01076-1807) 
and WO2.72 (JCPDS 01-084-1516). At the same time, other modified NiO catalysts did not 
show any formation of new phase peaks other than Ni phase peaks of different intensities. 
Due to the low content of the metals, peaks from other metals are expected to be scattered 
on the surface of the NiO catalyst in the form of an amorphous or nano-shaped structure.

Figure 3. XRD diffractograms (a) NiO; (b) Ce/NiO; (c) Co/NiO; (d) Mo/NiO; (e) W/NiO and (f) Zr/NiO 
after reduction at 40-700⁰C, 10°C∙min-1

In
te

ns
ity

 (a
.u

)

2θ (degrees)

(f) Zr/NiO

(a) NiO

(b) Ce/NiO

(c) Co/NiO

(d) Mo/NiO

(e) W/NiO

WO2.72MoO2Ni

10                  20                   30                  40                    50                  60                   70                  80



1723Pertanika J. Sci. & Technol. 31 (4): 1717 - 1729 (2023)

The Reduction Behavior of NiO Doped with Various Metal Oxide in CO

Physical Surface Analysis

The textural properties of the catalysts were studied through N2 adsorption-desorption 
isotherms (Figure 4) and its parameters, such as BET surface area, pore volume and average 
pore diameter (Table 1). The adsorption isotherms are associated with type III according to 
IUPAC adsorption isotherms of classification, whereas hysteresis H4 type is characteristic 
of macroporous materials. The hysteresis, proven based on the isotherms associated with 
narrow slit pores, is observed (Sing et al., 1985; Othman, 2012).

The parameters of BET surface area, pore volume and average pore diameter for 
the catalysts are shown in Table 1. The plot of the isotherm of N2 adsorption for 3% wt. 
transition metals doped NiO are shown in Figure 4. Based on the IUPAC classification, 
the shape of the NiO catalyst isothermal curve is a type III mesoporous isotherm with H4 
hysteresis. This type III isotherm shows that NiO catalysts have multilayer adsorption 
properties on non-porous or macroporous materials. Catalysts having this type of isotherm 
are characterised as adsorption occurs when the interaction between the adsorbed material 
and the first adsorbent layer is stronger than the interaction of the adsorbed material with 
the surface of the adsorbent material. Meanwhile, the hysteresis property of H4 has the 
characteristic of a wide slope between the adsorption and desorption plots that is wide 

Figure 4. N2 adsorption-desorption isotherms for (a) NiO, (b) Ce/NiO, (c) Co/NiO, (d) Mo/NiO, (e) W/
NiO and (f) Zr/NiO
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and covers a large part of the relative pressure area range (P/P0). The 3% metal loading of 
various metals shows the same type of isotherm and hysteresis. Apart from this isothermal 
plot, it was found that all the modified NiO catalyst materials were mesoporous with the 
addition of 3% metal loading.

Table 1 shows the values   of surface area (SBET), pore diameter (Dpore) and modified 
volume (Vpore) and NiO catalysts. The results showed significant changes in the surface area, 
volume and diameter of the pores from the samples studied. It was because each addition 
of a different metal to the NiO catalyst surfaces had a different particle size, resulting in 
different textural properties. The surface area of   the NiO catalyst was 4.5 m2/g with pore 
diameter and volume of 40.6 nm and 0.030 cm3/g, respectively. The NiO catalysts with such 
surface area value are considered a material with a very low surface area. NiO samples are 
highly crystalline due to having a low surface area. In Table 1, Zr/NiO has a higher surface 
area than other metals doped NiO but a slightly higher reduction temperature than Ce/
NiO. Salleh et al. (2015) and Vazinishayan et al. (2018) stated that ZrO2 has higher BET 
surface areas than NiO. It suggests that more active sites may be attributed to the higher 
temperature reduction of NiO after doping. 

Overall, the addition of different metals, namely Ce, Co, Mo, W and Zr, showed a 
slight increase in the surface area compared   to undoped NiO. The increase in surface area 
is likely due to the increase in the surface area contributed by the effect of metal oxides 
added via impregnation. Some additional metal oxides were expected to have partially 
filled the NiO mesopores and partially formed a new surface outside the NiO pores. This 
phenomenon is due to the larger additional cluster metal size and the higher quantity of 
metal than the pore volume. Metallic materials outside the pores can usually add to the 
surface area of   the catalyst material (Zurina, 2015). Nevertheless, the volume and diameter 
of the pores showed less significant changes after adding other metals.

Table 1
Surface area, pore size and pore volume of NiO catalyst and various transition metal doped NiO

Catalyst SBET (m2/g) Dpore (nm) Vpore (cm3/g)
NiO 4.5 40.6 0.030
Ce/NiO 6.8 32.1 0.038
Co/NiO 4.8 29.0 0.027
Mo/NiO 4.8 33.1 0.033
W/NiO 5.2 29.2 0.017
Zr/NiO 8.9 16.1 0.027

The pore size distribution was computed using N2 adsorption-desorption isotherm 
data to apply with the Barrett-Joyner-Halenda (BJH) model. Figure 5 shows the pore size 
distribution of the various metals doped NiO catalysts, with the inset picture showing 
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the enlarged scale at 20 to 60 Å (2-6 nm). The catalysts showed a significant change in 
pore size distribution after being doped with various metals. The inset figure in Figure 5 
indicates that Mo/NiO has the highest pore size distribution in the 30 to 42 Å (3-4.2 nm) 
compared to the rest of the NiO-doped catalysts. Undoped NiO was not observed in the 
pore size distribution of the 20-60 Å (2-6 nm) region. Thus, the additive metals contribute 
to the changes in pore size distribution at the mesopore region. In general, the presence of 
additive metals contributes to a higher surface area than NiO (Table 1). It is due to each 
metal particle having its pores as well.

Various pore size distribution patterns were observed at the 300 to 1800 Å (30-180 nm) 
region. The undoped NiO only exhibited pore size distribution at mesopore to macropore 
region around 300 to 1800 Å (30-180 nm). A mesopore region is found in the range of 20 
to 500 Å (2-50 nm), whereas a macropore region is located in the range larger than 500 Å 
(50 nm) (Hakim, Tahari et al., 2015; Hakim et al., 2016). The undoped NiO has a larger 
pore size distribution at 300 to 1100 Å (30-110 nm) compared to Co/NiO, W/NiO, Mo/
NiO and Zr/NiO. It could be attributed to additive metals in smaller sizes that are partially 
embedded into NiO pores of this region. Meanwhile, the Ce/NiO possesses Ce particles 
of larger sizes, which possibly makes Ce particles the only particles deposited on NiO 
surfaces. Furthermore, at 600 to 1500 Å (60-150 nm), the Ce/NiO showed the highest and 
broadest distribution. Therefore, the high surface area of the Ce/NiO catalyst is attributed 
to the mesopore and macropore regions.

Figure 5. Pore size distribution of the various metals doped NiO catalysts with the inset picture showing 
the enlarged scale at 20 to 60 Å (2-6 nm)
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CONCLUSION

The reduction behaviour of Mo/NiO, Zr/NiO, W/NiO, Ce/NiO, Co/NiO and undoped NiO 
catalysts in the CO atmosphere was investigated and compared using the TPR technique 
and characterised by XRD and N2 gas adsorption-desorption analysis (BET). This research 
revealed that the reduction reaction obeyed the consecutive mechanism, and NiO was 
reduced to Ni completely. The 3% Ce/NiO possessed a higher surface. Furthermore, 
adding Ce to NiO enhanced a lower reduction temperature compared to adding Co, Mo, 
W and Zr. Adding Ce to the NiO shifted the TPR peaks to the lower temperature. It can be 
concluded that the reduction temperature of NiO decreases by the Ce with 3% Ce loading, 
which is sufficient to reduce NiO to Ni at 370°C. It is mainly ascribed to ceria’s intricate 
redox and O2- -defect chemistry capable of transporting oxygen species and exhibiting a 
strong metal-support interaction favouring a higher Ni dispersion. The Ce changes the 
coordination environment of nickel and the strength of Ni-O bonds, leading to a decrease 
in the reduction temperature of doped NiO.
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ABSTRACT
The global crisis and climate change have resulted in severe food shortages worldwide. 
One of the solutions is self-farming by using smart farming technology. Smart and efficient 
agricultural production or smart farming using IoT sensors, big data, and cloud service has 
proven its value for a decade, but the effect depends on the agricultural environment of the 
country or society. Hence self-farming is likely the most feasible solution to avoid food 
scarcity. The smart farming system monitors and maintains essential growth parameters 
like light, temperature, and humidity to ensure maximum yield. In this paper, we propose a 
Smart Portable Farming Kit design, which is simple, lightweight, and durable to be placed 
indoors in an urban area. This prototype design uses the Internet of Things (IoT) based 
system for cultivating short-duration vegetables and mushrooms in an urban area with 
minimal user attention. The proposed design proved better than the traditional setup by 
increasing the mushroom yield. With Smart Portable Farming Kit, urban farming becomes 
a more viable alternative to increase food security, making oyster mushroom cultivation 
in the urban area easier and more profitable.

Keywords: Food security, indoor farming, internet of 
things (IoT), remote farming, single board computer, 
smart farming, urban farming

INTRODUCTION 

The global food demand has affected 
households worldwide, especially in food 
consumption and security due to climate 
change (Ballais et al., 2021). The demand 
will lead to rising food costs and affect low-
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income families across 53 countries (Antonaci et al., 2022), especially in the urban area 
(Laborde et al., 2021; Rudolfsen, 2020). Based on Tan et al. (2020), the population will 
reach 9.8 billion by 2050, and most are expected to live in urban areas. Nowadays, smart 
agriculture technology is needed, especially in urban areas with limited space, to increase 
family food security by allowing households to grow nutritious food in their own homes. 
Therefore, urban smart vertical farming (USVF) (Jayasekara et al., 2021; Rajermani et al., 
2020; Saad et al., 2021; Zulqarnain et al., 2020) and portable smart farming (Sutono & 
Selvia, 2020; Rajermani et al., 2020) are the potential solutions to help meet the demand 
without additional farmland. The main advantage of a portable smart farming system is 
that it can be relocated, installed easily in a building, and utilized by small families at 
home or offices.

Mushrooms are suitable for urban farming as it requires small space, do not 
require direct sunlight and require a shorter time for harvest. It is also sustainable and 
environmentally friendly and uses agricultural waste for its growing medium (Rosmiza et 
al., 2016). Mushroom also has commercial value as it is always in high demand (Rosmiza 
& Hussin, 2017). However, mushroom cultivation has specific growing conditions (e.g., 
humidity) to produce a high yield; therefore, an IoT system is needed to aid the cultivation 
process.

Indoor farming has gained much interest in urban areas because it is compact and 
movable to any available indoor space. However, the designs of portable smart farming 
kits for mushroom cultivation (Ibrahim et al., 2018; Kassim et al., 2019; Mat et al., 
2019; Najmurrokhman et al., 2020; Shakir et al., 2019; Hendrawan et al., 2019) are still 
inadequate. Furthermore, the existing designs of indoor, portable smart farming (Ahmmad 
et al., 2020; Sutono & Selvia Lorena, 2020; Rankothge et al., 2022) are usually modelled 
specifically to the cultivated plant. Many factors should be considered when designing an 
indoor, portable smart farming kit, including the size, the materials used, the shape and 
the hardware installation. An inappropriate interior design of the portable kit could lead 
to the ruin of the plants and difficulty in operating and maintenance.

Therefore, this paper proposes a design of a Smart Portable Farming Kit (SPFK) for 
mushroom cultivation in urban areas where land is limited. The SPFK must be easy to 
install, lightweight, and developed on open-source platforms with cost-effective hardware 
components. The design automates growing vegetables in an urban indoor residential. A 
portable farming kit is a container designed to mimic a small agricultural land that can 
be moved to another location without any changes to the physical system. On the other 
hand, the design of the SPFK must have aesthetic values suitable for an indoor showcase. 

The contribution of this paper is twofold: (1) This paper demonstrates the proposed 
design of a Smart Portable Farming Kit for mushroom cultivation using an IoT climate 
control system in an indoor environment, and (2) This paper proves that the implementation 
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of smart farming technology in a portable farming kit provides a better environment, 
management and resulted in a higher yield of harvested mushroom as compared to the 
traditional method in an indoor environment.

RELATED WORK 

Indoor cultivation refers to farming in an enclosed space environment. Since it is isolated 
from external environmental influences, the plant yields are unaffected by the weather or 
any climatic ailment. Furthermore, Sutono & Selvia Lorena (2020) mentioned that indoor 
plants could be grown even when the soil is barren. Our study excludes indoor aquaponics 
and hydroponics system because plants in these environments used different growing 
systems and technologies. 

A design of indoor portable farming was built using steel, wood, and acrylic by Sutono 
& Selvia Lorena (2020) to utilize home yards in the urban area. The container did not have 
direct contact with the ground to avoid corrosion and had wheels to allow portability. The 
system was equipped with IoT technology using Arduino Mega 2560, 3 Stepper Motor and 
12 Soil Moisture Sensors. Ahmmad et al. (2020) developed a portable Automatic Gardening 
Portable Plant with an automated watering system using a DHT22 humidity and temperature 
sensor and LED illumination using Light Intensity Sensor. Ample lighting was provided 
to the plants to undergo an appropriate photosynthesis process. The user is alerted if the 
water level or light intensity is low through Wi-Fi access using the Blynk app. Despite the 
success of testing the functionalities of their systems, no real-life implementation of plant 
cultivation was presented in both work.

In Rankothge et al. (2021), an indoor microgreen sprouts portable unit was developed to 
provide optimum growing conditions for mung-bean sprouts. Fuzzy inference engines and 
DHT-11 sensors were used to control the temperature and humidity, and ultrasonic sensors 
were utilized to monitor the plants’ heights. Different temperatures, lighting durations, 
and watering frequencies were tested using the prototype for five days, and the optimum 
conditions for the sprouts were concluded. While IoT-based farming system is not new, 
the design of a portable IoT-based system for indoor farming is scarce. In a systematic 
review of IoT in smart farming (Terence & Purushothaman, 2020), the authors investigated 
which agriculture functions were commonly automated, whether the implementation was 
conducted in real-time, what IoT components were mostly used and how evaluations were 
done. There was no study on the design of the IoT-based system, whether for small- or 
large-scale cultivations.

Kassim et al. (2019), Mat et al. (2019) and Shakir et al. (2019) proposed a system 
using a wireless sensor network and a real-time embedded system to control the growing 
environment for shitake mushroom cultivation. The system provided an automated 
corrective action based on a pre-defined threshold of the growing variables to control 
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the actuators. Shakir et al. (2019) also added a light intensity parameter to light up the 
environment. They observed increased CO2 levels in artificial light, indicating that the 
mushrooms produced more CO2 when the light was turned on. Their results showed an 
increase of 192.9% in mushroom yields. In another similar setting using a miniature 
enclosed house, Cruz-del Amen & Villaverde (2019) have used fuzzy logic to control 
temperature and humidity for oyster mushroom cultivations. They grew 30 blocks of oyster 
mushrooms in three separate houses to compare the conventional method, an IoT-based 
system, and an IoT-based system with thunderstorm audio sounds. While the results showed 
that an IoT-based system with thunderstorm audio produced more yields, no discussion 
was done on the significance and justifications of using the audio. 

Other studies on IoT-based mushroom cultivation deployed indoor portable farming 
kits to encourage urban farming. Najmurrokhman et al. (2020) and Hendrawan et al. 
(2019) implemented IoT systems using closed plastic boxes to grow oyster mushrooms 
and monitored light, humidity, and temperature levels. Both papers detailed the design of 
their portable IoT-based farming kits. While Najmurrokhman et al. (2019) only tested the 
functionalities of their portable system. Hendrawan et al. (2019) proved that their fuzzy-
based portable IoT system produced more mushroom yields compared to threshold-based 
methods. Nasution et al. (2019) did another indoor, portable mushroom cultivation where 
a wooden container for six mushrooms was equipped with an IoT-based system to monitor 
the growing environment. The design of their sensor, control and monitoring system was 
described, and the experiments concluded that the cultivation of oyster mushrooms with 
IoT is more effective by comparing the mushroom growth rate. However, all studies did 
not consider the aesthetic elements of the design for their indoor portable farming kits. A 
summary of these selected IoT-based mushroom cultivation systems is presented in Table 1. 

Table 1 shows the two cultivation setups preferred for mushroom farming. Most 
medium-scale farming is done in specially built mushroom houses or rooms in a building. 
The other setup, which is the focus of our paper, is the indoor, portable IoT-based system 
designed for urban dwellers so that it can be moved around to utilize the unused space. 
There are two important variables which are temperature and humidity. However, the work 
of Mat et al. (2019) and Shakir et al. (2019) stated that CO2 and air quality levels also play a 
role, especially in a growing environment where air circulation is stagnant. Cruz-del Amen 
& Villaverde (2019) recommended that the growing environment of oyster mushrooms 
must be clean from any emissions due to its sensitivity to environmental changes. To our 
knowledge, no portable smart farming design for mushroom cultivation has considered 
this factor. Thus, our proposed SPFK is equipped with a gas quality sensor to monitor the 
presence of harmful gases. Furthermore, our SPFK kit provides the end-user with a web 
dashboard and real-time camera feed so that they can monitor their plants remotely to cater 
for the busy lifestyle of urban dwellers.
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Table 1
Summary of selected IoT-based mushroom cultivation system

Authors
Parameters Cultivation 

setup Environment Real-time 
implementationTemperature Humidity CO2

Ibrahim et al. 
(2018)

✔ ✔ ✔ Mushroom 
house

Indoor ✔

Cruz-del Amen & 
Villaverde (2019)

✔ ✔ Enclosed 
space

Indoor ✔

Kassim et al. 
(2019)
Mat et al. (2019)

✔ ✔ ✔ Building 
room

Indoor ✔

Shakir et al. 
(2019)

✔ ✔ ✔ Building 
room

Indoor ✔

Hendrawan et al. 
(2019)

✔ ✔ Plastic 
container

Indoor ✔

Nasution et al., 
(2019)

✔ ✔ Mini 
wooden 
container

Indoor ✔

Najmurrokhman 
et al. (2020)

✔ ✔ Plastic 
container

Indoor X

We also noted that all portable smart farming listed employed Arduino-based 
microcontrollers. However, our SPFK is powered by the Raspberry Pi 4 computer to process 
the sensor data, regulate the growing condition, and display the monitoring data. Raspberry 
Pi is a single-board computer powered by the Linux operating system and capable of 
performing the general computational task and embedded low-powered processing tasks, 
as demonstrated by the work of Almalki et al. (2021) and Baqer et al. (2023). Almalki et 
al. (2021) proposed a low-cost method of monitoring farming parameters using a drone 
powered by a Raspberry Pi and LoRaWAN module for communication. The sensor data, 
such as soil moisture, were processed in the cloud. The works show a low-cost solution 
to help farmers monitor the farming area, but it does not discuss further how corrective 
action can be taken to regulate the growing environment. 

METHODOLOGY

The proposed SPFK for the oyster mushroom cultivation system was designed and 
implemented at Universiti Teknologi MARA, Malaysia, for evaluation. During the 
evaluation, the oyster mushroom yield was compared to the control system and the SPFK. 
The primary data, such as temperature, humidity and harmful gas concentration, were 
captured from the sensors for analysis.
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System Design

The design of the portable IoT-Based system was divided into three sections: portable 
and smart cultivation system using Raspberry Pi platform, control system algorithm and 
interface.

Portable Smart Cultivation System Using Raspberry Pi Platform

The system was designed to be portable and smart to control the growing environment 
effectively. The system was designed as portable to support urban farming requirements 
(Salim et al., 2019) to optimize the urban space. Moreover, the system must be moved 
around easily in urban homes. Therefore, the build material for the system housing must 
be lightweight, and all the electronic components must be miniaturized. The system needs 
to be “Smart” to control the oyster mushroom’s growing condition effectively. The oyster 
mushroom has a specific growing condition to produce a good yield, and the temperature 
must be maintained within the range of 28–30°C and humidity within the range of 80%–
90% (Cikarge & Arifin, 2018). 

Furthermore, the quality of the oyster mushroom can also degrade if exposed to harmful 
aerosols found in insect repellent (Tarigan et al., 2017); therefore, the system needs to be 
able to detect harmful particles in the air. Manually maintaining the growing condition 
of the oyster mushroom is tedious and may not be possible for urban dwellers as they 
are not always available at home. Thus, the system was developed on the Raspberry Pi 4 
platform, which allows the programmability of the system to automatically control and 
monitor the growing condition based on inputs of the sensors. It also allows the system 
to have a database to store data in a structured manner and display the data dashboard 
via a web server and the internet via a built-in Wi-Fi module. Figure 1 shows the overall 
system design diagram.

Based on Figure 1, the mushroom growing medium was placed vertically inside a 
custom housing built using lightweight 3mm acrylic glass. Inside the housing, an IoT 
system automatically monitors and regulates the growing condition. The system’s brain is 
the Raspberry Pi 4 computer equipped with a Quad-Core 64bit 1.5Ghz ARM processor, 
1GB DDR4 RAM, 256GB Flash Storage, dual-band 2.4 and 5 GHz Wi-Fi interface and 
40 pin GPIO interface. The operating system was Raspbian Linux and was installed with 
Python3 interpreter, MySQL database and Apache2 web server software. The Raspberry 
Pi was powered by 5.1V 3A USB type C and was placed inside the system housing. In 
order to gauge the environmental condition inside the housing, the system was equipped 
with two sensors, a DHT22 sensor for capturing temperature and humidity values and an 
MQ135 for determining the presence of harmful gas in the housing. The data collected 
by the sensors were then sent to the Raspberry Pi via 3C 22AWG to be processed by the 
control system algorithm implemented in Python 3 script. The script is responsible for 
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Figure 1. Overall portable smart farming system design diagram

storing the sensor data in the MySQL database, and an alert email will be sent using SMTP 
if a certain exceeds the pre-determined threshold. 

The system was equipped with a two-channel 5V relay which acts as an actuator to 
control motor or electrical devices to regulate the growing condition. In the proposed system, 
the relay was used to control the humidifier to increase humidity when the level was below a 
predetermined threshold. The humidifier can be filled with 10 litres of water to regulate the 
humidity level and is powered by an 18V 500mA power outlet and placed at the top level of 
the housing. The system was not equipped with an external fan to regulate the temperature 
as the setup was placed inside a building in Malaysia where the average room temperature 
ranges from 23°C to 30°C (Jamaludin et al., 2015); thus, it is not necessary to regulate the 
temperature. Nevertheless, the system can be equipped with an external fan. The system 
was designed to send an alert if the temperature exceeds the pre-determined threshold, and 
the user can move it to the area without direct sunlight. Moreover, the proposed system 
was also equipped with a mini 8 megapixels camera on top of the housing to allow the 
user to monitor the growth remotely. The camera was connected to the Raspberry Pi 4 
using an FFC cable, and the user can view the video stream in real-time via a web interface 
served by Apache2. The IoT system was connected to the Internet via a Wi-Fi access point 
installed in the room using the Wi-Fi module. The end-user can access the web dashboard 



1738 Pertanika J. Sci. & Technol. 31 (4): 1731 - 1754 (2023)

Muhammad Izzad Ramli, Muhammad Azizi Mohd Ariffin, Zarina Zainol, Mohd Nazrul Mohd Amin, 
Dedeng Hirawan, Irfan Dwiguna Sumitra and Nursuriati Jamil

and camera to monitor their plant 
remotely from anywhere. All the 
electronic components used in the 
IoT were small and could fit in the 
internal housing. Figure 2 shows 
the system’s physical arrangement 
diagram.

B a s e d  o n  t h e  p h y s i c a l 
arrangement shown in Figure 2, 
the housing size was 70cm x 65cm 
x 45cm, equipped with four sets of 
wheels for portability. The housing 
of the system consists of three parts. 
Part A provided an area for the 
oyster mushroom to grow; there 
are eight holes to place the growing 
medium. Part A also housed the 
humidifier, sensors, and camera to 

Figure 2. System physical arrangement diagram

monitor the growing environment. The top was left open during the cultivation and can be 
closed with rolled blind if not used. Meanwhile, the mushroom growing medium consisting 
of sawdust and other agriculture by-product wrapped into a block was placed in Part B. 
The medium block was placed vertically in line with holes reaching Part A’s area. The 
Raspberry Pi board is placed in Part B. The circuit diagram for the proposed IoT system 
is shown in Figure 3. Lastly, part C was a compartment to store miscellaneous items such 
as unused mushroom blocks and a cleaning cloth.

The system circuit diagram in Figure 3 shows that the Raspberry Pi 4 was the system’s 
centre, which integrates different components. The Raspberry Pi 4 had 40 general-purpose 
input/output (GPIO) pins for external connection. The DHT22 sensor, which was used to 
capture the temperature and humidity value, has three pins: the DOUT pin was connected 
to GPIO 17 pin, the VCC pin was connected to GPIO 3.3v power pin and the GND pin 
was connected to the GPIO ground pin. The data from the DHT22 sensor was sent to 
the Raspberry Pi 4 in a digital signal. Meanwhile, the MQ135 sensor was used to detect 
the presence of harmful gas particles in the air, and it has three pins. The DOUT pin was 
connected to GPIO 14 pin, the VCC pin to GPIO 3.3v power pin, and the GND pin to the 
GPIO ground pin. The MQ135 sent a digital signal to the Raspberry Pi 4 in Boolean data 
form. If harmful gas was detected, it sent a True value; otherwise, a False value was sent. 

For corrective action, the IoT system used a two-channel 5v relay for controlling the 
humidifier. The relay IN 1 pin was connected to GPIO 21 pin, VCC to GPIO 5v power 



1739Pertanika J. Sci. & Technol. 31 (4): 1731 - 1754 (2023)

Design of a Smart Portable Farming Kit for Indoor Cultivation

pin, and GND to the GPIO ground pin. The relay is a switch to turn on/off the humidifier; 
by default, the humidifier is always turned off. If the Raspberry Pi decided to turn on the 
humidifier, it sent a signal to the relay, which activated the relay. The sensors and relay 
were connected to the GPIO pin via a 40cm 3C 22AWG jumper wire. Meanwhile, the 8MP 
mini camera used to capture the growth was connected to the Raspberry Pi 4 via the FFC 
cable to the camera I/O port. The Raspberry pi board has an 802.11n Wi-Fi module which 
operates at 2.4 and 5Ghz bands. The Wi-Fi module was used to connect to the Internet, 
which allows it to send alert emails via SMTP protocol and allows end-users to monitor 
the system in real time via a web dashboard. The Raspberry Pi processes the sensor’s data 
and takes corrective action based on the process defined in the control system algorithm. 

Control System Algorithm

The control system algorithm defined the processing of data and actions taken by the 
Raspberry Pi 4 platform. The growing environment of the oyster mushroom was monitored 
and regulated based on pre-determined thresholds. The algorithm was implemented in 
Python 3, and several modules were used to access the MySQL database (pymysql), GPIO 
port (RPi.GPIO), DHT22 sensors (Adafruit_DHT), Raspberry Pi Camera (picamera) and 

Figure 3. System circuit diagram
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SMTP protocol (smtplib). Figure 4 shows the flowchart of the algorithm. To support the 
operation of the control script, all necessary software, as listed in Table 2, was installed 
on the Raspberry Pi 4.

Based on Figure 4 starts by initializing the database connection, web service, SMTP 
connection and GPIO port. This step was important to ensure all the essential dependencies 
were ready. If one of the components failed to initiate, the script exited the process and 
logged the error. Next, the script entered an infinite loop; if there was no interruption, the 
script continued to repeat the step in a loop. At the start of the loop, the script obtained 
the current time using the time library and read the current temperature, humidity, and gas 

Figure 4. Control system process flowchart
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quality level from the sensors. If the current time was 9.00 am, the script sent a signal to the 
relay to turn on the humidifier for 5 minutes. It is to ensure that the growing environment is 
humid every morning. After that, the script checks the minute for every hour. If the minute 
is 00, 20 or 40, the script stores the temperature and humidity in the database. 

The data from the database was displayed on the dashboard and stored. After that, the 
script checked the current reading of humidity. If it is less than 75.0%, the script instructs 
the humidifier to be turned on, alerts the user, and stores the record of the events in the 
database. The 75% threshold is chosen based on the optimal range identified in the work 
of Cikarge & Arifin (2018). The user can later use the record to identify the frequency of 
low-humidity events. Then the script checked the current temperature value. If the value 
was more than 35°C, the script sent an email alert to the user, and the high-temperature 
event was recorded in the database. After that, the script checked for the presence of harmful 
gases. If the gas sensor detects harmful gases, it sends an alert to the user and records the 
event in the database. Then the script remained idle for one minute before repeating the 
loop. The algorithm was implemented as a Python 3 script and continuously ran on the 
Raspberry Pi. The pseudocode of the algorithm is elaborated in Algorithm 1.

Algorithm 1: Control System Algorithm Implementation

Input: temperature, humidity, currentTime, gasQuality, temperature (float), humidity (float), 
Current Time (datetime) and Gas Quality (Boolean) reading from two sensors.
DatabaseObject = StartDatabaseConnection()
StartWebDashboard()
StartWebCamera()
EmailObject = StartSMTPConnection()

Table 2 
List of installed software

No Software Version Description
1. Raspberry Pi 

OS (Raspbian) 
64bit

10 Buster A Debian-based GNU/Linux operating system for the Raspberry Pi 4. 
Manage hardware and resources of the platform. Pre-Installed with all 
essential UNIX libraries.

2. Python 3 3.7.3 Python 3 interpreter for running Python script.
3. Pip Tools 18.1 Tool for installing and managing Python packages or modules.
4. Adafruit DHT 

sensor library
- A library for DHT22 sensors.

5. Apache2 2.4.38 Server for serving Web service used for the dashboard and viewing 
camera stream.

6. PHP7 7.3.31-1 Use alongside Apache2 web server for serving dynamic web content.
7. MySQL 10.3.31 Open-Source relational database. The sensor's data and events were 

stored structurally in this database.
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GPIOObject = initializeGPIO()
while True:

currentTime = getCurrentTime()
temperature = GPIOObject.getTemperature()
humidity = GPIOObject.getHumidity()
gasQuality= GPIOObject.getGasQuality()
if currentTime == 0900:

                        GPIOObject.startHumidifier()
                        Sleep(300)
                        GPIOObject.stopHumidifier()
           minute = getMinute(currentTime);
           if minute == 00 or minute == 20 or minute == 40:
                           DatabaseObject.storeValue(currentTime, temperature, humidity)
           if humidity <= 75.0:
                         GPIOObject.startHumidifier()
                         Sleep(120)
                         GPIOObject.stopHumidifier()
                         DatabaseObject.storeValue(currentTime, humidity, “Low Humidity”)
                         EmailObject.sendEmail(“Low Humidity, Check your plant”)
            if temperature >= 35.0:
                         DatabaseObject.storeValue(currentTime, temperature, “High Temperature”)
                         EmailObject.sendEmail(“High Temperature, Check your plant”)
             if gasQuality == True:
                             DatabaseObject.storeValue(currentTime, gasQuality, “Harmful gas detected”)
                         EmailObject.sendEmail(“Harmful gas detected, Check your plant”)

IoT System Interface

The proposed system has several interfaces, such as a web dashboard, web camera, and 
database, which the end user can access. The end-user can access the web dashboard 
remotely via a web browser anywhere. Figure 5 shows the screenshot of the web dashboard 
interface. The dashboard displayed real-time information to end-users, such as an ongoing 
alert event, a total alert for harmful gas detection, and low-humidity and high-temperature 
events. Moreover, the dashboard also displayed a time-series graph for daily humidity and 
temperature value. The graph provides useful insights regarding humidity and temperature 
pattern. Besides, the proposed system can display a live feed from the camera, which can 
be used to monitor the condition remotely. Figure 6 shows the web camera interface. The 
live camera feed can also be used to verify the email alert sent by the system. For example, 
after receiving an alert regarding harmful gas detection, use the live feed to verify whether 
there is smoke or any harmful gases near the cultivation area.
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To access the sensors and event data stored in the database, the user can access the 
MySQL database via SQL software. Figure 7 shows the database data interface via Heidi 
SQL software. To connect to the MySQL interface, the SQL client needs to connect to TCP 
port 3306 with TLS enabled to ensure data security while in transit. Users will be prompted 
to provide valid database credentials for authentication and authorization purposes.

Figure 6. System web camera interface

Figure 5. System web dashboard interface
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The proposed system will send an 
alert if low humidity, high temperature and 
harmful gas are detected in the growing 
environment. The alert was sent via email 
using SMTP protocol. Figure 8 shows an 
example of the system’s alert notification 
to the end user.

Summary of System Design 

As this paper is improving the previous 
IoT-based system for mushroom cultivation 
proposed by Ariffin et al. (2020) and Ariffin 
et al. (2021), comparisons of features and 
specifications are presented in Table 3.

The first two designs in 2020 and 2021 
were for a mushroom house, and the oyster 
mushroom cultivations were for small, 
home business purposes. The design for the 
proposed Smart Portable Farming system 
was scaled down and revamped to cater for 

Figure 7. Database data interface

Figure 8. Alert notification from IoT system
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Table 3
Summary of improved features and specifications compared to Ariffin et al., 2020 and Ariffin et al., 2021

No Features / 
Specification (Ariffin et al., 2020) (Ariffin et al., 2021) Portable IoT-Based 

Smart System
1. Platform Arduino NodeMCU Arduino NodeMCU Raspberry Pi 4
2. Microcontroller 

Logic
Threshold-based Logic Fuzzy Logic Threshold-based 

Logic
3. Power & 

Connection
Two 5V External power 
sources and connection 
were via Breadboard 

Single External power 
source powering the 
NodeMCU Baseboard with 
5V voltage regulator 

Single External 
power source

4. Rack 
Arrangement

Vertical arrangement Horizontal arrangement 
to allow optimal airflow 
and to avoid wetting the 
mushroom block during 
rainfall

Do not use a rack

5. Water Nozzle 
Placement

The nozzle was not 
installed to spray the roof

Installed nozzle to spray 
water on the roof

Using Humidifier

6. Portability No No Yes
7. Operating Size Large, Fixed Mushroom 

House
Large, Fixed Mushroom 
House

Small and 
Lightweight

8 Harmful Gas 
Detection

No No Able to Detect

portability. Another feature is harmful gas 
detection was also added to the system to 
optimize plant yield further. Figure 9 shows 
that the IoT system sends an alert when 
harmful gas is detected.

System Implementation

It discusses how the Smart Portable Farming 
Kit for oyster mushroom cultivation system 
was implemented in Universiti Teknologi 
MARA as a proof of concept and to validate 
its functionality via experiments.

Deployment of Portable IoT-Based 
Smart Mushroom Cultivation System

The proposed portable IoT-based smart 
mushroom cul t ivat ion sys tem was 
implemented at the National Autism Figure 9. Harmful gas detection alert
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Resource Centre (NARC), Faculty of Computer and Mathematical Sciences, Universiti 
Teknologi MARA (UiTM), Malaysia. The system was placed in an unused space inside 
the room equipped with a central air conditioner (only turned on in the daytime), and the 
windows are tinted and installed with sunlight shade. Thus, the room did not receive direct 
sunlight, and the temperature varied between 23°C and 30°C. Figure 10 shows the IoT-
based portable system deployment in UiTM.

Figure 10 shows that the oyster mushroom growing block or medium was placed in Part 
B (middle) of the housing, with the exposed part of the block placed at the corresponding 
hole, which went into Part A (top). The oyster mushroom grew in Part A, where the system 
automatically monitored and regulated the environment . The humidifier used to regulate 
the humidity was placed inside Part A with DHT22 and MQ135 sensors. Figure 11 shows 
that the humidifier is turned on. The 8MP mini camera was placed at the top overlooking 
Part A to ensure a clear view of the growth of the oyster mushroom.

Figure 10. Portable system deployment in Universiti Teknologi MARA

Figure 11. Humidifier operation
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Meanwhile, Figure 12 shows the side of the 
housing with an open cover. The Raspberry Pi 4 with 
relay and other electronic components were inside 
part B. The mushroom block was placed vertically 
inside Part B. Figure 12 also shows that Part C can 
store other miscellaneous items, such as power 
extension. 

System Testing and Evaluation

Two oyster mushroom cultivation experiments 
were set up simultaneously inside a room in the 
National Autism Resource Centre (NARC), Faculty 
of Computer and Mathematical Sciences, Universiti 
Teknologi MARA (UiTM), Malaysia, to test and 
evaluate the effectiveness of the proposed system. 
Both cultivation setups used eight mushroom medium 
blocks, and the duration of the experiments was 
one week. The first experiment was the controlled 
experiment where the oyster mushroom was 
cultivated without the IoT-based system. Figure 
13 shows the setup for the controlled experiment. 
Based on Figure 13, a wet towel was used to keep 
the controlled environment humid. The towel was 
changed and soaked with water every two days. 
An electronic thermometer was used to record the 
temperature and humidity of the control experiment, 
and the value was recorded daily throughout the one 
week of experimenting. 

Meanwhile, the second experiment used the 
proposed Smart Portable Farming Kit. The first and 
second experiments were placed in the same room, 
as seen in Figure 14. At the end of a week, the oyster 
mushroom yield weight was measured quantitatively 
using a digital weighing device, and the quality of the 
oyster mushroom produced was verified qualitatively 
using visual inspection. Besides that, the pattern of 
the temperature and humidity recorded for one week 
will be compared between the two experiments.

Figure 12. Raspberry Pi 4 platform and 
sensors for the portable system

Figure 13. Control experiment setup
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Figure 14. Control and IoT-based experiments in the same room

RESULTS AND DISCUSSION

Comparisons of the control experiment and SPFK were made based on four parameters:
(i) Temperature
(ii) Humidity
(iii) Weight of mushroom yield
(iv) Quality of mushroom yield

Temperature and Humidity Control

Figures 15 and 16 show the average temperature and humidity monitored for seven days. 
The temperature and humidity readings were taken three times a day, specifically at 10.00 
am, 3.00 pm, and 8.00 pm from 17 to 23 March 2022 and were then averaged. 

The line graph in Figure 15 shows that the average temperature is lowermost days in the 
SPFK as the temperature was kept at the preferred value for cultivation between 28o–30oC. 
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Figure 15. Comparisons of average temperature of 
controlled and Smart Portable Farming (SPFK)

Figure 16. Comparisons of average humidity of 
controlled and Smart Portable Farming (SPFK)
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The temperature of the controlled experiment averages slightly above 30oC depending on 
the weather. A check at AccuWeather (2022) recorded the lowest temperature of 24oC and 
the highest temperature of 35oC during the stated week. The temperature of the control 
setup was higher because it was placed in a closed room, and the central air conditioner 
was turned on for an average of only four hours during the daytime. 

The average humidity in March 2022, as reported in Weather (2022), was 77%. The 
humidity readings for the stated week in March for the SPFK, as shown in Figure 16, range 
from a minimum of 78.5% to a maximum of 97.7%. The humidity was kept within the 
optimum range of cultivation (Cikarge & Arifin, 2018) between 80% to 90%. However, 
the humidity recorded by the controlled experiment was as low as 47% and highest at 
71%. The air conditioning caused the low humidity readings, which are known to reduce 
humidity levels.

Weight of Mushroom Yield

Three mushroom yield cycles were recorded from the SPFK and the control setup. One 
cycle took seven days, beginning with taking off the medium block cover and harvesting 
the mushroom. Table 4 shows the weight of the oyster mushroom’s yield. 

Table 4
Percentage of mushroom yield difference

Date
Weight (gm)

Difference (gm) Difference (%)
Smart Portable Farming Kit Controlled Setup

24 March 584 428 156 26.7
4 April 200 0 200 100.0
27 April 167 152 15 8.98

In the first cycle, 584gm of oyster mushroom was harvested compared to 428gm for 
the controlled setup. The SPFK produced 26.7% more yield, equivalent to 156gm. For 
the second cycle, 200 grams were collected from SPFK, while the controlled setup failed 
to produce any yield. The third cycle harvested from the same eight mushroom blocks 
only produced 167gm for the SPFK and 152gm for the controlled setup. The proposed 
SPFK still produced higher mushroom yields of 8.98% (15gm) compared to the controlled 
setup. These results demonstrate that SPFK facilitates maintaining and controlling the 
environmental requirement for better mushroom cultivation.

Quality of Mushroom Yield

In the Malaysian Standard of mushroom quality (MS 2515: 2012) by FAMA (2012), 
the grade specification for oyster mushrooms is divided into premium grades, Grades 
1 and 2, as detailed in Table 5. For premium grade, if the percentage of freshness, size 
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uniformity, matureness and defect of the mushroom is above 95%, the mushroom’s grade 
is considered premium. Furthermore, if the damage is less than 3%, the pile of mushrooms 
is categorized as a premium class. A pile of mushrooms is classified as Grade 1 when the 
freshness, matureness and non-damages are above 95%. While the size uniformity must 
be at least 90%, and the defect percentage must be less than 10%. The third class of Grade 
2 is required to attain freshness, uniformity of matureness and non-defect of above 90%. 
Meanwhile, the mushroom must have more than 80% of size uniformity, and less than 5% 
of the mushrooms be damaged. 

Table 5
Oyster mushroom grade specification by FAMA, Malaysia

Grade Specification Criteria Tolerance (%)
Premium Oyster mushrooms in this class must have 

a uniformity of size and maturity, fresh and 
clean, and free of defects and damage  

Fresh
Size uniformity
Uniformity of matureness
Defect
Damage

≤5
≤5
≤5
≤5
≤3

1 Oyster mushrooms in this class must have 
a uniformity of size and maturity, fresh and 
clean, and free of defects and damage  

Fresh
Size uniformity
Uniformity of matureness
Defect
Damage

≤5
≤10
≤5
≤10
≤5

2 Oyster mushrooms in this class must have 
a uniformity of size and maturity, fresh 
and clean, and be unobvious of defects and 
damage  

Fresh
Size uniformity
Uniformity of matureness
Defect
Damage

≤10
≤20
≤10
≤10
≤5

Based on Figure 17, the mushroom produced from SPFK displays all characteristics 
of Premium grade. The freshness, size uniformity and matureness uniformity are above 

Figure 17. Mushroom yields by SPFK (left) and controlled setup (right)
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95%. Only 5% of mushroom defects and less than 3% damage are observed in one pile of 
mushrooms.

Furthermore, research done by Khan et al. (2016) highlighted that the quality of 
mushrooms could be measured based on physic-chemical analysis (moisture, protein, and 
sensory evaluation). Therefore, we focus on the sensory evaluation based on texture and 
manual observation. The texture of the mushroom from the SPFK was better, and the size 
was larger than the control system. It can be concluded that the SPFK produces higher 
quality mushrooms compared to the controlled system.

CONCLUSION 

This paper proposed a design of a Smart Portable Farming Kit to ease oyster mushroom 
cultivation in the urban area. Up to the writing, the most portable smart farming system used 
Arduino-based IoT setups and did not consider harmful gases in the air, such as CO2. In our 
SPFK, we used the Raspberry Pi 4 platform to process the sensor data such as temperature, 
humidity and air quality value stored in the MYSQL database. Our design also incorporates 
aesthetic elements because the portable system will be used indoors. Unlike the common 
usage of sprinkler that requires water pumps to regulate the humidity, our SPFK utilized 
a humidifier that simplifies maintenance and provides a much more pleasant visual misty 
effect. Moreover, SPFK was also installed with a webcam and dashboard for a better UI/UX 
experience for the users. The dashboard can display the sensor data and real-time camera 
feed to enable the user to monitor their plant remotely. The design of a portable smart 
farming system for indoor use needs to be compact, pleasant-looking, and lightweight. 
We have detailed the designs by presenting the overall system architecture, physical 
arrangement, system circuit, control system flowchart, fuzzy algorithm pseudocode, and 
the user interfaces to be used as guidelines. 

To demonstrate SFK effectiveness, the mushroom yields of SFK and the conventional 
method setup were presented, and a cumulative of 951gm and 580gm of oyster mushroom 
was collected over three cycles, respectively. Overall, SFK has been shown to produce more 
than 39% oyster mushrooms compared to the conventional method. However, SFK has more 
room for improvement and can be refined with more features. Since the deployment system 
was conducted in Malaysia, the system has only been tested in a tropical climate with constant 
indoor temperatures. Our next step is to investigate the performance of SFK in different 
climates and explore other technologies to add more features, such as image recognition 
or using artificial intelligence techniques to automatically track the mushroom’s growth 
phase based on the live camera feed. There are also some limitations to the evaluations of 
SFK’s performance. Due to time allocation, and financial resources, only sixteen mushroom 
blocks are used in this study, and the results of mushroom yield are based on three times of 
cultivation. More cycles should be done over a longer period to test the robustness of SFK.
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ABSTRACT

This paper analyzed the solid waste management process in the municipality of Quelimane, 
Mozambique. The methodology of this study is based on reviewing the scientific literature 
through fieldwork and observations on how urban solid waste management reaches its final 
destination. For that purpose, the population selected for this article was interviewed for a 
better perspective. As a result, it was possible to obtain answers that impacted the public 
management of the municipality since the level of attention to control depends on the 
location of the houses and also lacks a great deal of training for the workers who collect 
solid waste in the Quelimane region, along with awareness, environmental education 
programs for the population.

Keywords: Quelimane, Mozambique, sustainability, urban solid waste, waste management

INTRODUCTION

The economy of Quelimane, a municipality 
with a population of 349.842 inhabitants, 
relies on commerce, the fishing industry, 
and the storage of agricultural products 
(Moçambique, 2017). The city is considered 
vital for the region’s development, and its 
natural conditions favor the growth of palm 
trees, orange and lemon trees, and other 
fruit varieties (Fews Net, 2014). It also has 
a maritime port, and the infrastructure is 
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adapted for the marine sailing of large-sized ships. Figure 1 shows the map of Mozambique 
and the location of Quelimane.

Figure 1. Map of Mozambique, Quelimane (Google Maps, 2022)

Taking as a point of reference some of the current weaknesses in the management 
and treatment of solid waste in the municipality of Quelimane, some alternatives are 
recommended to improve the collection and disposal of solid waste, as well as for the 
reduction of expenses related to the large labor force of the municipal public company 
that is responsible for providing services in Quelimane.

Firstly, the urban cleaning systems, together with the rupturing of the wastewater ducts, 
and storm drains, part of the essential sanitary services in Quelimane (Deutsche Welle, 
2021), represent a high interest in public health and the preservation of the environment 
since they all guarantee a better quality of life for the people in the municipality.

Municipal authorities are responsible for urban waste management. Therefore, even 
though the rules have the legal scope of guaranteeing urban sanitary services based on the 
legal budget, there is a need to verify if the resources can deal with the burden of fulfilling 
the need to provide these essential services to the people and for health promotion purposes, 
for the local development, and a healthy town (Moçambique, 2008).

Many countries are facing managing urban solid waste problems. Africa is a continent 
where the challenges associated with waste management are high, and it is expected to 
worsen due to its high demographic growth (Kanhai et al., 2021). Mozambique is not an 
exception, as this problem arises in Quelimane. It is in addition to the risk of an inadequate 
capacity to collect and treat waste, which increases daily (Ayeleru et al., 2020). As a result, 
countries worldwide are striving to improve their solid domestic waste management 
practices since there will be an increase in the percentage of residues (Azevedo et al., 2021). 
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It is expected that, in the following 30 years, due to population growth, rapid 
urbanization, and economic growth, there will be a 70% increase in global waste, which 
means that 3.4 tons of residues will be generated per year (World Bank, 2022).

The unplanned growth of many cities caused by rapid urbanization has led to 
infrastructure challenges that exceeded the capacities of national and municipal governments 
to increase the levels of service in managing waste to keep up with the demand (Guerrero 
et al., 2013).

The people of Quelimane generate solid waste in homes, commerce, and industries 
and send it to the SWM plants (Villa et al., 2022). Based on the types of products they 
purchase, they conditioned the trash that must be presented at the voluntary delivery posts 
to be collected by the trucks and tractors intended solely for that purpose.

According to the UN report on Urban Solid Waste, around 99% of the goods purchased 
originally to be used by consumers will become waste after the first six months. It has been 
one of the main factors that have led to the increase in solid waste generated worldwide 
every year (IISD, 2018).

As a result, the urban cleaning systems to be implemented, operated, and maintained 
within the patterns require financial resources and community involvement.

The deposit of urban domestic and industrial solid waste in Quelimane is made 
outdoors due to a lack of a container. This problem began to reach extreme and alarming 
levels when the waste dumpsite was closed along the Quelimane Madal road in early 1997 
(Moçambique, 2016). Due to the rural exodus, the population began to get closer to the 
cities to find better ways of life. In the last decades, due to rapid urban growth, the increase 
in the population (Das et al., 2019; Dos Muchangos et al., 2015) and its transformation, 
there was a spike in the generation of urban solid waste (Tan et al., 2014).

Therefore, the areas reserved to deposit solid waste, even though they did not have the 
conditions to manage it adequately, were occupied, thus generating new problems. The 
homes were close to the waste dumping sites, causing uncomfortable situations for those 
people. In addition to polluting the surrounding saltworks and mangroves, the proliferation 
of flies, mosquitoes, and disgusting odors, began to pose a risk to public health, especially in 
the area where the waste was deposited. These generated endemic diseases such as malaria, 
diarrhea, and cholera. Bad waste management leads to public health risks, environmental 
problems, and reduced quality of life, particularly among those most vulnerable (Kazuva 
& Zhang, 2019; Ziraba et al., 2016).

Currently, urban solid waste removal in Quelimane is deficient, and its management 
is differentiated. In paved neighborhoods and the central part of the city, trash is collected 
daily from the containers in the defined spots. In markets, garbage is collected three times a 
week, such as in the case of Brandão, Central, and Aeroporto markets. Smaller markets get 
their trash collected twice a week. Efficient urban solid waste management is an essential 
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issue in cities worldwide. However, this is particularly worse in developing countries due 
to rapid urbanization (Perteghella et al., 2020).

Depending on availability and mechanical conditions, waste transportation is done 
through trucks and tractors. The area chosen as a waste deposit in Quelimane is 5km 
away despite the precarious conditions (Moçambique, 2016). However, it is essential to 
mention that urban solid waste is dumped without any prior treatment, thus polluting the 
underground water sources in the area.

Due to the lack of space and the existing ideological and political conflict in Quelimane, 
opening a sanitary landfill is far from solving this problem.

The efficiency of solid waste management relies on how it is posed in the environmental, 
social, economic, and political spaces. Therefore, it requires establishing an efficiency 
guarantee in waste collection, treatment, and disposal (Fratta et al., 2019).

Abandoning the waste, significantly located next to the markets and suburban areas, 
together with the sewage system, obstructs solid waste management even more. Even 
though there was an increase in the efforts and awareness to implement solid waste 
management in African cities, this continues to be a chronic problem (Mbiba, 2014). 
However, sanitation services and solid waste management are among the services in 
developing countries that have received more noticeable attention through the United 
Nations Millennium Development Objectives (Tukahirwa et al., 2013).

Figures 2, 3, and 4 show this study’s impact on the region and the people in the area, 
which has motivated the study of the situation.

As the generation of unsustainable amounts of solid waste increases worldwide, the 
concern for excessive consumerism and its consequences has increased significantly in 
the last decades (Da Silva, 2019). In addition to this, the few existing consumers are not 
enough to cover the entire city. The situation worsens even more with a population that 
does not respect the dates and times of voluntary waste delivery. As a result, they overfill 
the containers and incinerate trash in them, thus damaging their metallic structure.

Figure 2. Waste container in Quelimane Figure 3. Broken glasses around the lake in 
Quelimane are used as a landfill
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Even though solid waste management is an essential component of sustainability, it 
rarely gets any attention in most places (Burns et al., 2021). Waste deposits in mangroves 
are another factor that endangers life as well as the existing aquatic species in the area (Van 
Bijsterveldt et al., 2021), together with water pollution (Zeng et al., 2021), the sanitary 
situation of the populations which rely on these species, the local environment, and other 
related problems (Torell et al., 2012).

The main focalized problem in this study is the lack of sanitation associated with 
the inefficient solid waste management system. It is justified because Quelimane shows 
weakness as far as coverage of the urban solid waste sanitation system since the collection 
is concentrated more on certain regions with easier access. Hence, leaving the suburban area 
unprotected as far as trash collection is concerned, even though the people in those areas 
also pay the taxes. Nevertheless, solid waste management plays an important role (Tong 
et al., 2021; Chithra et al., 2016), and its correct application is motivated by international 
pressure in developed and undeveloped countries (Costa & Dias, 2020).

Figure 4. A man collecting reusable objects in Quelimane

Although plenty of regulations exist (Alzamora & Barros, 2020), compliance is still 
weak (Seror & Portnov, 2020). Also, to Bui et al. (2020), the lack of financial and human 
resources threatens the local management system, thus compromising the delivery of those 
essential services in Mozambique and many other parts of the world.

METHODOLOGY

The methodology in this research was based on three steps: literature revision, fieldwork 
and observation, and survey.

The first was based on the revision of scientific articles that report on the SWM in 
countries with the same issues as Mozambique, regulations, and laws from Mozambique 
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and Quelimane where the “state of the art” was determined. This research found the 
existing literature on solid waste management and the existing gaps in the matter, and this 
allowed the identification of the main theoretical and methodological obstacles to have a 
better understanding and analyze the Urban Solid Waste Management Bylaws (Decreto 
94/2014, dated December 31, 2014) and the Hazardous Solid Waste Management Bylaws 
(Decreto 83/2014, dated December 2014), and to assess the weaknesses and the application 
of these legal documents.

The bibliographical revision contributed to obtaining information about the matter’s 
current situation and the problems that are the subject of this research. It is to insert the 
investigation within a theoretical reference framework to explain why these problems are 
theoretical rather than generated or presented by a particular theory. However, even in the 
bibliographical revision stage, it proceeded to conduct a historical revision and track the 
evolution of waste management and its handling locally and worldwide in Mozambique 
and Quelimane since the establishment of local state authorities, powers, and/or entities.

A list of problems related to urban solid waste management was created and consulted 
in the different institutional documents and sanitation guides, reports and waste inventories, 
judicial actions, and sanitation guides in scientific publications to develop the survey for 
the municipal managers. In the case of the people of Quelimane, the intention was to 
collect information related to the awareness of waste management services provided by 
the municipal government. 

The second stage was composed of fieldwork. It was conducted a thorough analysis 
of the object of the study. Contact was made with the local authorities, such as managers, 
town assembly members, and neighborhood secretaries in close contact with the municipal 
authorities and the administrators.

The municipal management of urban solid waste in Quelimane is done by the Municipal 
Sanitation Company, which is responsible for urban sanitation, collection, transportation, 
and final disposal of urban waste. 

The interviews with the municipal administrators were done individually, and they all 
had management positions within the hierarchical municipal structure.

Before conducting the surveys and interviews, the purpose of the research was clarified. 
At this stage, it was possible to level the issues on sustainability and its terminology, and 
the list of problems was presented to the interviewed subjects. They were asked about their 
opinion and to point out the specific problems in Quelimane and identify other issues in 
case those were not on the list presented to them.

The third stage deals with the analysis of the results and the interpretation of the 
interviews. An intentional sample was selected, and people who worked directly in the 
Municipal Council and those most affected by the waste management problems were 
chosen. For this, 219 individuals of both sexes were selected and classified: Municipal 
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Council President/advisor (1), members of the Municipal Assembly (4), Chief of Urban 
Services of the Quelimane Municipal Council (1), Councilmember from sanitation 
and environmental affairs (1), Technician of the Municipal Sanitation Company (4), 
Non-government organizations where a member of each organization was chosen (4), 
and Administrators of the city of Quelimane (204), where two from the 51 existing 
neighborhoods were chosen.

The following elements to collect data were used within the research instrument: 
(1) observation sheets recorded the types of local solid waste deposited, the collection 
times, and the frequency, and (2) semi-structured interviews were adapted to exploit all 
verbalizations, including those with affective content. Interview guides were addressed to 
the administrators and the Public Entities and NGOs.

Interviews were directed to the following social role players: (1) Members of the 
Municipal Assembly, (2) Technicians of the Municipal Sanitation Company, (3) The 
Advisor of the Municipal Council President, and (4) Council Member on Sanitation and 
Environmental Affairs.

The objectives of the interviews contained the following aspects for each area:
(1) Municipal Council: To evaluate the urban solid waste management process in the 
town of Quelimane and get insight into the urban solid waste management public 
policies.
(2) Municipal Assembly: To verify the regulations’ enforcement and the relations 
between the legislators or enforcers and the city administrators.
(3) The Municipal Sanitation Company: To verify the concept of environmental 
education adopted by the Municipal Sanitation Company to mobilize a social change 
of attitude and behavior, identify the educational and technical procedures for urban 
solid waste management, as well as to point out the restrictions that the transportation 
sector faces when collecting waste and the status of the infrastructure through the eyes 

Figure 5. Interview with inhabitants in Quelimane

of the technicians. Figure 
5 shows an interview 
with the inhabitants of 
Quelimane.
The knowledge in the 

area  of  s tudy was taken 
into consideration to select 
the parties that would be 
interviewed: A range of ages 
higher than 30 years old and the 
profession of the interviewed 
person.
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RESULTS AND DISCUSSION  

To analyze and interpret the data, three questions that were considered to be important 
in urban waste management were applied: the organizational structure of the Quelimane 
Municipal Council, the deposit sites of urban solid waste at the voluntary delivery posts, 
and economic and financial sustainability to provide basic services for the administrators 
in the city of Quelimane.

In the question regarding the structure of the Quelimane Municipal Council for urban 
solid waste management, the study tried to understand the responsibility of environmental 
sanitation in the town. This question was answered by the Public Branch, where two out of 
the four municipal council members answered that a company in Quelimane was created 
within the Municipal Council and is responsible for solid waste management. In contrast, 
of the four members of the Municipal Assembly, three have acknowledged the existence 
of the Municipal Sanitation Company, but they affirmed that the service provided to 
the population is deficient. It can also be highlighted that one member of the Municipal 
Assembly stated that he did not know of a company dedicated to solid waste management. 
If there were one, the city would not be filled with trash and foul odors.

Analyzing the answers of the four Assembly Members, it is possible to say that despite 
the divergence between the structure of solid waste management in Quelimane, they were 
unanimous when affirming that the town is facing many challenges and that the means 
available to the city are not sufficient to provide solutions to the real sanitation needs. 
Additionally, they emphasized that everyone working at the Municipal Sanitation Company 
requires training on the matter.

Regarding the existence of a voluntary solid waste deposit and the hours established for 
the delivery, the Advisor for the Municipal Council President stated that, most positively, 
the Municipal Council has sent efforts so that the trash is deposited in a safe place and that 
the current City Mayor of Quelimane was very adamant about ordering the construction of 
voluntary trash delivery posts in the areas where there were no containers. Nevertheless, 
the situation in the city needs to be analyzed holistically. The citizens of the town are not 
prepared to live in an urban environment, and many of them arrived during the armed 
period. They were living in the housing centers, and after that period, they did not return to 
their places of origin; they stayed in the suburban area. With the city expansion, these areas 
are part of the city, and the people still keep the bad habit of throwing trash irresponsibly.

The Advisor for the Municipal Council President talked about the trash reception hours 
that the municipality established in the period from 18–20h for trash reception but that the 
administrators never upheld the schedule. He also stated that people threw the trash when 
the trash collecting truck was about to collect the garbage and that many people from the 
town threw the garbage outside the container, thus making the job more difficult for the 
people in charge of the collection.



1763Pertanika J. Sci. & Technol. 31 (4): 1755 - 1766 (2023)

Current Situation of Urban Solid Waste in Quelimane

The third question concerns economic and financial sustainability in providing essential 
services for the administrators of Quelimane. Eight members of the Public Branch, four 
Municipal Council Members, and four Municipal Assembly Members agreed to say that 
the municipality gets money from the Central Government from the so-called autarchic 
compensation fund. They also stated that Quelimane has funded through the payment fees 
of trash collection, Mozambique’s electrical energy, and water consumption.

Out of the 204 administrators that were interviewed about the trash collection fee, 
150 answered that this fee does not satisfy the administrators since there are times 
when the garbage is not collected and that indigents light the containers on fire, that the 
collection favors the paved and easy to access areas, and there is no discount for the areas 
that are affected by the collection. The remaining 54 citizens said they did their part and 
deposited the trash in the allocated times and containers. However, they lack the human 
and material means to cover the entire city, and the town has to double the efforts to fulfill 
the population’s basic needs.

With this study, it was possible to identify different problems related to urban solid 
waste management in Quelimane. Due to the lack of direction and the deficiencies in the 
legislation for urban sustainability, people in the area do not have the correct guidance 
and tools to follow a protocol that reduces solid waste generation, allowing sanitation 
promotion for a healthy town.

CONCLUSION 

It was possible to verify that urban waste management in Quelimane poses a somber 
scenario regarding coverage in the provision of essential urban sanitation services, and solid 
waste collection in the paved areas was considered the most privileged in the suburban area.

The issues mentioned earlier are due to a lack of efficient management mechanisms 
and an organizational structure that responds to the expectations of the administrators. In 
addition, the voluntary delivery posts built in the neighborhoods were not enough since 
the waste should be separated before they were sent to landfills.

Regarding solid waste management, this study corroborated that the people who live 
in the central areas are more privileged regarding trash collection. In contrast, most people 
bury their trash in their backyards. 

In the town of Quelimane, there is no landfill, and the trash is deposited outdoors, thus 
creating public health risks during the rainy season. The city suffers from diseases such 
as malaria, diarrhea, and cholera.

Also, in addition to the trash containers, it is common to find trash in abandoned lots 
where animals fight over food with indigent people.

It is essential to create a multisectoral technical group to aid the Municipal Council in 
creating action plans regarding urban solid waste management, train the Environmental 
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Municipal Sanitation Company workers, as well as to implement a monitoring system 
of urban solid waste management, its collection, treatment, transportation, and final 
destination. The participation of all actors to establish a correct SWM group, such as the 
government, waste collection companies, and the inhabitants, is required because the 
problem cannot be solved by only one of the actors. It is necessary to revise the regulations 
on fines and penalties for those who fail to dispose of the trash in the allocated places, 
revise the trash collection fee, and follow up on the correct usage of the resources obtained 
from it to create a management plan for urban solid waste for the people.

Finally, Quelimane needs a sanitary landfill that complies with current regulations 
so that it does not generate a risk to the health of its population, especially during heavy 
rains, since there is a high rate of malaria, cholera, and diarrhea in the region, which is 
fatal to the infected people. The results of this study are a precedent for the challenges that 
many regions in the world, such as Quelimane’s, will face nowadays derived from social 
exclusion, intensive exploitation of natural resources, and the spiral of environmental 
degradation associated with water management.
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ABSTRACT

A best-fit curve is required to reconstruct craniofacial fracture to ensure the preciseness 
of the reconstructed contour. A genetic algorithm (GA) is applied to get the best-fit curve 
in reconstructing the fractured part. This method provides a fast decision in obtaining 
suitable sets of control points to interpolate both boundary regions to form a reconstructed 
part without any try-and-error approach that requires altering the control points several 
times. The optimised sets of control points with different degrees of continuity are used to 
develop the reconstructed part using the quintic Bézier curve to generate a smooth curve. 
The best-fit curvature value of the quintic Bézier curve for each degree of continuity is 
compared, and the curve with the lowest absolute error of curvature is chosen as the inner 
and outer parts of the craniofacial fracture reconstruction. 

Keywords: Best-fit curve, continuity Quintic Bézier curve, craniofacial reconstruction, genetic algorithm

INTRODUCTION

A curve is a line that does not need to be straight, and it is called a curved line (Adnan et al., 
2020). Curves are commonly used in the alignment of road, railway, and highway design 
(Eliou et al., 2014; Misro et al., 2017). Two types of curves that are commonly used in 
computer graphics: the Bézier curve and the B-spline curve. Bézier and B-spline curves are 

similar in control points and degree of the 
curve, but a Bézier curve does not involve 
knot vectors. One of the applications of 
B-spline curves has been hand recognition 
(Ma et al., 2004), while the Bézier curve is 
suitable for reconstructing medical images 
(Abdel-Aziz et al., 2021; Amorim et al., 
2020). 
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Curve fitting is a process of constructing a best-fit curve to a set of data points via 
interpolation technique. The approximation process of the data points is very difficult. 
Therefore, some researchers use artificial intelligence techniques (Loucera et al., 2014). 
Ueda et al. (2018) used a piecewise cubic Bézier curve to approximate the point cloud 
boundary using the curve fitting technique. Another important aspect that needs to be 
considered when combining all the data points through interpolation is curve continuity. 

Continuity usually accompanies curve fitting, especially when constructing a smooth 
curve. Ibrahim et al. (2017) used curvature continuity to connect two quintic Bézier curves 
into a piecewise quintic Bézier curve before applying it on the road, while Adnan et al. 
(2020) used continuity with a suitable degree to connect the curves and construct the outline 
of key and spoon. Ibrahim et al. (2017) and Misro et al. (2018) used curvature information 
to estimate the maximum safe speed. Curvature is the value from which a curve deviates 
from being a straight line. In this research, the curvature value will be used to calculate 
the errors in a constructed curve.  

Virtual craniofacial construction using computer vision technologies is arising, but 
the best-fit curve is required to reconstruct the original structure. Craniofacial is a medical 
term related to the skull and face bones. Craniofacial studies and treatments are important 
for congenital malformations or facial injuries. Craniofacial reconstruction is also a basic 
subject in plastic surgery, Chen et al. (2017) shares various experience of craniofacial 
reconstruction that relate to plastic surgery. 

Craniofacial reconstruction is commonly used to reconstruct facial appearance based 
on the analysis of skull morphology, as mentioned in Lee & Shin (2020). Many researchers 
have applied various approaches to construct the missing parts of the craniofacial, such 
as performing craniofacial reconstruction using landmark points and skull face/(tissue) 
skin features. 

A hybrid evolutionary computing scheme containing Particle Swarm Optimization 
(PSO) and Differential Evolution is performed to extract the feature point and landmark 
count reduction by Mansour (2020). An optimal solution of curve fitting can be evaluated 
using various optimisation methods. PSO is one of the optimisation methods used to obtain 
curve fitting by generating control points for NURBS (Adi et al., 2009).  

Majeed et al. (2020) constructed the missing craniofacial parts in a 3D structure using 
2D CT scan contours. They also constructed the surface using a bi-cubic rational Ball 
surface with C 2 continuity. Craniofacial reconstruction is also developed using Radial 
Basis Function and bootstrap error as in Ali et al. (2020). Majeed et al. (2022) also did a 
comparative study using an existing technique that uses a Bezier-like function to construct 
craniofacial reconstruction. Moreover, Moiduddin et al. (2020) used lightweight scaffolds 
in craniofacial reconstruction for facial implants, which was mentioned to be useful for 
orthopaedic and complicated surgical procedures.
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METHODOLOGY

Bézier Curve 

Bézier curve is a parametric curve given by Equation 1:curve is a parametric curve given by Equation 1: 

        𝐵𝐵(𝑡𝑡) = ∑ 𝑏𝑏𝑖𝑖,𝑛𝑛(𝑡𝑡)𝑃𝑃𝑖𝑖𝑛𝑛
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where 𝑃𝑃𝑖𝑖  represents the control points, and 𝑏𝑏𝑖𝑖 ,𝑛𝑛(𝑡𝑡) is the basic functions of Bézier 
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Continuity 

Continuity is important and helpful in creating a smooth curve. In this research, parametric 
continuity will be used. Parametric continuity is the simplest way to connect two or more 
curves. There are three degrees for parametric continuities, namely C 0, C 1, and C 2. Each 
degree of continuity has its geometric interpretation (Said et al., 2021; Ammad et al., 2022).

C 0  is a position continuity, the connecting point of two curves, where the endpoint of 
the first curve B L(t) is connected to the first point of the second curve, B R(t). Thus, by 
solving B L(1) = B R(0), the C 0  continuity condition will be satisfied.

C 1 continuity is tangent continuity  at a common point, requiring the C 0  continuity 
condition to be satisfied first. By solving B L(1) = B R(0), and B L’(1) = B R’(0), continuity 
condition of C 1 can be satisfied.

Second order continuity at the common point is called C 2 continuity. C 0 and C 1 need 
to be satisfied before applying the C 2 continuity condition. C 2 continuity can be achieved 
when solving B L(1) = B R(0), B L’(1) = B R’(0), and B L’’(1) = B R’’(0).

Genetic Algorithm

GA is a class of search techniques inspired by evolutionary biology. GA is chosen because 
of its computational robustness in the metaheuristic method. Previously, researchers have 
employed GA in constructing the craniofacial parts, as discussed and mentioned in the 
introduction. The flexibility in GA that can set suitable parameters based on a particular 
scenario is the main reason why GA has become a favourite among researchers. In this 
research, GA is used in curve fitting to reconstruct craniofacial fracture parts using the 
quintic Bézier curve.
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F i g u r e  1  s h o w s  t h e 
process of GA. Firstly, sets 
of the initial population need 
to be generated. Then, each 
populat ion wil l  undergo 
selection, crossover, and 
mutation to create a set of 
new populations, and each 
new population’s fitness value 
will be calculated. The process 
will be repeated until all the 
criteria are satisfied, then GA 
stops, and the best solution is 
obtained.

Figure 1. Flowchart of GA

Selection

Fitness of new 
population

Crossover

Mutation

New population

General initial 
population

Targeted 
fitness is 
achieved

Start

End

No

Initial Population. The initial population in this research are set of coordinates to construct 
the fractured part. The number of coordinates or points (gene) in a solution (chromosome) 
depends on the degree of the Bézier curve. This research will reconstruct the fractured part 
using a quintic Bézier curve with degree five. Thus, a set of the solution has six coordinates 
(P0, P1, ... , P5), while both boundary curves of the craniofacial skull use cubic Bézier curves.

Two types of the initial population used in this research are sets of C0 and C1 continuity 
solutions. These two types of curves will be used to develop the fractured part with different 
levels of smoothness. The set of coordinates for the initial population of C 0 continuity (P 0, 
P 5) and for C 1 continuity(P0, P1, P4, P5) can be determined using the idea of continuity 
from the previous discussion. 

Therefore, the missing coordinates between these two initial populations were obtained 
randomly and optimised using GA, which involved four points for C 0 continuity and two 
points for C 1 continuity. The range of the x-coordinate and y-coordinate was set to ensure 
the random coordinates were still in the range set of solutions. 

For the inner layer, the range of x-coordinates and y-coordinates of the control points for 
C0 continuity is x ∈ [152,180] and y ∈ [155,157] respectively, while for C1 continuity, the 
range of coordinates for the inner layer is x ∈ [160,175] and y ∈ [155,156]. However, for 
the outer layer, the x-coordinates and y-coordinates of the control points for C 0 continuity 
are x ∈ [150,190] and y ∈ [160.5,164], while for curve with C 1 continuity, the range is x 
∈ [160,180] and y ∈ [160.5,164].

Selection. Selection is a process of selecting parents to produce offspring. The total number 
of offspring must be equal to the original number of populations. Two solutions (parent) 
will be randomly selected for pairing. If there are m population, there will be m/2 pairs of 

Yes

No
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parents when m is even. If m is odd, n odd numbers of solutions with the best fitness value 
will advance to the next without undergoing the remaining process. Since the number of 
offspring is required to be equal to the population, (m-n)/2 pairs of parents are needed to 
produce the solutions. The (m-n)/2 pairs of parents will be selected from n populations 
chosen to advance, as Carr (2014) suggested. In this study, 10 solutions (parent) will be 
generated before they undergo the crossover and mutation process.

Crossover. Crossover is an important phase in GA where variations of offspring are created 
by exchanging the parent’s gene from the crossover point. In this research, the crossover 
process may provide better control points to construct a best-fit curve for the fractured 
part compared to the original solution. Crossover points are determined randomly in this 
research. Figure 2 shows the crossover process, where the orange line is the crossover point. 
Parents 1 and 2 contained a set of six coordinates (genes) each. During the crossover, the 
genes are exchanged between Parents 1 and 2. There will be 5 pairs of parents in this study 
as 10 populations are used; thus, these pairs will undergo the crossover process.

Figure 2. Crossover occurs

(139.539,160.385)
(162.331,162)
(177.985,162)
(183.382,162)
(198.751,162)

(203.206,155.094)

(139.539,160.385)
(159.838,165)
(165.931,165)
(176.614,165)
(186.51,165)

(203.206,155.094)

Parent 1 Parent 2

Mutation. The mutation is important to maintain the original population’s diversity and 
prevent premature convergence. Premature convergence occurs when a set of coordinates 
(solution) with the best fitness value dominates the population. Mutation occurs in the 
new offspring, where two genes or coordinates will be switched. Figure 3 shows that the 
gene in positions two and four are switched when the mutation occurs.

Figure 3. Mutation
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(159.383,165)
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(198.751,162)

(203.206,155.094)
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(203.206,155.094)

Offspring 2 Offspring 2

After mutation
2

4

4
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Fitness Function. The fitness function is one of the crucial parts of GA. It determines the 
best solution compared to other solutions based on their fitness value. In this research, the 
fitness value of a solution will be determined using the arc length of the curve. The arc 
length of the curve will provide the total length of the curve. Thus, a smooth and shortest 
reconstructed part can be developed. Let a parametric curve B(t) = (x (t ) ,y (t ) ) on the 
interval of [a, b] has the length, s (Equations 4 and 5),

parametric curve(𝑡𝑡) = (𝑥𝑥(𝑡𝑡),𝑦𝑦(𝑡𝑡)) on the interval of [𝑎𝑎, 𝑏𝑏] has the length, s 

(Equations 4 & 5), 

𝑠𝑠 = 𝑠𝑠(𝑡𝑡) = � ‖𝐵𝐵′(𝑡𝑡)‖ 𝑑𝑑𝑡𝑡
𝑡𝑡

𝑎𝑎
 (4) 

where  

‖𝐵𝐵′(𝑡𝑡)‖ = �𝑥𝑥′  (𝑡𝑡)2 + 𝑦𝑦′  (𝑡𝑡)2 . (5) 

A good solution needs a good fitness value. The  

       (4)
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𝑡𝑡

𝑎𝑎
 (4) 

where  

‖𝐵𝐵′(𝑡𝑡)‖ = �𝑥𝑥′  (𝑡𝑡)2 + 𝑦𝑦′  (𝑡𝑡)2 . (5) 

A good solution needs a good fitness value. The  

      (5)

A good solution needs a good fitness value. The lower the arc length, the better the 
fitness value. Therefore, the solution with the lowest arc length will reconstruct the fractured 
part. Hence, the constructed curve does not overfit or wiggle. 

Cubic-Quintic-Cubic Piecewise Continuity Curve

The reconstruction of craniofacial structure in this research involves connected curves 
between cubic (A0, A1, A2, A3) – quintic (P0, P1, P2, P3, P4 and P5) – cubic (B0, B1, B2, B3). 
The cubic curves or boundary curves regarded as Curve 1 and Curve 2 were constructed 
using the extracted data points from the craniofacial structure of the CT scan image. For 
a quintic curve, three different levels of continuity will be used to construct the fractured 
part, which are C 0, C 1 and C 2. 

The first type of curve is the quintic Bézier curve with C 0 continuity, where the curve 
is connected to boundary Curves 1 and 2. Thus, the control points P 0 and P 5 are the same 
as A3 and B0 such that A3 = P0 and P 5 = B0. Thus, the remaining 4 control points (P 1, 
P 2, P 3 and P 4) of the quintic Bézier curve will be determined and optimised using GA.

The second type of curve is the quintic Bézier curve with C 1 continuity. Thus, the first 
and last two control points of the quintic Bezier curve, which are P 0, P 1 and P 4, P 5 will 
connect with A2, A3, and B0, B1, respectively. Hence, fewer control points (P2, P3) must 
be generated and optimised using GA.

The third or last type of curve is the quintic Bézier curve with C 2  continuity. C2 
continuity requires 3 control points from the first curve to connect with another curve. 
Since the quintic Bézier curve is an intermediate curve between both boundary curves, 3 
control points from each boundary curve are enough to construct a quintic Bézier curve 
with 6 control points. Hence, for this type of curve, the control points do not need to be 
generated or optimised using GA. Therefore, this type of curve will become this study’s 
benchmark or indicative curve.
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Curvature and Surface Curvature

The curvature of the constructed curve with C 0 and C 1 continuity will be compared with 
the C 2 continuity curve to determine the minimum error in curve fitting. Curvature of a 
Bézier curve B(t) = (x(t ) ,y(t ) ) is given by Equation 6:

𝜅𝜅 = 𝑥𝑥′ (𝑡𝑡)𝑦𝑦′′  (𝑡𝑡)−𝑦𝑦′  (𝑡𝑡)𝑥𝑥′′  (𝑡𝑡)

(𝑥𝑥′  (𝑡𝑡)2+𝑦𝑦′  (𝑡𝑡)2)
3
2

 ,  (t) 𝜅𝜅 = 𝑥𝑥′ (𝑡𝑡)𝑦𝑦′′  (𝑡𝑡)−𝑦𝑦′  (𝑡𝑡)𝑥𝑥′′  (𝑡𝑡)

(𝑥𝑥′  (𝑡𝑡)2+𝑦𝑦′  (𝑡𝑡)2)
3
2

 ,         (6)

where the primes are the derivative for t.
Error in curvature is computed using the absolute error of the measured and model 

values of curvatures. The choice of the model value varies depending on the smoothness 
criteria. Assuming there is no prior record of the CT scan image of a patient’s skull, the 
C2 continuity curve will be chosen as our model curve and the measured value for this 
research is the curvature value of the quintic Bézier curve with C0 and C1 continuities 
(Equation 7).

Absolute Curvature Error = | measured value – model value |  (7)

RESULTS AND DISCUSSION

This research aims to obtain the best-fit curve using GA to reconstruct the craniofacial 
region. Figure 4 shows the original CT scan of a patient with a head injury from Majeed 
et al. (2015). The inner and outer layers of boundary curves are constructed as shown in 
Figure 5 using a cubic Bézier curve.

Normally, a CT scan is a diagnostic imaging procedure that uses a combination of 
X-rays and computer technology to produce images of the internal body part. Any body 
part, including the skull that undergoes a CT scan is a two-dimensional image representing 
a three-dimensional physical object. Therefore, the image of the skull can be imported into 
advanced computational software such as Mathematica to get the boundary points (data) of 

Figure 4. Original CT scan

the fractured skull. Four data points from each opposite 
boundary are required to construct Curves 1 and 2 of 
the fractured part, respectively. The selected data points 
should produce curves aligned with the craniofacial 
structure on both sides, as shown in Figure 5. 

Table 1 displays the values of the selected data 
points of Curves 1 and 2 of the outer and inner layers 
from Figure 5. Curves 1 and 2 of both layers act as 
boundary curves of the craniofacial region constructed 
using the cubic Bézier curve, where four control points 
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are required. The data points in Table 1 are used as control 
points, and the curve can be obtained using Equation 1 
when n  is 3. 

Based on Figure 5(a), Curve 1 is cyan, while the green 
curve is Curve 2 of the outer layer. Then, from Figure 5(b), 
the blue curve is Curve 1, while the pink curve is Curve 2 of 
the inner layer. The curves only interpolate at the endpoints 
from Curves 1 and 2 of both layers. Curves 1 and 2 of both 
layers will be used in constructing the curve of missing 
parts with parametric continuity.

Figure 5. Positions of data points 
and Curve 1 and Curve 2 of (a) 
outer layer and (b) inner layer

Table 1 
Data points of outer layer and inner layer of boundary curves

Points Data points
Curve 1 of outer 

layer (cyan)
((102.02,143.48), (113.25,153.34),
(124.27,157.68), (142.38,160.39))

Curve 2 of outer 
layer (green)

((194.93,158.14), (210.40,154.61),
(224.38,146.34), (229.46,136.81))

Curve 1 of inner 
layer (blue)

((115.81,142.56), (124.76,150.57), 
(135.58,154.33), (148.765,155.27))

Curve 2 of inner 
layer (pink)

((187.3,153.76), (201.28,150.79), 
(212.73,142.74), (222.05,131.72))

 

(b)

(a)

Construction of the Missing Parts 

In this research, the population size is 10, and the mutation rate is 0.5. The mutation rate is 
0.5, which indicate that half of the offspring will undergo the mutation process, while the 
crossover process will occur only at any point between point 1 and 5 with the rates of 0.6 and 
0.2 for C0 and C1 continuity, respectively. The optimised population were constructed using 
the quintic Bézier curve to reconstruct the craniofacial region. The smooth connectivity of 
the reconstructed part will be guaranteed by imposing the continuity conditions at both ends 
of the reconstructed part with boundary curves. The inner and outer curves are constructed 
in the same way, where the only difference is their data points.

Usually, researchers that applied GA in their studies will have a fixed set value of 
chromosomes and a population size that only differs in chromosome combinations. This 
population will undergo the GA process and could provide the best solution for each 
generation until the fitness value is converged. However, in this research, if the set value 
of the chromosome is fixed, there are only four genes for C 0 continuity and two different 
genes for C 1 continuity. It is because some of the points will stay the same even after 
imposing continuity conditions. Therefore, the solution will be very limited, and the 
geometric continuity will not be guaranteed. This study aims to automatically generate 
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the intermediate control points for the reconstructed curve, given the condition and limit 
range of the coordinates.

In this study, each population contains different sets of coordinates (chromosomes) 
with 6 control points for each chromosome. The remaining control points will be randomly 
generated and optimised using GA to complete the set of control points based on different 
types of continuity. Hence, the usual convergence graph is not available in this study.

Moreover, the lowest arc length from GA will be used as stopping criteria, and the GA 
is stopped when the quintic Bézier curve (reconstructed part) has a similar shape and lowest 
arc length value with the model curve value. It applies to both C 0 and C 1 continuities. 
The best-fit curvature value of the quintic Bézier curve for each degree of continuity is 
compared, and the curve with the lowest absolute error of curvature is chosen as the inner 
and outer parts of the craniofacial fracture reconstruction.

Quintic Bézier curve needs to get six 
control points (Table 2) to connect both 
Curve 1 and Curve 2 with C 2  continuity. 
Therefore, the quintic Bézier curve with C 2 
continuity will be the model curve for the 
fractured part of the craniofacial region. C 2 
continuity contains enough information to 
reconstruct the smooth fracture part. Next, 
the quintic Bézier curve with C 0  and C 1 
continuity will be compared with the model 
curve.

A yellow curve in Figure 6(a) and 6(b) 
are the outer and inner layers of the quintic 
Bézier curve with C 2  continuity, where 
the control points are taken from Table 2. 
Figure 6(c) shows the model curve for the 

Table 2
Control points of quintic Bézier curve with C2 
continuity

Layer Control Points Length

Outer 
layer

P 0 (142.38,160.39)

52.8980

P 1 (153.25,162.02)

P 2 (166.24,163.15)

P 3 (175.93,160.96)

P 4 (185.65,160.26)

P 5 (194.93,158.14)

Inner 
layer

P 0 (148.76,155.27)

38.6597

P 1 (156.68,155.84)

P 2 (165.30,155.56)

P 3 (169.77,155.80)

P 4 (178.91,155.54)

P 5 (187.30,153.76)

(a) (b) (c)

Figure 6. Quintic Bézier curve with C 2  continuity for (a) outer layer, (b) inner layer and (c) both layers
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inner and outer layers of craniofacial, where the reconstructed part can smoothly reattach 
the fractured part. 

Now, the quintic Bézier curve for the inner layer and outer layer is constructed with C 0 

and C 1 continuity using GA where the optimisation occurs, while the quintic Bézier curve 
with C 2 continuity was constructed without any optimisation taking place.    

Best Fit Curve Using Genetic Algorithm (GA) 

A best-fit curve with C 0 continuity and C 1 continuity was acquired using GA for inner and 
outer curves. By implementing this technique, medical practitioners or surgeons do not have 
any obligation to manually figure out the exact position (data points) to patch the broken 
part, as GA will automatically provide the best set of coordinates for the quintic Bézier 
curve that has the lowest arc length compared to another set of coordinates. 

The curve with C 0 continuity and C 1 continuity evaluated using GA will be compared 
with the model curve, the quintic Bézier curve with C 2 continuity from Figure 6(c) for the 
outer and inner layers. Tables 3 and 4 show the control points of the quintic Bézier curve 
for the outer and inner curves and their curve length with C 0 and C 1 continuity obtained 
using GA, respectively. The red curve in Figures 7 and 8 are quintic Bézier curves with C 0 
and C 1 continuity constructed using the control points from Tables 3 and 4, respectively.

In Figure 9, quintic Bézier curves with C 0 and C 1 continuity (red curve) are compared 
with the model curve (yellow curve). Based on Figure 9, there is not much difference in 

Figure 8. Quintic Bézier curve with C 1 using GA for: 
(a) outer and (b) inner layers

Figure 7. Quintic Bézier curve with C 0 using GA for: 
(a) outer and (b) inner layers

(b)(a) (b)(a)

Table 3
Control points and length of quintic Bézier curve with C 0 using GA

Outer 
Layer

Control points ((142.38,160.39), (170.07,162.60), (162.69,162.36), 
(163.88,160.52), (173.69,163.73), (194.93,158.14))

Length 52.9327

Inner 
layer

Control points ((148.77,155.27), (154.29,155.65), (152.30,155.05), 
(163.06,156.39), (171.25,156.58), (187.30,153.76))

Length 38.6781
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overlapping the red and yellow curves in both layers with C 0 and C 1 continuity. It shows 
that the control points obtained from GA provide a good fit curve, which is highly identical 
to the model curve. 

Comparison of Errors in Curvature Between C 0, C 1 and C 2 Continuity 

The curvature value of the best-fit curve with C0 and C1 continuity for both layers will be 
calculated. Then, the curvature error for each curve will be calculated and compared with 
the model curve (C2) to determine which continuity gives the best curve for both layers.

Figures 10 and 11 show the curvature plot of the quintic Bézier curve with C 0, C 1 and 
C 2 continuity of outer and inner layers, respectively. The quintic Bézier curve with C 2 
continuity (purple curve) in Figures 10 and 11 will be the indicator curve or benchmark 
curve used in this research, as the quintic Bézier curve with C 2 continuity preserves the 
geometric properties that are derived from boundary curves on both sides. 

The curvature values from Tables 5 and 6 were used to calculate the absolute error 
at each t  value using Equation 6. Based on Table 5, the highest error for the outer layer 
curve is between C 0 and C 2 continuity, where t = 1.0, while the lowest is between C 1 and 

Table 4
Control points and length of quintic Bézier curve with C 1 using GA

Outer 
Layer

Control points ((142.38,160.39), (163.18,162.54), (153.25,162.02), 
(178.06,161.01), (185.65,160.26), (194.93,158.14))

Length 52.8443

Inner 
layer

Control points ((148.77,155.27), (156.68,155.84), (162.05,155.11), 
(178.91,155.54), (172.22,155.34), (187.30,153.76))

Length 38.6218

Outer layer with C 0 continuity Inner layer with C 0 continuity

Outer layer with C 1 continuity Inner layer with C 1 continuity

Figure 9. Overlapping of quintic Bézier curve with C 0 and C 1 continuity using GA (red) and model curve 
(yellow) of outer and inner layer



1778 Pertanika J. Sci. & Technol. 31 (4): 1767 - 1781 (2023)

Nurul Hafiza Rahamathulla and Md Yushalify Misro

C 2 continuity, where t = 0.6. For the inner layer, the highest and lowest errors are between   
C 1 and C 2 continuity, where t = 1.0 and t = 0.2, respectively.

Based on Table 5, the average absolute error in curvature between the quintic Bézier 
curve with C 2 and C 1 is less than that between the quintic Bézier curve with C 2 and C 0 for 
the outer layer. Meanwhile, in Table 6, the average absolute error in curvature between 
the quintic Bézier curve with C 2 and C 0 is less than that between the quintic Bézier curve 
with C 2 and C 1 for the inner layer. Thus, the quintic Bézier curve with C 1 continuity from 
Figure 8 is the best-fit curve for the outer layer, while for the inner layer, the quintic Bézier 
curve with C 0 continuity from Figure 7 is the best-fit curve for the fractured part in the 
craniofacial region. Hence, this research proves that the GA is useful in determining the 
best-fit curve for the inner and outer layers of the craniofacial reconstruction. A lower degree 
of continuity can mimic the same features as C 2 and preserve the curvature continuity at 
both boundary curves.

Figure 10. Quintic Bézier curve with C 0 and C 1 using GA for outer layers 

Figure 11. Quintic Bézier curve with C 0 and C 1 using GA for inner layers 
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CONCLUSION

This paper aims to present a new method that helps to develop fractured craniofacial parts 
using different types of continuity by matching the boundary curves (cubic Bézier curve) 
with the constructed curve (quintic Bézier curve). This method can be extended by applying 
a higher degree of curve. After satisfying the continuity conditions, the remaining control 
points can be calculated using GA with the lowest arc length as the fitness function while 
preserving the curvature continuity at both ends. 

On the other hand, the size of the fractured region is an important factor in deciding the 
suitable degree of the curve in reconstructing the fractured part. In this study, the fractured 
region is considered small. Thus, C 0 and C 1 are enough to reconstruct the craniofacial 
region. Hence, the results are compared with C 2 continuity to validate the finding. GA is 
used to find the remaining control points after it undergoes a different order of continuity 
since moving or changing the control points will be time-consuming. 

For future works, the surface of the fractured part in the craniofacial region could be 
reconstructed if CT scan images from different heights are available. Thus, the surface of 

Table 5
Curvature value of quintic Bézier curve with C 0, C 1 and C 2 continuity and the absolute error of outer layer

t
Curvature value of quintic Bézier curve Absolute error  

C 0 C 1 C 2 || C 2 – C 0 || || C 2 – C 1||
0 2.855 × 10-5 1.4980 × 10-4 -1.8064 × 10-4 2.092× 10-4 3.304× 10-4

0.2 -1.3702 × 10-4 -2.3745 × 10-4 -3.1578 × 10-4 1.788× 10-4 7.833× 10-5

0.4 -2.896 × 10-5 -1.2451 × 10-4 -2.7122 × 10-4 4.423× 10-4 1.467× 10-4

0.6 5.83352×10-7 -9.591 × 10-5 -1.5734 × 10-4 1.579× 10-4 6.143× 10-5 
0.8 -4.2754 × 10-4 -2.2279 × 10-4 -1.1487 × 10-4 3.127× 10-4 1.079× 10-4

1.0 -1.77593 × 10-3 -2.0421 × 10-4 -3.1519 × 10-4 1.461× 10-3 1.110× 10-4

Average 4.603× 10-4 1.393× 10-4

Table 6
Curvature value of quintic Bézier curve with C 0, C 1 and C 2 continuity and absolute error of inner layer

t
Curvature value of quintic Bézier curve Absolute error  

C 0 C 1 C 2 || C 2 – C 0 || || C 2 – C 1||
0 -7.488 × 10-5 -2.1409 × 10-4 -1.7226 × 10-4 9.738 × 10-5 4.183 × 10-5

0.2 1.13496×10-6 -5.498 × 10-5 -5.211 × 10-5 5.0975 × 10-5 2.870 × 10-6

0.4 -7.910×10-6 -1.180 × 10-5 -3.527 × 10-5 2.736 × 10-5 2.347 × 10-5

0.6 -1.333 × 10-4 -6.502 × 10-5 -7.597 × 10-5 5.733 × 10-5 1.095 × 10-5

0.8 -3.717 × 10-4 -7.829 × 10-5 -1.6303 × 10-4 2.0867 × 10-4 8.474 × 10-5

1.0 -5.002 × 10-4 2.7044 × 10-4 -3.4918 × 10-4 1.5102 × 10-4 6.1962 × 10-4

Average 9.879 × 10-5 1.3058 × 10-4
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the fractured part can be precisely constructed, and the curve can be combined to form a 
surface patch. Furthermore, a 3D surface can be used as a template fitting in craniofacial 
reconstruction is suggested to be investigated further.
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ABSTRACT

Thailand's eastern provinces are essential as a hub for industry and tourism, effect to the 
study has purposed for heavy metal contamination of a beach in the Thai Gulf area in the 
east of Thailand was monitored and focuses on the use of the enrichment factor (EF) and 
geoaccumulation index (Igeo) to indicate the environmental condition of beaches. The 30 
sample sites were in Chonburi (CHR), Rayong (RY), Chanthaburi (CB), and Trad (TR) 
provinces, along a sandy beach of about 320 kilometers in length. An inductively coupled 
plasma technique (ICP-OES) was used to analyze the heavy metals present in the samples. 
The sand of the range with granulometries greater than 0.85 (18%), between 0.85–0.25 
(77%), or less than 0.25 mm (5%). The most common heavy metal found in the samples was 
Fe at 1632±931 mg/kg dry weight, and the number of heavy metals found in the samples did 
not exceed the Pollution Control Department of Thailand standards. Principle Component 
Analysis (PCA) indicated that land use activities influence Hg content. The Igeo of Hg was 
1–1.99 (moderately polluted) in sample location 4th of the Rayong province, which has an 
industrial zone and a port. The EF was mainly within the range of 2–5 in the four provinces 
studied (indicating deficiency to minimal enrichment), except for one location in Trad and 

Rayong province, which had an EF of over 
5; a possible reason for this is that the area is 
close to agricultural and aquacultural zones, 
the government organizations can use the 
data to plan, monitor, and promote tourism 
in the future.

Keywords: Beach, Eastern provinces of Thailand, 
Enrichment Factor (EF), geoaccumulation index 
(Igeo), heavy metals, Thai Gulf
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INTRODUCTION

There is a long history of studies of heavy metal contamination. Around 1959, mercury 
(Hg) was toxicology tested on a rat, which developed symptoms similar to Minamata 
disease in humans (Yorifuji & Harada, 2011). In the era of Hippocrates, lead (Pb) was 
found to give laborers in steel smelting factories stomach cramps. The present distribution 
of contamination by heavy metals such as cadmium (Cd), Pb, and Hg differs from 
previous eras. Exposure is often caused by smoke from combustion processes in industry 
and transportation (WHO, 2007). It is also possible for contamination to be caused by 
agriculture, as Cd, Pb, and Hg are components in chemical fertilizer (Zhao & Wang, 2010), 
and manganese (Mn), zinc (Zn), and copper (Cu) are components of pesticides (Chopra & 
Phathak, 2009; Alvers et al., 2016). Soils, sediments, air, and water can be contaminated 
by heavy metals present in rainwater (Maanan et al., 2004; Khayan et al., 2019). The 
ocean is at the end of the mineral and biogeochemical cycle and is the base of the pollution 
transfer cycle (Ilyina et al., 2006; Gioia et al., 2011; Foteinis et al., 2013), and this can 
result in the contamination of sand and organisms on beaches (Alshahri, 2017; Cabrini 
et al., 2017). Because many people travel to the beach to relax, this can lead to human 
health risks (Khaled et al., 2017; Benssa et al., 2021; Kim & Choi, 2016). However, the 
research focuses on the beach around the eastern provinces zone of Thailand because it is 
essential to the country's industrial zone and has the beach for tourism supported together.
The beaches around the eastern region of Thailand are popular with tourists. About 13.7 
million internal and foreign tourists visited the four eastern provinces of Thailand in 
2009, and in 2015 this Figure increased by about 51% from 2009, with more than 26.9 
million persons visiting the eastern region (National Statistic Office Thailand, 2021). 
This tourism is focused on the sea beaches in the Thai Gulf area. A geochemical survey 
of heavy metals provides a framework for assessing sources and mechanisms of element 
entry and enrichment distribution in beaches and sediments (Magesh et al., 2011). In 2021, 
it was reported that the Amazonian oceanic beaches were contaminated with Cd and Hg at 
moderate to very high levels (Vilhena et al., 2021), and Greek beaches were contaminated 
with Cu, Zn, and Pb (Foteinis et al., 2013). However, the amount of heavy metal is almost 
concentrated in the sediments, but the differences in studies focus on the beach to support 
people may rest and travel.

Environmental pollution monitoring involves using indicators to show the presence 
and amount of human pathogenic pollutants deposition on soil surfaces, and the purpose of 
this research is to examine the quality of sandy beaches by utilizing the enrichment factor 
(EF) and geoaccumulation index (Igeo) to measure the contamination of heavy metals 
on the beaches in Thailand's eastern regions. The enrichment ratio of heavy metals in the 
environment of eastern Thai beaches is ascribed to human activities, and the study focuses 
on Hg, Cd, Pb, Zn, Cu, Mn, nickel (Ni), and iron (Fe). The results of this environmental 
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monitoring will support the unpolluted beaches and protection from heavy metal poisoning 
in beach around the eastern provinces of Thailand. 

MATERIALS AND METHODS

Sample Collection Area

The sand samples were collected from beaches in the eastern provinces of Thailand, which 
include Chonburi (CHR), Rayong (RY), Chanthaburi (CR), and Trad (TR). These provinces 
have about 320 kilometers of beaches. The samples were collected at the 30 locations 
indicated in Figure 1 within the supratidal. Samples were collected by placing quadrats 
(1.5 x 1.5 m2) on the sample area and collecting about 50g of soil at a depth of about 0–5 
cm in the beach around 300–400 m. The total sample weight was about 1.3 kilograms from 
each of the 30 locations, and each of these 30 samples was homogenized by mixing in a 
polypropylene bag (Chen et al., 2019). 

Figure 1. Sample collection areas in the beach of the eastern provinces of the Thai Gulf region

Sample Preparation and Heavy Metal Analysis

In the laboratory, the samples were air-dried on a plastic tray, and each sample was then 
sieved through a No. 20 sieve with a 0.85 mm mesh size and a No. 60 sieve with a 0.25 mm 
mesh size to separate the gravel fraction from grains below 1 mm in size, and to separate 
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larger grains from smaller grains, for analysis. Samples of 5 g were then combined with a 
solution of 3% (v/v) hydrogen peroxide (H2O2) for 48 hours to remove most of the organic 
matter (Sanz-Prada et al., 2020). These samples were then dried in a hot air oven at 105°C 
for three days (until they were dry), and samples were taken for continuous extraction. 
These 2 g samples were mixed with 50 ml of acid (HF: HNO3: HClO4 ratio 1:1:1), heated 
to 180°C on a hot plate until the samples were dry, and re-dissolved with 50 ml 1% HNO3. 
The samples were left for 24 hours before being filtered using a Whatman No. 5 filter 
and collected in PP tubes for analysis. The heavy element analysis used the inductively 
coupled plasma (ICP) technique in a PlasmaQuant 9100 series (Germany), and the sample 
references material with the AccuTraceTM standard (USA.). The concentration of heavy 
metals in the samples was calculated in Equation 1:

 
Element concentration (mg/kg) = Cx (v/w)    (1)

where Cx is the concentration value given by the instrument (µg/L), v represents the volume 
of the sample that is soluble (L), and w is the weight of the sample after extraction (g).

The Enrichment Factor (EF) and Geoaccumulation Index (Igeo)

The enrichment factor (EF) was derived from Equation 2:

EF=(C/RE)sample/(C/RE) background      (2)

where C/REsample is the value of element concentration (C) to a reference element (RE) 
in the samples, and C/REbackground is the value of element concentration (C) to a reference 
element (RE) present in the background (Bern et al., 2019). Aluminum (Al) was used as 
the reference element because it is a major component of clay, and the background element 
concentration references for Pb, Cd, Cu, Zn, Fe, and Ni were taken from Looi et al. (2019). 
The geoaccumulation index (Igeo) was originally formulated by Muller (1980) and is a 
quantitative measure of pollution in aquatic sediment (Nobi et al., 2010) and was worked 
out on the basis of an understanding of the lithogenic effect. Igeo was derived using the 
formula in Equation 3:

Igeo = log 2 ([sediment]/ 1.5* [reference sample]).   (3)

where factor 1.5 is introduced to minimize the effect of possible variations in the background 
values, which might be attributed to lithologic variations in the sediments. Reference values 
for Cd, Pb, and Cu (0.3, 20, and 50 mg/kg, respectively) were taken from Brandl et al. 
(2013), reference values for Fe (43.4g/kg) and Zn (159 mg/kg) were taken from Potipat et 
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al. (2015), and Hg (0.02 mg/kg) and Ni (25 mg/kg) reference values were taken from Guan 
et al. (2014). However, the meaning of indicates with EF and Igeo is present in Table 1.

Table 1
The meaning of EF and Igeo indicator

EF Igeo
<1 does not indicate enrichment ≤0 Unpolluted
<3 is slight enrichment 0–1 Unpolluted to moderately polluted
3–5 is moderate enrichment 1–2 Moderately polluted
5–10 is moderately severe 

enrichment
2–3 Moderately to highly polluted

12–25 is severe enrichment 3–4 Highly polluted
25–50 is very severe enrichment 4–5 Highly to extremely polluted
>50 is extremely severe enrichment >5 Extremely polluted

Statistical Analysis

Data were analyzed using one-way ANOVA for variance. Differences in the data were 
compared using a Least Significant Difference (LSD) test at p<0.05 between data 
components. Principal Component Analysis (PCA) was used to evaluate the correlation 
matrix components, with factors of influence related to heavy metals on the beach and 
activity in the area, and the correlation analysis used Pearson correlation (p<0.05). All 
analyses were performed using the SPSS V.22 and Sigmaplot 12.0 programs (free trial 
versions).

RESULTS AND DISCUSSION 

Sample Collection Locations and Grain Size of Samples 

Human activities such as agriculture, fishing, and tourism affect the sample collection areas. 
As shown in Table 1S, these areas contain fishing and travel piers, agricultural regions, rest 
zones, industrial zones, and fish markets. There are differences in sand grain size between 
the different sample sites. Figure 2 presents the differences in grain size between the 
samples, which are categorized as over 0.85 mm, between 0.25 and 0.85 mm, or less than 
0.25 mm (average proportions were 18, 77, and 5%, respectively). However, the analysis 
of heavy metals uses the size of the grain of sand between 0.25–0.85 mm, so its general 
grain size is in the range around the eastern provinces of Thailand.
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Figure 2. Grain sizes of sand samples along the eastern coastline of Thailand

Heavy Metal Content in Sandy Beach

Fe was the most common heavy metal in the samples, with an average content of 1632±931 
mg/kg by dry weight, or 88% of the heavy metals in the sand samples. In descending order, 
the most common heavy metals on average in the samples were Fe, Mn, Zn, Cu, Pb, Cd, 
Ni, and Hg. The quantities of heavy metal contaminants found in the sand samples are 
presented in Table 2, and the spatial distribution of heavy metal contaminants is presented 
in Figure 3. Cd contamination was found to be significantly higher in the beaches of RY 
province than in the beaches of TR and CB provinces (p<0.05), and Fe contamination was 
significantly higher in the beaches of CB province than the beaches of TR, RY, and CHR 
provinces (p<0.05), and the Pb contamination in CB province was significantly higher 
(p<0.05) than in the TR, RY, and CHR provinces. However, no significant differences were 
found between the Cu, Hg, Ni, and Zn contamination levels between the four provinces. 
These data are presented in Table 3. Figure 4 shows the ratio of all heavy metal contaminants 
to Fe contamination and the distribution of heavy metal contamination in the four studied 
provinces.

Levels of heavy metal contamination in the beaches of the eastern region were not found 
to have reached emergency levels of contamination. The scale provided by the Pollution 
Control Department for agricultural and residential areas (Pollution Control Department, 
2021) requires that heavy metal content must not exceed the following levels: Cd <67 mg/
kg, Cu <2.9 g/kg, Mn<1.7 g/kg, Ni 140.4 mg/kg, Pb <400 mg/kg, and Hg <22 mg/kg. The 
average heavy metal content in the samples did not exceed this standard in any case, nor 
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did it exceed World Health Organization (WHO) requirements the Hg <0.5 mg/kg, Cd<30 
mg/kg, Pb<30mg/kg (WHO,2007).  

Table2
Average heavy metal contamination in sampled beaches (mg/kg)

Cd Cu Fe Mn Ni Pb Zn Hg
Average 13.6 17.2 1632.6 140.6 12.2 15.3 20.5 0.005

SD 3.19 19.2 931.8 147.7 1.64 2.45 6.56 0.018
% 0.734 0.93 88.1 7.59 0.661 0.828 1.10 0.0002

Note. Pb=lead, Fe=iron, Cd=cadmium, Ni=nickel, Mn=manganese, Zn=zinc, Cu=copper, and Hg=mercury

0%
10%
20%
30%
40%
50%
60%
70%
80%
90%

100%

TR
1

TR
2

TR
3

TR
4

TR
5

TR
6

TR
7

TR
8

TR
9

TR
10

TR
11

TR
12

TR
13

C
B

1
C

B
2

C
B

3
C

B
4

C
B

5
C

B
6

R
Y

1
R

Y
2

R
Y

3
R

Y
4

R
Y

5
R

Y
6

C
H

R
1

C
H

R
2

C
H

R
3

C
H

R
4

C
H

R
5

C
H

R
6

%
 o

f E
le

m
en

t c
on

te
nt

Sampling point

Cd Cu Fe Mn Ni Pb Zn Hg
Figure 3. Heavy metal content classified by sampling point

Table 3
The volume of heavy metal contamination classified by province

Element 
(mg/kg)

Trad Chanthaburi Rayong Chonburi

Cd 13.08±3.142acd 10.92±0.417ac 16.71±3.211bd 14.33±2.317ad

Cu 14.85±3.854 31.34±43.51 12.50±0.104 13.07±0.653
Fe 1864.7±908.1a 2607.5±6.32b 802.8±694.8c 985±371.8c

Hg 0.002±0.006 0.001 0.017±0.041 0.002±0.003
Mn 151.8±169.9a 281.9±0.417a 37.95±29.28ab 77.64±60.97ac

Ni 12.73±2.140 12.88±1.582 11.32±0.193 11.54±0.235
Pb 15.26±2.180a 17.75±3.654b 13.95±0.757a 14.45±0.566a

Zn 19.87±6.267 23.28±9.920 17.98±4.315 21.65±5.284
Note. Pb=lead, Fe=iron, Cd=cadmium, Ni=nickel, Mn=manganese, Zn=zinc, Cu=copper, and Hg=mercury



Pertanika J. Sci. & Technol. 31 (4): 1783 - 1805 (2023)1790

Patarapong Kroeksakul, Pakjirat Singhaboot, Sujit Pokanngen, Kitsakorn Suksamran and Channaphat Klansawang

Figure 4. Spatial distribution of heavy metal contamination

Factor Analysis

The factor analysis used 10 components as parameters in a PCA. Prior to this, heavy metal 
contamination components were tested using the Kaiser-Meyer-Olkin (KMO) and Bartlett 
tests. The KMO Measure of Sampling Adequacy was 0.698 (Table 4), and there was a 
significant difference between the eigenvalues (p<0.001). The three principal components 
(PCs) found had eigenvalues over 1 and explained 74.589% of the total variance in the 
dataset (Table 5). A variance of over 10% was found for PC1, PC2, and PC3. PC1 explained 
44.153% of the variance (Table 4 & Figure 5). Pb was the most important contributor to 
PC1, with a factor loading of 0.853. For PC2, the factor loading of Cu was 0.637, so the 
two primary components of PC2 were Cu and the province. For PC3, local utilization was 
the most important factor, while Hg had a factor load of 0.883. It was interesting to note 
that despite the proximity of RY4 to an industrial zone and harbor, the Hg contamination 
level was only 0.1 mg/kg, which did not exceed the standard of the Pollution Control 
Department, which is 22 mg/kg (Pollution Control Department, 2021). 
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Table 4
Results of KMO and Bartlett tests of heavy metal 
contamination distribution 

Kaiser-Meyer-Olkin Measure 
of Sampling Adequacy

0.698

Bartlett's Test of Sphericity 
Approx. Chi-Square

181.244

df 45
Sig. .000

Table 5
Results of PCA of the statistical significance of 
heavy metal contamination distribution

PCs Component
PC1 PC2 PC3

% of variance 44.153 15.839 14.589
Cumulative % 44.153 59.991 74.580
Eigenvalue 4.415 1.584 1.459
Pb .843 - -
Fe .838 - -
Cd -.834 - -
Ni .790 - -
Mn .739 - -
Zn .698 - -
Cu .624 .637 -
Province - .504 -
Located 
utilization

- - .853

Hg - - .640

Note. PC=Principal component; underlying factor 
loading is weighted higher when within 10% of 
the variation of the absolute value of the highest 
factor loading for each PC; Pb=Lead; Fe=Iron; 
Cd=Cadmium; Ni=Nickle; Mn=Manganese; 
Zn=Zinc; Cu=Copper; and Hg=Mercury
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Figure 5. Results of the PCA for heavy metal 
contamination distribution: (a) the eigenvalue of 
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local utilization and Hg
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EF and Igeo Heavy Metal Contamination 
in A Sandy Beach of the Eastern Provinces, 
Thailand

The study sites almost all had EF values 
below 2 (deficiency to minimal enrichment), 
but the EF value for Mn was higher than 2 
(mean deficiency to moderate enrichment) 
in locations TR6, RY2, RY4, and RY5, 
and the EF value for Mn in TR5 was 
6 (significant enrichment). EF values 
classified by element and location are 
presented in Table 2S, EF values by element 
and location are shown in Table 6, and the 

(b)
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spatial distribution of EF values is presented in Figure 6. However, the ratio with EF 
sediments in the Gulf of Thailand presents an average Cu of 0.80, average Cd of 0.91, 
average Pb of 1.32, and average Hg of 1.16 (Liu et al., 2016), so the EF value is almost 
below 2 is mean to deficiency to mineral enrichment.

Differences between the EF values of Cd between CB and RY provinces were found 
to be significant (p<0.05), differences between the EF values of Cu were not found to be 
significant, the EF values of Fe were not found to be significant (p<0.05) between RY and 
CHR provinces, and the EF values of Hg, Mn, Pb, and Zn were found to be significantly 
different (p<0.05) between CB and RY provinces. These data are presented in Figure 7, and 
Table 7 presents EF values by heavy metal and province. Mn EF values were found to be 
at levels of 2–5 and 6–20 in locations close to a community, restaurant, and a population 
of green mussels (Perna viridus) culture, so it is possible that Mn levels are related to 
community activity and transportation in the area (Pavilonis et al., 2015; Choi et al., 2020), 
and also to the soil parent material in the area (Sanz-Prada et al., 2020). 

Table 6
EF by element and location

Element EF<2 EF 2-5 EF 6-20
Cd TR1-13/ CB1-6/RY1-6/CHR1-6
Cu TR1-13/ CB1-6/RY1-6/CHR1-6
Fe TR1-13/ CB1-6/RY1-6/CHR1-6
Hg TR1-13/ CB1-6/RY1-6/CHR1-6
Pb TR1-13/ CB1-6/RY1-6/CHR1-6
Ni TR1-13/ CB1-6/RY1-6/CHR1-6
Mn TR1,2,3,4,7,8,9,10,11,12,13/CB1-6/

RY1,3,6/CHR1-6
TR6, RY2, RY4, 

RY5
TR5

Zn TR1-13/ CB1-6/RY1-6/CHR1-6

Note. EF=Enrichment Factors, Pb=lead, Fe=iron, Cd=cadmium, Ni=nickel, Mn=manganese, Zn=zinc, 
Cu=copper, and Hg=mercury

Table 7
EF by heavy metal and province

EF-Cd EF-Cu EF-Fe EF-Hg EF-Pb EF-Ni EF-Mn EF-Zn

TR

Min .030 .000 .002 .000 .007 .004 .115 .023
Max 1.71 .094 .060 .000 .420 .253 6.42 1.30

Average .290 .010 .042 .000 .071 .042 1.087 .220
SD .451 .025 .020 .000 .110 .066 1.69 .344
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Figure 6. EF distribution in the sandy beach of eastern provinces groups, Thailand

EF-Cd EF-Cu EF-Fe EF-Hg EF-Pb EF-Ni EF-Mn EF-Zn

CB Min .029 .000 .059 .000 .007 .004 .109 .022
Max .141 .003 .060 .000 .034 .020 .531 .107

Average .029 .001 .060 .000 .020 .012 .317 .064
SD .141 .000 .000 .000 .009 .005 .148 .030

RY Min .172 .001 .007 .000 .042 .025 .645 .131
Max .890 .009 .049 .000 .218 .131 3.33 .678

Average .172 .005 .018 .000 .129 .077 1.97 .400
SD .890 .003 .016 .000 .073 .044 1.12 .228

CBR Min .212 .002 .012 .000 .052 .031 .797 .161
Max .529 .005 .033 .000 .130 .078 1.985 .403

Average .212 .004 .022 .000 .095 .057 1.45 .296
SD .529 .001 .008 .000 .029 .017 .455 .092

Table 7 (Continue)

Note. EF=Enrichment Factors, TR=Trad province, CB=Chanthaburi, RY=Rayong, CHR=Chonburi, 
EF=Enrichment Factor, Cd=cadmium, Cu=copper, Fe=iron, Hg=mercury, Pb=lead, Ni=nickel, 
Mn=manganese, Zn=zine
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(a) (b)

(c) (d)

(e) (f)
Figure 7. The EF results classified by provinces and heavy metals. (a) value EF of Cd, (b) value EF of Cu, 
(c) value EF of Fe, (d) value EF of Hg, (e) value EF of Mn, (f) value EF of Ni, (g) value EF of Pb, (h) value 
EF of Zn
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As shown in Table 8, almost no Igeo values were over 0 (<0 = unpolluted). Igeo values 
for each heavy metal are presented by location in Figure 8 (Table 3S). The Igeo of Cd 
was over 0 in every location, and the Igeo values of Fe, Pb, Mn, and Zn did not exceed 
0 at any location. However, the Igeo of Hg was found to be 1.00–1.99 at location RY4, 
meaning that the area is moderately polluted. Thongra-ar et al. (2008) have reported Igeo 
values of below 0 for Hg, Cd, and Ni, but our study found an Igeo of Hg of over 0 (1.76) 
in one location because the location was close to an industrial zone and a large pier. The 
Igeo of Cd was over 0 but not over 2, meaning the beaches were moderately polluted with 
Cd. However, the value with Igeo sediments in the Gulf of Thailand presents the average 
Cu -1.23, average Cd -1.08, average Pb -0.57, and average Hg -0.76 (Liu et al., 2016), so 
the Igeo value almost below 0 is not polluted.

The categorization of Igeo by province is shown in Table 9 shows that Cd and Fe levels 
were significantly different between TR and RY provinces (p<0.05) but not between RY 
and CHR provinces. Mn and Pb levels in the CB province significantly differed from those 
in TR, RY, and CHR provinces (p<0.05). No significant differences between provinces 
existed between Hg, Ni, and Zn levels. These relationships are presented in Figure 9. 

Although our study demonstrates that the east coast beaches of Thailand have safe 
levels of heavy metal contamination, the Igeo of Cd, Ni, and Hg was found to be higher 
than 0 but not over 2. It means that concentrations of these heavy metals are between 
the ‘non-polluted’ and ‘moderately polluted’ categories, and it is very important that the 
monitoring and protection of the conserved environment of the beaches continues. The 
Igeo level and high EF values are associated with soil parent material, possible enrichment 
due to human activity (Barbieri, 2016), and the related character of the sea (Nowrouzi 
& Pourkhabbaz, 2014) the nearby seawater in the Gulf of Thailand will be high in some 
minerals as a result of the gravitational transfer of heavy metals from the land to the sea, 
especially in delta zones (Pellinen et al., 2021).

Figure 7. (Continue)

Note. a, b, c, and d indicate that the difference is significant at the 0.05 level (LSD)

Note. a, b, c, and d indicate that the difference is significant at the 0.05 level (LSD)
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Table 8
Igeo by element and location

Element Igeo Location

Cd
<0 -

0.01–0.99 TR1,2,3,4,10,11,12,13, CB1,2,3,4,5,6, RY1,6, CHR1,6
1.00–1.99 TR5,6,7,8,9, RY2,3,4,5, CHR2,3,4,5

Cu

<0 TR1-13, CB2-6, RY1-6, CHR 1-6
0.01–0.99 -
1.00–1.99 CB1

Fe <0 TR1-13, CB1-6, RY1-6, CHR 1-6

Hg
<0 TR1-13, CB 1-6, RY1,2,3,5,6, CHR1-6

0.01–0.99 -
1.00–1.99 RY4

Pb <0 TR1-13, CB1-6, RY1-6, CHR 1-6

Ni
<0 TR1,2,3,5,6,7,8,9,10,11,13, CB1-6, RY1-6, CHR 1-6

0.01–0.99 TR4,12

Mn <0 TR1-13, CB1-6, RY1-6, CHR 1-6

Zn <0 TR1-13, CB1-6, RY1-6, CHR 1-6

Note. Igeo= Geoaccumulation index, Pb=lead, Fe=iron, Cd=cadmium, Ni=nickel, Mn=manganese, Zn=zinc, 
Cu=copper, and Hg=mercury

Figure 8. Igeo distribution in the sandy beach of eastern provinces groups, Thailand
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Table 9
Igeo results from heavy metal and province

Province
Igeo

Cd Cu Fe Hg Pb Ni Mn Zn

TR

Min .66 -2.02 -9.10 -10.88 -1.47 -.77 -5.66 -3.05
Max 1.69 -0.92 -4.64 -.28 -.82 .01 -.04 -1.64

Average .966 -1.80 -5.48 -5.92 -1.25 -.596 -2.72 -2.36
SD .316 .297 1.36 2.82 .193 .208 1.92 .428

CB

Min .68 -1.99 -4.65 -5.40 -1.30 -.68 -1.69 -2.62
Max .82 1.24 -4.64 -4.65 -.53 -.25 -.08 -1.19

Average .739 -1.38 -4.64 -4.86 -1.04 -.572 -.893 -2.15
SD .054 1.28 .003 .28 .264 .163 .636 .509

RY

Min .95 -2.04 -7.71 -8.88 -1.45 -.77 -4.66 -2.80
Max 1.65 -2.00 -4.91 1.77 -1.23 -.72 -2.42 -2.05

Average 1.11 -2.02 -6.68 -4.37 -1.37 -.750 -3.96 -2.48
SD .224 .012 1.01 3.44 .076 .020 .957 .335

CBR

Min .66 -2.01 -6.90 -6.05 -1.38 -.75 -3.75 -2.74
Max 1.69 -1.86 -5.50 -1.76 -1.22 -.68 -1.27 -1.74

Average 1.02 -1.96 -6.13 -4.77 -1.32 -.72 -2.89 -2.21
SD .318 .070 .57 1.54 .055 .029 .848 .364

Note. Igeo=Geoaccumulation index, TR = Trad province, CB=Chanthaburi, RY=Rayong, CHR=Chonburi, 
EF=Enrichment Factor, Cd=cadmium, Cu=copper, Fe=iron, Hg=mercury, Pb=lead, Ni=nickel, 
Mn=manganese, Zn=zine
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(c) (d)

(e) (f)

(e) (f)
Figure 9. The Igeo results are classified by provinces and heavy metals. (a) value Igeo of Cd, (b) value Igeo 
of Cu, (c) value Igeo of Fe, (d) value Igeo of Hg, (e) value Igeo of Mn, (f) value Igeo of Ni, (g) value Igeo of 
Pb, (h) value Igeo of Zn

Note. The letters a, b, c, and d indicate significant differences at the 0.05 level (LSD).
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CONCLUSION 

Overall, sand particles in the beaches of the east coast of Thailand were found to range 
in size between 0.25–0.85 mm, and the most common heavy metals on average in the 
samples in descending order were Fe, Mn, Zn, Cu, Pb, Cd, Ni, and Hg (the ratio was 88: 
7.74: 0.9312: 0.8283: 0.7347: 0.6582: 0.0002). The volume of Cd contamination in the 
beaches of RY province was significantly higher than in TR and CB provinces (p<0.05), 
Fe contamination in the beaches of CB province was significantly different (p<0.05) to 
that in the beaches of TR, RY and CHR provinces, and Pb concentration in CB province 
was significantly different (p<0.05) to that in TR, RY, and CHR provinces. None of the 
contamination levels in the studied beaches exceeded national or international standards. 
Principle component analysis demonstrated that land use activities influence Hg. The Igeo 
of Hg (1–1.99, moderately polluted) in location RY4 results from the industrial zone and 
harbor. The EF of Mn was within the range of 2–5 in each of the four locations (indicating 
deficiency to minimal enrichment) and was over 5 (indicating significant enrichment) in 
one region in Trad and Rayong province. A possible reason for this high Mn EF is that the 
area is near farming and raises aquatic animals of a villager to live around the beach. This 
study indicates that human activity and land use around beaches can have an impact on 
the quality of the environment in terms of heavy metal contamination and that soil parent 
material has an influence on background heavy metal levels, so it is important to calculate 
background values to perform EF and Igeo analyses. 

The results of this study show that heavy metal contamination in the beaches around 
the east coast of Thailand is at present within safety levels from the heavy metal, but the 
Igeo and EF values signal the possibility that pollution may occur in some areas to relate 
to human activity which may affect the environment. This information implies that the 
local and central governments should continue to monitor the environmental impact of 
human activity and land use around the east coast of Thailand. 
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SUPPLIMENTARY DATA

Table 1S
The sampling location and coordinates, including the description of the sample spaces collected

ID Limit point Located near the beach to collect

N E

TR1 12.0221134 102.76605800 Nearly estuary, and close local restaurant and resort. 

TR2 11.6533522 102.90784420 Community

TR3 11.6879430 102.90128350 Community and local fishery pier.

TR4 11.7612855 102.88920890 Nearby the pier (Fish market) and community

TR5 11.8932093 102.78807520 Community and restaurant.

TR6 11.8988673 102.78306920 Community and restaurant.

TR7 11.9968267 102.76926490 Community

TR8 12.1217879 102.66205500 Restaurant

TR9 12.1520733 102.62421470 Community

TR10 12.0434036 102.58364800 Empty area

TR11 12.1691575 102.39527110 Community

TR12 12.2035554 102.27991430 Estuary and community

TR13 12.2851977 102.26292050 Aquaculture zone and community

CB1 12.4102581 102.12649630 Community and local fishery pier.

CB2 12.4777700 102.07000000 Estuary and community

CB3 12.4919145 102.04136630 Pier (Fish market)

CB4 12.5390000 101.95053000 Estuary and community

CB5 12.5336800 101.94046000 Estuary

CB6 12.6032149 101.87718030 Estuary and agriculture zone.

RY1 12.6950931 101.69717390 Estuary and community

RY2 12.6490500 101.62057000 Estuary

RY3 12.6108000 101.38428000 Community and resort

RY4 12.6676500 101.21545000 Neary by industrial zone.

RY5 12.6687729 101.20109160 Aquaculture zone

RY6 12.6750000 101.06728000 Community

CHR1 12.6209150 100.91894900 Tourism space and pier (travel)

CHR2 12.7742808 100.90095440 Estuary and community

CHR3 12.9368950 100.88236810 Tourism space and pier (travel)

CHR4 12.8864152 100.87751200 Restaurant and resort

CHR5 13.0803218 100.88141120 Tourism space and pier (travel)

CHR6 13.2694363 100.92309310 Tourism space and community (in city)
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Table 2S 
The EF classification by location and element 

EF
Cd Cu Fe Hg Pb Ni Mn Zn

TR1 .239 .094 .045 .000 .058 .035 .898 .182
TR2 .174 .001 .050 .000 .042 .025 .653 .132
TR3 .049 .001 .059 .000 .012 .007 .185 .037
TR4 .101 .001 .060 .000 .024 .015 .381 .077
TR5 1.7 .018 .002 .000 .420 .253 6.42 1.30
TR6 .597 .006 .008 .000 .146 .088 2.23 .454
TR7 .218 .002 .026 .000 .053 .032 .818 .166
TR8 .186 .002 .042 .000 .045 .027 .698 .141
TR9 .224 .002 .022 .000 .055 .033 .842 .171

TR10 .030 .000 .059 .000 .007 .004 .115 .023
TR11 .067 .000 .059 .000 .016 .009 .251 .051
TR12 .105 .001 .060 .000 .026 .015 .397 .080
TR13 .063 .000 .059 .000 .015 .009 .239 .048
CB1 .029 .003 .059 .000 .007 .004 .109 .022
CB2 .067 .000 .060 .000 .016 .010 .254 .051
CB3 .116 .001 .060 .000 .028 .017 .436 .088
CB4 .082 .000 .060 .000 .020 .012 .309 .062
CB5 .070 .000 .059 .000 .017 .010 .264 .053
CB6 .141 .001 .060 .000 .034 .020 .531 .107
RY1 .172 .001 .049 .000 .042 .025 .645 .131
RY2 .890 .009 .007 .000 .218 .131 3.33 .678
RY3 .400 .004 .018 .000 .098 .059 1.50 .305
RY4 .823 .008 .008 .000 .202 .121 3.08 .627
RY5 .622 .006 .011 .000 .152 .091 2.33 .473
RY6 .245 .002 .015 .000 .060 .036 .919 .186

CHB1 .456 .005 .012 .000 .112 .067 1.71 .347
CHB2 .529 .005 .015 .000 .130 .078 1.98 .403
CHB3 .299 .003 .033 .000 .073 .044 1.12 .228
CHB4 .484 .005 .018 .000 .119 .071 1.81 .369
CHB5 .352 .004 .025 .000 .086 .052 1.32 .268
CHB6 .212 .002 .031 .000 .052 .031 .797 .161
Max .029 .000 .002 .00001 .007 .004 .109 .022
Min 1.71 .094 .060 .00040 .420 .253 6.42 1.30

Average .315 .006 .037 .00007 .077 .046 1.18 .239
SD .346 .016 .021 .00008 .085 .051 1.30 .264
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Table 3S 
The Igeo value of location to collect sample 

Igeo
Location Cd Cu Fe Hg Pb Ni Mn Zn

TR1 .981 -1.89 -5.03 -.282 -1.46 -.725 -4.20 -3.05
TR2 .938 -1.97 -4.88 -5.40 -1.35 -.697 -2.88 -1.63
TR3 .660 -.919 -4.65 -2.53 -1.16 .011 -0.495 -1.64
TR4 .734 -1.70 -4.64 -10.04 -.821 -.639 -3.47 -1.86
TR5 1.68 -2.01 -9.09 -5.00 -1.43 -.772 -5.65 -2.85
TR6 1.29 -1.99 -7.44 -6.04 -1.43 -.734 -5.14 -2.30
TR7 1.17 -1.96 -5.81 -10.8 -1.30 -.675 -3.66 -2.60
TR8 1.08 -1.98 -5.14 -4.33 -1.38 -.691 -3.44 -2.55
TR9 1.23 -1.97 -6.04 -5.87 -1.38 .684 -3.93 -2.59

TR10 .662 -1.56 -4.65 -7.70 -1.12 -.374 -0.037 -2.23
TR11 .697 -1.85 -4.64 -7.40 -1.21 -.596 -0.53 -2.51
TR12 .759 -1.76 -4.64 -6.64 -1.26 .599 -1.65 -2.45
TR13 .661 -1.88 -4.65 -4.90 -.980 -.570 -0.265 -2.40
CB1 .677 1.24 -4.64 -4.87 -.530 -.247 -1.08 -1.19
CB2 .779 -1.75 -4.63 -5.4 -1.09 -.590 -1.41 -2.27
CB3 .823 -1.98 -4.63 -4.64 -1.30 -.681 -1.68 -2.51
CB4 .736 -1.97 -4.64 -4.76 -1.13 -.602 -0.239 -2.07
CB5 .692 -1.87 -4.64 -4.64 -1.11 -.639 -0.082 -2.27
CB6 .724 -1.94 -4.63 -4.87 -1.10 -.672 -0.853 -2.61
RY1 .997 -2.01 -4.90 -5.26 -1.37 -.718 -2.42 -2.04
RY2 1.52 -2.03 -7.71 -4.43 -1.45 -.772 -4.48 -2.79
RY3 1.38 -2.03 -6.33 -4.33 -1.41 -.756 -4.51 -2.78
RY4 1.64 -2.02 -7.50 1.76 -1.41 -.769 -4.66 -2.67
RY5 1.47 -2.03 -7.01 -5.12 -1.36 -.753 -4.60 -2.47
RY6 .945 -2.00 -6.59 -8.87 -1.23 -.734 -3.11 -2.09

CHR1 .889 -2.00 -6.90 -5.26 -1.37 -.750 -2.96 -2.15
CHR2 1.46 -1.99 -6.58 -6.04 -1.35 -.753 -3.74 -2.73
CHR3 1.02 -2.01 -5.49 -4.76 -1.33 -.678 -1.26 -2.01
CHR4 1.30 -2.00 -6.37 -5.12 -1.34 -.734 -3.17 -2.54
CHR5 1.08 -1.86 -5.88 -5.70 -1.29 -.718 -3.26 -1.73
CHR6 .927 -1.87 -5.57 -1.75 -1.22 -.700 -2.91 -2.11
Max 1.68 1.24 -4.63 1.76 -.53 .011 -0.037 -1.19
Min .66 -2.03 -9.09 -10.8 -1.46 -.772 -5.65 -3.05

Average 1.01 -1.79 -5.67 -5.19 -1.24 -.644 -2.63 -2.31
SD .315 .601 1.19 2.44 .200 0.165 1.67 0.413
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ABSTRACT
Online laboratories have been conducted in Malaysian universities using video 
demonstrations, virtual or simulation tools, or/and remote laboratories. Recent studies on 
online engineering labs mainly focused on the student learning experience, facilities, and 
teaching quality. The literature review indicated that the effectiveness of online laboratory 
learning should be approached from the cognitive, affective, and psychomotor (CAP) 
domains. The perceived effectiveness of these learning domains will help practitioners 
identify learning gaps in current practices. This study aims to measure learning effectiveness 
in CAP using the perceived CAP tool in electrical engineering online laboratory courses in 
a Malaysian public university. Three electrical and electronics online laboratory courses 
were selected. A survey questionnaire based on perceived CAP was distributed to 273 
students and received 139 responses, a 50.92% response rate. The measured data were 
analyzed using descriptive statistics and reliability analysis in SPSS. The survey results 

suggest that affective learning is enhanced. 
However, psychomotor learning efficiency 
is badly affected when the delivery mode 
of the laboratory course content is changed 
from physical face-to-face to total online 
delivery. The evaluation of the effectiveness 
of cognitive learning was inconclusive due 
to the limitation of sample size in this area 
to enable accurate measurement. 

Keywords: Online laboratories, perceived affective, 

perceived cognitive, perceived psychomotor
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INTRODUCTION

In December 2019, an unknown virus (now called COVID-19) in Wuhan, China, started 
spreading worldwide, leading to a worldwide pandemic ("Coronavirus:the first three months 
as it happened", 2020). The pandemic has caused more than 191 million infections and 
more than 4 million deaths worldwide ("COVID live update:179,937,394 cases",2021). 
The COVID-19 pandemic quickly led to the closure of universities and colleges to curb the 
spread of the disease (Murphy, 2020). Consequently, educational institutions in Malaysia 
quickly adopted e-learning under the online distance learning (ODL) mode in all institutes 
of higher learning (Tan, 2021).

In the Malaysian Institution of Higher Learning (IHLs), engineering laboratory sessions 
normally conducted in a traditional face-to-face setting were no longer viable as students 
were no longer on campus during the pandemic period. March 2020 marks students' first 
semester to migrate to an online delivery method compared to traditional physical presence 
at the labs. This migration occurred worldwide, where laboratory courses were made online 
to replace the conventional offline mode during the pandemic (Monash University, 2021). 
Before the pandemic, online laboratories were conducted in some institutions via virtual 
labs, remote control labs, or video-based labs (Zhai et al., 2012). For virtual labs, simulation 
tools and virtual reality are used. Online laboratories enable students to access and perform 
the experiments in the lab remotely. On the other hand, video-based activities provide a 
step-by-step overview of a real lab so that students can visualize the whole experimental 
process and its outputs through a video demonstration. These methods have now been 
widely adopted during the pandemic period.

Gamage et al. (2020) reviewed the transition of offline laboratory courses to online 
methods during the pandemic. The authors presented the challenges of online laboratories 
and the impact on assessment activities and student experiences. One of the immediate 
challenges with online laboratories is the difficulty of achieving hands-on practical skills 
effectively. Lewis (2014) reported that the performance of examinations of the virtual 
laboratory tools in biological sciences was equally effective as traditional laboratories 
in increasing student knowledge and understanding as they facilitate active, inquiry-
based learning. However, the main pitfall is their inability to provide individual hands-
on experience in using lab equipment. Based on the findings of (Gamage et al., 2020; 
Lewis, 2014), it can be assumed that learning outcomes that will most be affected when 
an engineering laboratory course is delivered online will be the loss of psychomotor skills 
and competencies.

The effectiveness of these online courses has been measured in terms of technology 
readiness, learning experience, quality of teaching, and communication (Khanna & Prasad, 
2020; Lau & Sim, 2020). Chan and Fok (2015) evaluated student learning experience in 
the virtual laboratory through a perception survey. A survey questionnaire with both closed 
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and open-ended questions was designed, and data were collected to compare students' 
perceptions of virtual and traditional laboratories. Similarly, Kapilan et al. (2020) developed 
and circulated a survey among students to gather feedback on their learning experiences 
after completing their fluid mechanics virtual lab. Based on the survey, 90 percent of the 
participants were happy about the virtual laboratory and expressed that their learning 
process improved with virtual laboratory experiments.

Davies (2008) reported that laboratories enable students to (a) develop experimental, 
design, problem-solving, and analysis skills; (b) develop data-recording and analysis skills; 
(c) develop communication and interpersonal skills; (d) develop technical judgment and 
professional practice and (e) integrate theory and practice. These learning attributes can 
be categorized into the cognitive, affective, and psychomotor (CAP) domains introduced 
by Bloom (1956). A more recent elaboration of CAP domains can be found in Tomei 
(2010). The cognitive domain involves the learning and application of knowledge (Bloom, 
1956; Bennett et al., 2016). The affective domain addresses the acquisition of attitudes 
and values (Kratwohl et al., 1956; Taneri, 2017), and the psychomotor domain focus on 
the development of the body and the skills it performs  (Jewett et al., 1971; Ahmad et al., 
2018). Hence, it would be more sensible to measure the effectiveness of learning using 
the CAP learning domains in online laboratory courses.

Perceived CAP learning domains are a good way to measure CAP attainments 
independent of course content, grades, institution, and other factors. The method is 
solely based on students' perception of how much they have learned. The measurement 
and evaluation of CAP domains are usually conducted using students' grades (Cooper & 
Higgins, 2014; Mohd Nor et al., 2020). This is the current practice in many online and offline 
courses. However, this method may not reflect what students learned, and the evaluation 
is constrained by institution, course content, and inconsistencies of instructors (Rovai et 
al., 2009). Rovai et al. (2009) introduced a perceived CAP that measures the attainment of 
these learning domains from the students' perception, independent of limitations imposed 
by course content, instructor assessments, and institution. In 2018, this instrument was 
used by Horning (2018) to examine the perceived CAP learning of students using open 
educational resources in face-to-face and distance education courses at nine community 
colleges in the southeastern United States. It has been used to evaluate CAP learning in 
the clinical skills training conducted via ODL (Kawasaki et al., 2021) and assess bakery 
skills required by students during industrial training (Rachmawati et al.,2019). Khidzir 
et al.(2016) used perceived CAP learning to study the viability of implementing virtual 
learning in various fields.

However, based on the review, it can be observed that perceived CAP learning in 
online laboratory courses related to the teaching of engineering, science, and technology 
during the pandemic has not been conducted extensively. Most CAP perception surveys 
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focused on non-technology fields and were more general (Rovai et al., 2009; Horning, 2018; 
Kawasaki et al., 2021; Rachmawati et al., 2019; Khidzir et al., 2016). Other perception 
surveys concentrate only on the technology readiness, facilities, and quality of teaching 
(Khanna & Prasad, 2020). Though evaluation of online laboratory courses in engineering 
has been done (Chan & Fok, 2015 & Kapilan et al., 2020), it mainly focuses on the student 
learning experiences. They did not assess the perceived CAP domains of learning. 

It is believed that investigating CAP domains for online laboratory courses may help 
practitioners evaluate whether their online laboratory courses can achieve the CAP domains' 
learning outcomes. The cognitive, affective, and psychomotor learning domains include 
knowledge of the subject matter, experimental design, problem solving and analysis skills, 
hands-on competencies, data collection and analysis, interpersonal and communication 
skills, ability to relate theory and practice, valuing of occupational safety, and health, 
professional attitudes, and ethics and ability to collaborate with others. These attributes 
have not been studied in-depth by others. They could reveal whether students have learned 
the CAP effectively in the online laboratory course, particularly in engineering, science, 
and technology. Given the need to evaluate the perceived CAP achievement of learning 
in engineering, science, and technology online laboratories, this study aims to measure 
and evaluate the perceived effectiveness in the CAP domains of learning in electrical 
engineering online laboratory courses in a Malaysian public university. 

METHODOLOGY

After the objective has been identified, the next step is to identify the sample selection to 
evaluate the achievement of CAP learning domains. A quantitative study was conducted 
to answer the research questions posed in this study.

Sampling Technique

An online survey questionnaire (non-experimental design) was designed and administered 
to 273 students in the EE241 Electronics Engineering and EE242 Electrical Engineering 
degree program at the School of Electrical Engineering, Universiti Teknologi MARA,  
Shah Alam, Malaysia for the Semester March-August 2021. The online survey was emailed 
to the chosen respondents in July 2021. The survey is anonymous, and participation is 
voluntary. The survey questionnaire is explained in the next subsection.

Due to the COVID-19 pandemic, many students have not previously experienced being 
in a face-to-face lab session at the university. Students from semesters 2, 3, and 4 who were 
chosen as the respondents for this research are students from three laboratory courses, which 
are Electrical Engineering Laboratory II (EPO423), Electrical Engineering Laboratory III 
(EEE430), and Electrical Engineering Laboratory III (EPO562). The laboratory courses 



Pertanika J. Sci. & Technol. 31 (4): 1807 - 1825 (2023) 1811

Perceived Attainment of CAP Learning in Online Engineering Labs

enhanced students' theoretical knowledge and practical skills in using basic electronic and 
electrical components, handling equipment, and measurement techniques. However, due 
to the pandemic, the content of these courses was delivered using videos and simulation 
software.

For example, during a normal face-to-face lab session, one of the experiments was 
Printed Circuit Board (PCB) Fabrication. Students underwent a complete PCB fabrication 
process, such as transferring the PCB layout to a transparent sheet, preparing an FR4 board, 
and fabricating the PCB using an ultraviolet (UV) light exposer, developer, and etching 
machine. Nevertheless, due to the pandemic, the hands-on exposure to the PCB process 
was replaced by a video demonstration. A question arises, will the students be aware of 
health and safety issues by watching an experiment via a video? Online experiments 
allow multiple runs and extreme variable settings without physical consequences. It might 
decrease students' perception of risk and danger to themselves or operating equipment 
wrongly, which may lead to danger or destroy the equipment in an actual physical 
laboratory. Another example is a student physically in the labs who could be triggered to 
switch on vents if there are fumes and put on safety glasses if they feel the vibration. As 
the labs were conducted online, other experiments involving physical measurement from 
real equipment have been substituted with various simulations using software such as 
MATLAB and Simulink, Scilab, PSIM, and FEMM.

Data Collection Instrument

A closed-ended survey questionnaire was designed to address the gaps in the literature 
review. The survey questionnaire was deployed to the chosen sample of respondents using 
Google Forms to collect responses from students on their perceived attainment in cognitive, 
affective, and psychomotor (CAP) learning during these online laboratory sessions.

The survey questionnaire consists of two sections. The first section consists of basic 
demographic questions such as gender, year of study, experience in a physical lab, students' 
literacy, and communication proficiency. The second section consists of CAP questions 
developed by adapting and improvising existing, proven perceived CAP questions (Rovai 
et al., 2009; Chowdury et al., 2019; Kapilan et al., 2020; Chan & Fok, 2015; Rachmawati 
et al., 2019), and some questions were added to address certain CAP based on expert 
advice. Originally, there were twenty-two questions for evaluating CAP perception using 
a 5-point Likert scale (where scores of 1 to 5 were used to indicate levels of agreement 
with the statements). However, nine questions were removed after the reliability and 
validation process using SPSS. In the end, 13 questions remain, as listed in Table 1, after 
performing Principal Component Analysis (PCA) and Exploratory Factor Analysis (EFA) 
using SPSS. Items reliability was verified using Cronbach Alpha and achieved a reliability 
value exceeding 0.7. 



Pertanika J. Sci. & Technol. 31 (4): 1807 - 1825 (2023)1812

A’zraaAfhzan Ab Rahim, Ng Kok Mun, Azilah Saparon, Ahmad Fadzli Nizam Abdul Rahman and Norlida Buniyamin

Table 1
Questionnaire of student CAP perception on online laboratory

Questions Survey Items Label

I1
I cannot produce a course study guide (compilation 

of topics, exercises, and learning activities) for 
future students

C1r

I2
I cannot organize my tasks, apply appropriate 

methods and solve related problems to achieve the 
desired outputs

C2r

I3 I cannot relate the online lab experiments to 
fundamental concepts and theories C3r

I4 I cannot complete the online lab independently C4r

I5 I cannot complete all the required group tasks 
effectively and timely C5r

I6 I am actively involved in the learning process 
through the online lab. A1

I7 I can communicate my findings and results through 
reports and oral presentations A2

I8 I can collaborate well with others in my group A3

I9
I am aware of the safety requirements when 

working in a physical lab compared to an
online lab

A4

I10 I can perform the online lab experiments multiple 
times, unrestricted by laboratory space, rules, and 

safety concerns

P1

I11 I can visualize the procedure for using the lab's 
equipment through the online lab videos

P2

I12 I can demonstrate to others the physical/technical 
skills learned in this course

P3

I13 I can operate actual equipment confidently after 
conducting online lab experiments using simulated/

virtual equipment

P4

Items I1 to I5 are negatively worded to ensure students respond to the survey honestly 
and have more reliability in terms of measurement after being reverse coded. The questions 
(Table 2) used in this instrument were mapped to the closest attributes in one of the three 
CAP learning domains, as shown in Table 2. Each domain is represented by questions that 
refer to the domain's lower and higher learning levels.



Pertanika J. Sci. & Technol. 31 (4): 1807 - 1825 (2023) 1813

Perceived Attainment of CAP Learning in Online Engineering Labs

Table 2
Attributes of CAP domains of learning for online laboratory

Cognitive Affective Psychomotor
• Ability to relate theory 

and practice (I3)*
• Ability to collect and 

analyze data (I2, I4, I5)*
• Ability to analyze and 

solve problems (I2, I3, 
I5)

• Ability to understand 
and apply knowledge 
independently (I3, I4)**

• Ability to organize 
knowledge (I1, I2) **

• Ability to regulate 
attitude of learning (I6)*

• Ability to collaborate 
with others (I8)*

• Ability to communicate 
results and findings (I7)*

• Ability to communicate 
effectively with 
instructor/peers (I7)*

• Ability to evaluate 
learning experience (I6, 
I9)*

• Ability to value safety 
and ethics (I9)***

• Ability to demonstrate 
the practical skills 
learned (I12)**

• Ability to perform 
laboratory work safely 
(I10)***

• Ability to handle 
actual equipment 
after learning 
simulated/video-based 
experiments (I13)***

• Ability to conduct 
experiments via guided 
responses (I10, I11, 
I12)*

Data Handling and Analysis

The data collected from the approved questions were stored securely in Google Drive, 
which requires secure access. As the questions were all set as compulsory, all respondents 
answered all the questions. Hence, there are no outliers in the data. Subsequently, the data 
were exported for further analysis. 

Reliability tests were conducted to ensure the consistency of the data collection 
instrument. Confidence interval and margin of error were checked to ensure that the data 
obtained and the estimation of the location of a statistical parameter was true for the 
population (Taherdoost, 2017). 

Lastly, descriptive and inferential statistics were used to analyze the collected data. 
The data were analyzed by the median, lower and upper quartile of each item and the 
distribution of responses, i.e. (percentage (%) that agree, disagree). Data on the number 
of students with experience in a physical lab and students who do not have physical lab 
experience were compared. Mann-Whitney U-test was conducted to investigate whether a 
significant statistical difference exists in students' confidence to operate actual equipment 
between those with and without physical lab experience (I13). Other demographic data 
such as gender, year of study, students' literacy, and communication proficiency are not 
used in this study and are reserved for future studies.  

Referred and elaborated from: * (Davies, 2008)  **(Rovai, 2009) ***New attributes
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RESULTS AND DISCUSSION

This section discusses the results in greater detail for the research questions concerning the 
achievement of CAP attributes in the online laboratory courses of our case study.

Respondents' Demographics

A total of 139 students (98 males and 41 females) out of 273 from three different laboratory 
courses and semesters participated in the survey. The sample size gives a 95% confidence 
level and a 5.80% margin of error, which means the survey results are acceptable and 
representative of the engineering student population who took the courses. Figure 1 
indicates that only 22.30% (31 out of 139 students) have attended physical laboratory at 
the university, while others only attended online courses because they were from the lower 
semesters and the online courses started in 2020.  

Figure 1. Respondents' demographic profiles data
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Reliability Test

The data were analyzed using SPSS version 28. The reliability statistics for the survey 
items are shown in Table 3. On average, the students responded positively to the thirteen 
items with good reliability, from 0.7 to 0.85 for Cronbach's Alpha (Taber, 2018). It confirms 
that all the questions have high internal consistency. 

Salient Outcomes from CAP analysis

For CAP analysis, data from the survey are considered ordinal categorical data since the 
survey questions were based on the level of agreement, from strongly agree to strongly 
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disagree (Chen & Wang, 2014). Hence, the data were analyzed by the median, lower and 
upper quartile of each item and the distribution of responses, i.e., the percentage that 
agrees or disagrees. Some responses are not uniformly distributed; hence, the median as 
central tendency and interquartile range (IQR) is used to measure the dispersion of data 
(Kostoulas, 2014). 

Domains of Learning Cronbach's Alpha
Cognitive* 0.815
Affective 0.726

Psychomotor 0.852

Table 3
Reliability (Cronbach's Alpha) statistics

*Note. Negatively worded items were reverse-scored

Cognitive Learning

Table 4 shows the descriptive statistics 
for assessing students' cognitive learning 
perception. It shows the number of 
respondents, n, and the percentage of 
respondents who strongly agree, agree, is 
neutral, disagree, or strongly disagree with 
each question. The quartiles show that not 
more than 25% of the sample is below 2, 

and not more than 25% is above 4. Thus, the data are concentrated in the center except for 
item I5, which is positively skewed.

Findings for the cognitive domain show that 41.00% agreed they could not produce 
a course study guide for future students (I1). Neutral is 30.94% and those who were sure 
they could produce a study guide are 28.06%. It suggests that most students (41.00% vs. 
28.06%) may not be competent to independently organize knowledge and their learning 
process in the form of a personal course study guide. This suggestion is further strengthened 
by findings for I2 and I3, where for both questions, most students agreed that they are 
not competent to organize their tasks or relate to experiments. It could thus be concluded 
that the learning process delivered online was not effective. As for I4, more students think 
they could complete the experiment individually (35.25% vs. 30.93%); for I5, the majority 
could complete the group task. 

Table 4
Descriptive statistics of cognitive learning

Cognitive Median Q1 Q3
Strongly 
disagree

n (%)

Disagree
n (%)

Neutral
n (%)

Agree
n (%)

Strongly 
agree
n (%)

I cannot produce a 
course study guide 
(compilation of 
topics, exercises, 
and learning 
activities) for 
future students. 
(I1)

3 2 4 4
(2.88)

35
(25.18)

43
(30.94)

47
(33.81)

10 
(7.19)
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Our findings differ from the perceived opinion of academics (with a mean score 
of 3.78 out of 5) that cognitive learning can be attained in online courses based on the 
survey (Khidzir et al., 2016). It also contradicts the findings of Kawasaki et al. (2021) that 
cognitive learning was not affected in an online nursing course. Overall, the perceived 
cognitive learning was unsatisfactory for the online laboratory. An adequate performance 
should reveal a median score of at least 2 and below if most students disagreed/strongly 
disagreed that they could not do the tasks in I1 to I4. Hence, it can be said that some aspects 
of cognitive learning were lost in online labs. Factors that contributed to this should be 
identified and further investigated.

Affective Learning

Table 5 shows the descriptive statistics for the items assessing affective learning, the 
number of respondents, n, and the percentage (%) of respondents who strongly agree, agree, 
are neutral, disagree, or strongly disagree with each question. Contrary to the results of 
the cognitive domain, responses for all four items are negatively skewed in the affective 

Table 4 (Continue)

Cognitive Median Q1 Q3
Strongly 
disagree

n (%)

Disagree
n (%)

Neutral
n (%)

Agree
n (%)

Strongly 
agree
n (%)

I cannot organize 
my tasks, apply 
appropriate 
methods and solve 
related problems to 
achieve the desired 
outputs (I2)

3 2 4 7
(5.04)

33
(23.74)

53
(38.13)

36
(25.90)

10
(7.19)

I cannot relate 
the online lab 
experiments with 
fundamental 
concepts and 
theories (I3)

3 2 4 6
(4.32)

31
(22.30)

49
(35.25)

40
(28.78)

13
(9.35)

I cannot complete 
the online lab 
independently (I4)

3 2 4 11
(7.91)

38
(27.34)

47
(33.81)

27
(19.42)

16
(11.51)

I cannot complete 
all the required 
group tasks 
effectively and 
timely (I5)

2 2 4 17
(12.23)

53
(38.13)

27
(19.42)

34
(24.46)

8
(5.76)
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domain, as seen in Table 6. Most respondents show agreement with all statements, i.e., I6 
to I9. About 74% of the respondents agreed they were actively involved in the learning 
process (I6), whereas 84.17% agreed they could collaborate well with others in their lab 
group (I7). However, only 58.99% agreed they could communicate results and findings 
through reports and demonstrations. It indicates that the online laboratory courses provided 
space to interact with their peers or instructors, which helps the learning process. However, 
respondents who disagree or are neutral about these aspects of the online lab may be 
affected by internet connectivity and their motivation to learn in an online environment.

As for I9, surprisingly, 86.30% agreed with the statement, agreeing that they are aware 
of the safety requirements when working in a physical lab compared to an online lab, even 
though only 22.30% of the respondents had experienced being in a physical lab before the 
pandemic. It could be attributed to the explanation of safety by instructors or provided in 
the lab manual. In addition, those who may not have entered the lab due to the pandemic, 
i.e., semester 1 to semester 3 students, may have responded to this question based on 
their safety awareness in previous physical labs experienced in their secondary/diploma 
studies. These may be some factors that can be further investigated. Overall, the results of 
the affective domain reveal that the students have good attitudes and values. They could 
evaluate their own learning experiences quite well. It can be observed that this aspect of 
learning is preserved in an online setting. It can be supported by the findings of (Kawasaki 
et al., 2021) that affective learning in online labs is as effective as in face-to-face labs. 
In addition, it is shown that affective learning is not affected when students use digital 
resources compared to traditional textbooks (Horning, 2018).

Table 5
Descriptive statistics of affective learning

Affective Median Q1 Q3
Strongly 
Disagree 

n (%)

Disagree 
n (%)

Neutral 
n (%)

Agree    
n (%)

Strongly 
Agree
n (%)

I am actively 
involved in the 
learning process 
through the online 
lab (I6)

4 3 5 0
(0)

12
(8.63)

25
(17.99)

64
(46.04)

38
(27.34)

I can collaborate 
well with others 
in my group (I7)

4 4 5 0
(0)

5
(3.60)

17
(12.23)

49
(35.25)

68
(48.92)
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Psychomotor Learning

Table 6 shows the descriptive statistics of psychomotor learning, and it portrays different 
types of distribution with an IQR score of 1. It means most of the answers are concentrated 
at the 'neutral.' As for the psychomotor domain, 65.47% of the students agreed/strongly 
agreed that they could perform the online lab experiments multiple times, unrestricted by 
laboratory space, rules, and safety concerns (I10). Response to (I11) showed that more 
than half of the samples could visualize the procedure to use the lab's equipment through 
the online lab video. It indicates that the delivery method, such as video demonstrations, 
instructor explanations, and lab manuals, have satisfactorily instilled students' knowledge 
and understanding of guided responses. 

As for items I12 and I13, 42.45% indicated they could demonstrate the skills learned 
(I12) to others, whereas 34.53% agree/strongly agree they could operate actual equipment. 
However, approximately 42 to 45% of the students were neutral with the statement that 
they could demonstrate the physical/technical skills learned and operate the equipment 
confidently. The relevance of experience in the physical lab with the ability to demonstrate 
technical skills and operate actual equipment confidently is portrayed in the bar graphs 
in Figure 2. 

Figure 2(a) shows that 25.81% (8 out of 31 students) who have attended physical lab 
perceive that they could not demonstrate the skills they have learned. Figure 2(b) shows 
a similar trend where 29.03% (9 out of 31 students) with physical lab experience rate 
themselves as incapable of confidently operating actual equipment. It is probably based on 
their experience that they knew the difficulty of handling the actual equipment compared to 

Table 5 (Continue)

Affective Median Q1 Q3
Strongly 
Disagree 

n (%)

Disagree 
n (%)

Neutral 
n (%)

Agree    
n (%)

Strongly 
Agree
n (%)

I can 
communicate 
my findings and 
results through 
reports and oral 
presentations (I8)

4 3 4 1
(0.72)

8
(5.76)

48
(34.53)

62
(44.60)

20
(14.39)

I am aware 
of the safety 
requirements 
when working 
in a physical lab 
compared to an 
online lab (I9)

4 4 5 2
(1.44)

5
(3.60)

12
(8.63)

64
(46.04)

56
(40.29)



Pertanika J. Sci. & Technol. 31 (4): 1807 - 1825 (2023) 1819

Perceived Attainment of CAP Learning in Online Engineering Labs

Table 6
Descriptive statistic of psychomotor learning

Psychomotor Median Q1 Q3
Strongly 
Disagree 

n (%)

Disagree 
n (%)

Neutral  
n (%)

Agree 
n (%)

Strongly 
agree
n (%)

I can perform 
the online lab 
experiments 
multiple times, 
unrestricted by 
laboratory space, 
rules, and safety 
concerns (I10)

4 3 4 3
(2.16)

5
(3.60)

40
(28.78)

62
(44.60)

29
(20.86)

I can visualize 
the procedure 
to use the lab's 
equipment 
through the 
online lab videos 
(I11)

3 3 4 3
(2.16)

20
(14.39)

49
(35.25)

50
(35.97)

17
(12.23)

I can 
demonstrate 
to others the 
physical/
technical skills 
learned in this 
course (I12)

3 3 4 8
(5.75)

14
(10.07)

58
(41.73)

52
(37.41)

7
(5.04)

I can operate 
actual equipment 
confidently 
after conducting 
online lab 
experiments 
using simulated/
virtual 
equipment (I13)

3 3 4 12
(8.63)

16
(11.51)

63
(45.32)

38
(27.34)

10
(7.19)

the virtual simulations. Taking the analysis a step further, we performed the Mann-Whitney 
U-test on item I13 to investigate if there is any significant difference between students who 
have and have not attended physical lab before. The Mann-Whitney U-test is chosen as the 
alternative to the independent t-test since, in this research, the Likert scale is considered 
ordinal data, as discussed earlier, Salient Outcomes from CAP analysis. Hence the suitable 
inferential statistic is the nonparametric Mann-Whitney U-test. The result is seen in Table 8.
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(a)

(b)
Figure 2. Difference of perception between students who have and have not attended physical lab for items 
I12 (a) and I13 (b)

I can operate actual equipment confidently after conducting lab 
experiments using simulated/ virtual equipment
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With a non-significant p-value of 0.186 (p>0.05) for the Mann-Whitney U-Test shown 
in Table 7, we can conclude that there is no statistically significant difference (p>0.05) 
between students who have or have not been in a physical lab before when it comes to 
their confidence in operating lab equipment after conducting online lab experiments using 
simulated/virtual equipment.

Table 7
Mann-Whitney U-test

Test Statisticsa

I can operate actual equipment confidently after conducting 
online lab experiments using simulated/virtual equipment

Mann-Whitney U 1428.500
Wilcoxon W 1924.500
Z -1.321
Asymp. Sig. (2-tailed) .186

a. Grouping Variable: Have or have not attended physical lab

In addition, as seen in Table 8, the mean rank for the group that has not attended 
physical lab is 72.27, while the mean rank for the group that has attended physical lab is 
62.08. It illustrates that the scores between both groups tend to be similar, indicating that 
the confidence level in handling equipment after online simulations is independent of the 
student's physical lab experience.

Overall, those who indicated they could handle actual equipment were lower at 
34.53% (48 out of 139 students) compared to those who were confident to demonstrate 
the skills (i.e., software/simulations) learned, which is much higher at 42.45% (59 out of 
139 students). Furthermore, the simulation does not reflect real issues because symbols 
or icons of components do not emulate the real components in true behavior. Hence, the 
42.45% who agree/strongly agree with I12 believe they could demonstrate to others that 
the physical/technical skills learned in the course were mostly software. 

Table 9
Rank of students who have and have not attended physical lab for item item I13

Have or 
have not 
attended 

physical lab

N Mean Rank Sum of 
Ranks

I can operate actual equipment 
confidently after conducting 
online lab experiments using 
simulated/virtual equipment

No 108 72.27 7805.50
Yes 31 62.08 1924.50

Total 139
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The beauty of online courses is that students can perform experiments multiple times 
without restrictions. However, students cannot properly visualize the lab procedures without 
good video demonstrations or visualization ability. As for those who have not attended 
any physical lab, more than 40.00% were neutral on their ability to operate the equipment 
(I13) or demonstrate the physical skills (I12), as presented in Table 7, which could be 
because they had not been exposed to handling actual equipment. The hands-on aspect 
of the psychomotor domains suffers the most loss in an online lab, where only 34.53% of 
respondents indicated they could confidently handle actual equipment. This finding can 
be somewhat supported by the perceived opinion from academics that psychomotor skills 
may be the most poorly attained in online distance learning (Khidzir, 2016). Lewis (2014) 
also concurred that virtual labs could not provide students with actual hands-on experience. 
However, it is interesting to note that Kawasaki et al. (2021) stated that psychomotor 
learning in online labs is as effective in face-to-face settings for nursing students. Perhaps 
hands-on learning may not be ineffective in an online environment depending on the level 
of difficulty of the psychomotor skill that needs to be imparted and the complexity of the 
required equipment. It can be further explored and analyzed in future research.

CONCLUSION

This research aims to measure and evaluate students' learning efficiency in electrical 
and electronics engineering online laboratory courses in the CAP learning domains. 
The findings indicate the advantages of teaching laboratory courses online, especially 
in the affective learning domain. Though conducted online, the laboratory courses seem 
capable of attracting students' enthusiasm for learning through interactivity, encouraging 
collaboration, and offering a safe environment by maximizing time and space flexibilities 
through simulated experiments. Hence, the affective learning domain is still preserved. 

On the other hand, it was discovered that safety awareness and ethics are best instilled 
in a physical lab. The major disadvantage is that teaching laboratory courses online 
affects learning in the psychomotor domain. Students become unfamiliar with physical 
instruments and real devices, which may affect their confidence level when faced with the 
actual equipment in the future. Simulated experiments and video demonstrations could not 
help students attain hands-on skills effectively. So, transferable hands-on skills cannot be 
achieved. In addition, attributes in the cognitive domain are unattainable because of the 
limitation of the sample size of experienced students in the physical lab since only 22.30% 
(31 out of 139 students) have attended the physical lab before. The cognitive learning which 
was averagely attained can also be attributed to various factors such as the delivery methods 
of the instructors, the clarity of the video demonstrations, and lab manuals. Poor design 
and implementation of the delivery method could lead to the ineffective impartation of 
knowledge and understanding. It is good that further works should scrutinize and evaluate 
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online lab delivery methods and other contributing factors such as internet connectivity 
and student self-learning ability in an online environment.
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ABSTRACT
Hyperspectral Imaging (HSI) is one of the emerging techniques used in plant phenotyping 
as it carries abundant information and is non-invasive to plants. However, factors like 
illumination effect and high-dimensional spectral features need to be solved to attain 
higher accuracy of plant trait analysis. This research explored and analysed spectral 
normalisation and dimensionality reduction methods. The focus of this paper is twofold; 
the first objective was to explore the Standard Normal Variate (SNV), Least Absolute 
Deviations (L1) and Least Squares (L2) normalisation for spectral correction. The second 
objective was to explore the feasibility of Principal Component Analysis (PCA) and 
Analysis of Variance Fisher’s Test (ANOVA F-test) for spectral dimensionality reduction 
in spectral discriminative modelling. The analysis techniques were validated with HSI data 
of maise plants for early detection of water deficit stress response. Results showed that 
SNV performed the best among the three normalisation methods. Besides, ANOVA F-test 
outperformed PCA for the band selection method as it improved the trait assessment on 
the water deficit response of maise plants.   

Keywords: Analysis of variance fisher’s test, hyperspectral imaging, plant phenotyping, principal component 

analysis, standard normal variate

INTRODUCTION

The advanced technology in plant genomics 
is important for breeding more sustainable 
crops. However, the ability to dissect traits' 
genetics depends on plant phenotyping 
development. Among the techniques 
developed for plant phenotyping are visible, 
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fluorescence imaging, infrared imaging, hyperspectral Imaging (HSI), and 3D structural 
tomography.

Visible imaging was performed to plant phenotyping by analysing digital images 
with spectral information from 400 nm–700 nm. The advantage of this technique is low 
implementation cost and maintenance fee. Despite that, there are limitations like restricted 
analysis of plant physiology and difficulty caused by overlapping leaves. Fluorescence 
imaging contradicts visible imaging by detecting fluorescence signals (250 nm–700 
nm) emitted from plants after exposure to visible or UV light. This method detects plant 
diseases (Balachandran et al., 1997; Lohaus et al., 2000). In general, every object emits 
infrared radiation, allowing infrared imaging possible for plant phenotyping (Kastberger 
& Stachl, 2003). Infrared radiation ranges from 700 nm to 1000 nm. The wide range will 
require a high computational cost. Therefore, many implementations of infrared imaging 
only focus on a certain band range. For instance,  thermal imaging utilises spectra from 
3–5 µm and 7–14 µm for detecting biotic and abiotic stresses (Chaerle & van der Straeten, 
2000; Nilsson, 1995). Near-infrared (NIR) is another way to utilise infrared radiation. It 
ranges from 700 nm–1400 nm and has a higher reflective intensity on healthy green plants 
(Yang et al., 2013). The benefit of NIR imaging is that radiation can be transmitted through 
leaves that overcome difficulties visible imaging faces.

Hyperspectral imaging (HSI) is a technique that combines both visible and NIR 
imaging methods. The downside of visible and NIR imaging can be overcome mutually. 
Furthermore, HSI can divide images into bands, enabling analysis of the plant’s condition 
using Vegetation Indices (VI). Ihuoma and Madramootoo (2019) compared a few vegetation 
indices extracted from hyperspectral images to monitor the water stress level in tomato 
plants and found that Water Index (WI), Photochemical Reflectance Index centred at 550 
nm (PRI550), and Optimised Soil Adjusted Vegetation Index (OSAVI) are the most sensitive 
indices in distinguishing plants with 80% or less available water content (AWC). Besides, 
the popular NDVI and RENDVI were studied by Andaryani et al. (2019) to investigate 
the drought level in the agriculture field. These studies show that water-sensitive VIs can 
detect drought stress to a certain extent. However, these studies do not consider linearity 
and scattering of illumination. Thus, solely computing VIs from hyperspectral data might 
not be the most optimum method for identifying water-stressed plants. In different studies, 
HSI has been used to estimate leaf water content (LWC) and the result is compared with 
LWC value measured destructively (Ge et al., 2016; Pandey et al., 2017). However, this 
approach is undesirable as many samples will be destroyed for long-duration studies. In 
contrast, the comparison is made between hyperspectral images of the control and water-
deficit groups (Asaari et al., 2019) by computing the Euclidean Distance (ED) of the 
hyperspectral spectrum with reference from the control group.

Although HSI has many edges over other imaging techniques, it is still far from 
perfection. The illumination effect is still one of the difficulties faced by plant phenotyping. 
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Besides, the high dimension of hyperspectral images also leads to high computational costs. 
This study performs quantitative analysis for eliminating the illumination effect using 
SNV, L1, and L2 normalisation techniques to tackle these concerns. SNV is considered 
the effective method to reduce the illumination effect (Asaari et al., 2018). Even though 
SNV shows prominent results in mitigating linear illumination effect (Mohd Asaari et al., 
2018; Vigneau et al., 2011). One of the downsides is the inability to extract VIs from SNV 
spectra as the values are not bounded in the positive range, thus preventing direct linkage 
between the normalised wavelength and the biophysical properties of the plant. It is worth 
mentioning that, apart from SNV, Savitzky-Golay (SG) filter (Fletcher & Turley, 2018; Liu 
et al., 2019) and Multiple Scattering Correction (MSC) (Geladi et al., 1985; Isaksson & Næs, 
1988) are other popular spectral pre-treatment methods. SNV and MSC are both spectral 
pre-processing inspired by chemometrics. The difference between SNV and MSC is that 
MSC requires a reference spectrum deemed unaffected by noises (Li et al., 2018). In most 
HSI analyses, the performance of MSC is very dependent on the average spectrum as it is 
used as the reference spectrum, which is difficult to excess, especially on articulated plant 
structures. In this context, SNV performs better than MSC (Mishra, Lohumi, et al., 2020) 
as the average spectrum is not out of the noise. On the other hand, the SG filter is used 
to smoothen hyperspectral data from the data aspect without considering chemometrics. 
Thus, pure smoothing ignores the multiplicative and additive effect when illumination is 
reflected from the plant surface.

Another popular method in pre-processing of hyperspectral data is L1 and L2. In a 
recent study (Zhuang & Ng, 2020), L1 normalisation was used to remove Gaussian noise 
from hyperspectral images. On the other hand, Feng et al. (2022) used L2 normalisation to 
improve feature robustness towards impulse noise before feeding data into the deep learning 
model. Even though these studies show satisfactory results for respective objectives, the 
data used are remote sensing hyperspectral images. To the author’s knowledge, no study 
has been done using L1 and L2 normalisation on proximal hyperspectral images thus far. 
In recent work (Abenina et al., 2022), HSI analysis was performed to study plant traits 
by comparing the SG filter, MSC and SNV. The results showed that SNV performs best 
among all. Thus, only SNV is implemented here to compare with L1 and L2 to see if the 
proposed normalisation method works better than the current best method.

Besides the illumination issues, another common difficulties researchers face when 
dealing with a hyperspectral image is the curse of dimensionality, also known as Hughes 
Phenomenon (Hughes, 1968). The high number of bands carried by hyperspectral images 
always requires high computational power and time for analysis. To tackle these concerns, 
two dimension reduction methods, PCA and ANOVA F-test (Asaari et al., 2019; Calzone 
et al., 2021; Pandey et al., 2017), are explored to quantify their feasibility for improving 
spectral discrimination. Even though these two methods serve the same purpose, the 
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dimensionally reduced data characteristic differs. Principal Components (PCs) generated 
by PCA are non-interpretable, whereas ANOVA F-test works more directly by selecting the 
most varied bands. This study compares the effectiveness of the two methods in dimension 
reduction and determines if they can be used as an alternative to each other.

This study aims to address two objectives. The first objective involves evaluating the 
suitability of two proposed normalization methods, L1 and L2 in comparison to the current 
best method, SNV normalization, for HSI analysis. The second objective entails comparing 
the water stress detection efficiency of two dimension reduction methods, namely PCA 
and ANOVA F-test. The more effective normalization and dimension reduction method 
will be determined via computation of Euclidean Distance (ED) between spectra of two 
different groups of maise plants; healthy and water deficit groups.

METHODOLOGY

In this work, the images of maise plants were obtained from Asaari et al. (2018), in which 
imaging was done in the VIB-UGent Center greenhouse in Ghent, Belgium. Pushbroom 
hyperspectral camera with visible to NIR detection range was coupled with an array of 
3x3 halogen lamps, each placed at the same level as the camera. During image acquisition, 
maise plants were transferred via a high-throughput phenotyping platform (HTPPP) and 
individually snapped in dedicated enclosed cabins.

The obtained data were separated into two sets, where the first dataset contains 
hyperspectral images of five maise plants captured at five different platform heights. 
Meanwhile, the second dataset contains hyperspectral images of ten maise plants, 
categorised into control and water-deficit groups, followed consecutively for nine days. 
Hyperspectral images captured have resolutions of 510 x 328 pixels, and each pixel has 
194 spectral bands ranging from 400 nm to 1000 nm.

After the images dataset was prepared, white and dark reference was carried out to 
convert reflectance intensities into values between 0 and 1 followed by removal of bands 
with inconsistent values. After that, vegetation pixels were segmented by calculating every 
pixel's Normalised Difference Vegetation Index (NDVI). Pixels with NDVI values lower 
than 0.3 were removed. 

To achieve the first objective spectral normalisation was performed after the pre-
processing steps to reduce the illumination effects. SNV, L1, and L2 normalisations were 
carried out separately on both datasets. For the first dataset, clustering was used to classify 
normalised spectra into clusters. Five graphs representing different platform heights were 
studied for each spectra type. For the second dataset, spectra similarity measurement 
was computed between the mean spectra of maise plants and daily reference. Results 
were presented in error bar graphs to determine the duration for complete discrimination 
between control and water-deficit groups. In achieving the second objective, the normalised 
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spectra of the second dataset were further processed by dimension reduction using PCA 
and ANOVA F-test separately. Then, spectra similarity measurement was performed again 
to determine the duration of attaining the complete separation of control and water-deficit 
groups. Figures 1 and 2 show the flowchart from image acquisition to plant discrimination. 

White and Dark Reference

Removal of Noisy Band

Segmentation of 
Vegetation Pixels

SNV 
Normalization

L2
Normalization

L1
Normalization

K-means
Clustering

Start

End

K-means

Figure 1. Process flow for the first dataset

Image Pre-processing

There were three steps in this stage. The first was a white and dark reference, a 
standardisation method common in hyperspectral images study (Geladi et al., 2004; Ortaç 
et al., 2016; Shaikh et al., 2021). White reference is obtained by capturing an image when 
placing a high reflectance (~99%) board perpendicularly opposite the camera. On the other 
hand, dark reference is the image captured when the shutter or light is off. Reflectance was 
calculated using Equation 1:

        (1)

where R is reflectance, I is original image intensity, D is a dark reference, and W is a white 
reference.

White and Dark Reference

Removal of Noisy Band

Segmentation of 
Vegetation Pixels

SNV 
Normalization

L2
Normalization

L1
Normalization

Spectral Similarity 
Measurement via 
ED Computation

Start

End

PCA ANOVA Test

Spectral Similarity 
Measurement via 
ED Computation

Figure 2. Process flow for the second dataset
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Noisy bands fluctuate inconsistently due to different kinds of noise like thermal, 
instrumental, and photon noise, thus containing more outlying values. In this work, the 
bands below 500 nm and above 810 nm are visibly noisy and were removed, leaving spectra 
with 111 spectral bands after the process.

Since leaves of maise plants did not just form the original hyperspectral image but also 
unnecessary components like pots and platforms, segmentation of vegetation pixels was 
required. NDVIs of all pixels were calculated. Then, the threshold was set to 0.3. It means 
pixels with NDVI of more than 0.3 were deemed to belong to the maise plant's leaves. 
Therefore, only leaves remain for further analysis after segmentation.

Spectral Normalisation

After the above pre-processing steps, normalisation was needed to reduce the illumination 
effect. The ideal intensity of light received was when the whole object’s surface was 
perpendicular to the sensor. However, in real life, the leaves of maise plants face different 
directions. In addition, leaf surfaces were not smooth, causing light to scatter in all 
directions.

When doing vector (L1 and L2) normalisation, all spectra were treated as vectors with 
values of all bands as components. Equations 2 and 3 are norm computations for L1 and 
L2, respectively. Vector normalisation changed the spectrum into a unit vector by Equation 
4, and only the magnitude of the spectrum was transformed. All normalised spectra had 
uniform magnitude, thus minimising the illumination effect. 

    
          (2)

     
          (3)

      
          (4)

Other than vector normalisation, SNV normalisation was also applied in this research 
to compare the performances of different normalisation methods. SNV normalisation 
has been implemented in recent hyperspectral studies (Abenina et al., 2022; Mishra et 
al., 2020; Polder, et al., 2020) and is deemed the effective way to mitigate the scattering 
effect. It is aimed to transform the spectrum to have a mean of 0 and a standard deviation 
of 1 using Equation 5:

     (5)

where is the mean, and is the standard deviation of data, respectively.
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The noise on received spectra can be illustrated as Equation 6, where 
is said to be light reflectance at a reference. Besides, β refers to the illumination effect 
caused by the inclination of leaves and the distance between the camera and the maise plant. 
Moreover, α refers to specular reflectance, the additive effect on the reference spectrum. 
             
          (6)

By some rearrangement, Equation 7 was obtained. By comparing Equations 5 and 7, 
it was not hard to notice that α refers to the spectrum mean, and β refers to the standard 
deviation. Therefore, from this theory, SNV normalisation can be used to yield noiseless 
spectra.

                                                               
          (7)

Spectral Discrimination

The classification was performed on normalised spectra to determine if a spectra type has 
high efficiency in water stress detection. For the first dataset, the classification method 
performed was k-means clustering (Ranjan et al., 2017). Built-in k-means function was 
used, and the algorithm takes in a few parameters: the number of clusters (k) and maximum 
iterations. After referring to (Asaari et al., 2019), the k value was set to 6. Maximum iteration 
was set to 500 as well to prevent the infinite running of code. A bar graph with the number 
of pixels in each cluster was presented for each platform height. The variation across 
different bar graphs was studied to see if platform heights affect normalisation performance.

For the second normalised dataset, spectra similarity was measured between daily 
reference and mean spectrum of each maise plant by calculating the ED between them. 
The formula for ED is shown in Equation 8. After the ED was computed, the daily mean 
and standard deviation were calculated from the daily ED obtained according to control 
and water-deficit groups. Then, the result was shown as error bar graphs in which no 
overlapping of the error bar indicates complete discrimination of maise plants experiencing 
water stress. 

                                                   (8)

Dimensionality Reduction

In this work, each hyperspectral image has around 10000 vegetation pixels, and each 
pixel has 111 bands. The computational cost was very high for such a large amount of 
data. Therefore, PCA and ANOVA F-test were applied on the normalised second dataset 
to see if improvement in the duration of water stress detection happened after the spectra 
dimension was reduced.
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Each day's plant was represented by its mean spectrum when implementing PCA. 
Besides, the daily reference spectrum will also be computed for the control and water-deficit 
groups. All these spectra will be combined as samples for PCA. There are a total of 108 
rows with 111 columns. In MATLAB, PCA was applied using the built-in PCA function. 
The first few PCs were used to check the effect of PCA.

In this work, the spectral band used for analysis was from 400 nm to 810 nm with a 
bandwidth of 3.1 nm. Even though information can be extracted from every band, not all 
bands contributed the same to water stress detection. ANOVA F-test uses the average daily 
spectrum as input. The built-in function, anova1, was used to compute the daily F-value for 
each band. Bands with the highest 10% of F-value were elected for each day. The selected 
bands were used for spectra similarity measurement to determine the duration taken for 
discrimination between control and water-deficit groups.

RESULTS AND DISCUSSION

The effect of SNV, L1, and L2 normalisation on different platform heights was evaluated 
to satisfy the first objective. K-means clustering was used to segregate results into different 
clusters displayed in the bar graph. Besides, the outcome of water stress detection using 
different spectra types was evaluated by calculating ED between spectra. The error bar 
was displayed for all nine days of the experiment. However, only the first seven days 
were studied for water stress detection as maise plants in the water-deficit group were not 
irrigated in these seven days.

PCA and ANOVA F-test were applied on normalised spectra separately to realise the 
second objective. Then, spectra similarity measurement with ED has performed again on 
the dimensionally reduced data. The same procedure of water stress analysis for the first 
objective was done again to determine the effect of each dimension reduction method.

Image Processing

Figure 3 shows spectra where bands below 500 nm and above 810 nm were removed. 
The variance of spectra decreases from 500 nm to around 650 nm, and after 700 nm, the 
variance of spectra increases and remains constant after around 750 nm. The number of 
spectral involved is 111, with 3.1 nm as the width of each band.

Figures 4 and 5 show the hyperspectral image before and after segmentation using 
threshold NDVI of 0.3, as stated in (Gandhi et al., 2015) as best for vegetation analysis. 
Figure 4's image background includes soil, pots, and a platform base. Therefore, the NDVI 
of these pixels will be lower than 0.3, representing non-vegetative pixels. The remaining 
spectra are around 10000 pixels for each maise plant, as shown in Figure 5. These pixels 
will be considered for further analysis.
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Analysis of Spectral Normalisation of 
HSI of Maize Plant at Different Imaging 
Platform Heights

After normalisation using SNV, L1, and 
L2, the normalised spectra underwent 
classification using k-means clustering 
to determine if normalisation performs 
differently according to platform heights. 
MATLAB built-in k-means function has a 
parameter of 6 as the k value and 500 as 
the maximum iteration. Results of k-means 
clustering on SNV, L1, and L2 spectra are 
shown in Figures 6, 7, and 8, respectively. 
From Figures 6 and 8, it is observed that 
cluster 5 and 6 has the greatest number 
of pixels. Figure 7 shows that most pixels 
belong to clusters 3, 4, and 5. Besides, 
the graph pattern is consistent across 
four heights for all three spectrum types. 
It proves normalisation has consistent 
efficiency from 0 mm to 450 mm platform 
heights. The findings align with the study 
conducted by (Witteveen et al., 2022), which 
also observed normalization is not impacted 
by variations in distance.
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Figure 3. Spectra after removal of noisy bands

Figure 4. Hyperspectral image presented in RGB

Figure 5. Hyperspectral image after segmentation
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Figure 7. K-means clusters shown in the bar graph for L1 normalised spectra at different imaging platforms: 
(a) 0 mm, (b) 250 mm, (c) 350 mm, and (d) 450 mm

Figure 6. K-means clusters shown in the bar graph for SNV normalised spectra at different imaging platforms: 
(a) 0 mm, (b) 250 mm, (c) 350 mm, and (d) 450 mm

(a) SNV 0 mm (b) SNV 250 mm

(c) SNV 350 mm (d) SNV 450 mm

(a) L1 0 mm (b) L1 250 mm

(c) L1 350 mm (d) L1 450 mm
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Figure 8. K-means clusters shown in the bar graph for L2 normalised spectra at different imaging platforms: 
(a) 0 mm, (b) 250 mm, (c) 350 mm, and (d) 450 mm

(a) L2 0 mm (b) L2 250 mm

(c) L2 350 mm (d) L2 450 mm

Analysis of Spectral Normalisation on Water Deficit Response in Maize Plants

After proving that normalisation works the same at different platform heights, spectra 
similarity measurement was performed for raw, SNV, L1, and L2 normalised spectra. Daily 
reference was first computed by getting the mean of maise plants in the control group. Then, 
the ED between the mean spectrum of maise plants and daily reference was calculated. 
Daily ED values were categorised according to control and water-deficit groups. Then, 
daily mean and standard deviation were obtained from these ED values and presented in 
an error bar graph. Note that in this study, no Cross-Validation (CV) is performed as only 
computation of ED between mean reference spectrum is done without any parameter tuning 
required. CV is generally used when developing a machine learning model, which requires 
the dataset to be split into training and testing sets. After the CV's k-folds are performed, 
each fold's parameter will be averaged and used as model parameters. In the ED calculation, 
the error bars’ lower and upper boundaries represent the minimum and maximum of each 
sample group, respectively. Thus, the complete separation of the error bar is sufficient to 
indicate drought plants among samples.

From Figure 9(a), error bar analysis similar to (Asaari et al., 2019) has been conducted. 
The duration taken for raw spectra to separate control and water-deficit groups is 7 days, 
while for SNV spectra, it takes 4 days. On the contrary, both vector normalisations, L1 and 
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L2, fail to detect maise plants experiencing water stress within the first 7 days. It can be 
noticed that the red error bar, which represents the difference between water-deficit maise 
plants and daily reference, increases consistently from day 2 to day 7 for SNV. It shows that 
SNV-normalised spectra respond according to the plant’s water level. However, a closer 
observation of Figure 9 (c-d) shows an unusually large increment of the control error bars 
from day 4 to day 6. It causes the error bar of both groups to “stick” with each other and 
not be able to discriminate in the first 7 days completely. Therefore, from Figure 9, it can 
be concluded that spectra after being SNV normalised are better compared to L1 and L2 
normalised spectra in detecting water deficit stress response in maise plants. 

Figure 9. Spectra similarity result on (a) raw, (b) SNV, (c) L1 and (d) L2 spectra with blue error bar representing 
the control group and red error bar representing the water deficit group.

(c) L1 (d) L2

(a) Raw (b) SNV

Analysis of Dimensionality Reduction

The second objective of this work studies the effect of dimension reduction methods, 
PCA and ANOVA F-test in water stress detection. Both methods have different ways of 
implementation. However, they serve the same purpose: to reduce the computational cost 
of analysis.
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Results of spectra similarity measurement after PCA is applied and shown in Figures 
10 and 11 for each spectra type when 1 and 10 PCs were selected. When comparing 
with Figure 9, graphs with 10 PCs are very similar to the spectra similarity result before 
dimension reduction. On the other hand, graphs using only 1 PC show worse results when 
compared with spectra similarity results before dimension reduction. Therefore, it can 
be deduced that PCA does not affect the duration taken for water stress detection when 
enough PCs are used. A closer look at Figure 10 shows that when 1 PC is used for spectra 
similarity measurement, the result is not as good as another two. It is due to the variance 
in the first PC being insufficient “replicate” that of the whole data set. Similar scenarios 
have been observed in studies conducted by (Fernández et al., 2022; Ren et al., 2020; Vu et 
al., 2016) where multiple PCs were utilized for machine learning computation. Therefore, 
the optimum number of PCs used in this work is 10. 

(a) First PC from Raw Spectra (b) First 10 PCs from Raw Spectra

(c) First PC from SNV Spectra (d) First 10 PCs from SNV Spectra
Figure 10. Spectra similarity result-based PCA with 1 and 10 PCs of raw spectra (a-b) and 1 and 10 PCs of 
SNV normalised spectra (c-d). The blue error bar represents the control group, and the red represents the 
water deficit group.
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Figure 11. Spectra similarity based on PCA with 1 and 10 PCs of L1 normalised spectra (a-b) and 1 and 10 
PCs of L2 normalised spectra. The blue error bar represents the control group, and the red represents the water 
deficit group.

(b) First 10 PCs from L1 Spectra(a) First PC from L1 Spectra

(c) First PC from L2 Spectra (d) First 10 PCs from L2 Spectra

Spectra, which have been dimensionally reduced using ANOVA F-test, were processed 
with the same spectra similarity measurement method used for objective one. Results 
for raw, SNV, L1, and L2 spectra are shown in Figure 12. Improvement happens for all 
normalised spectrum types when comparing these results with the spectral discrimination 
in Figure 9. For SNV spectra, the duration taken for water stress detection was reduced 
from 4 days to just 4 days. Besides, even though the result on L1 spectra shows that water 
stress detection still fails in the first 7 days, a further separation between error bars can be 
observed. Different from L1 to L2 spectra show the successful separation of control and 
water deficit on the fourth day. The improvement from failure to success in just 4 days 
for water stress detection gives ANOVA F-test the highest efficiency when applied to L2 
spectra. From the results from PCA and ANOVA F-test, it can be deduced that ANOVA 
F-test works better in improving the performance of HSI analysis in terms of duration to 
detect water-deficit maise plants. Conversely, PCA can reduce the computational cost, but 
it does not affect the result of water stress detection.

A comparison was made with several well-known vegetation indices as used in the 
previous studies to quantify the effectiveness of the analysis method of HSI performed in 
this study for the use case of early drought stress detection in the plant (Andaryani et al., 
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(a) ANOVA on Raw Spectra (b) ANOVA on SNV Spectra

(d) ANOVA on L2 Spectra(c) ANOVA on L1 Spectra
Figure 12. Spectra similarity result on (a) raw (b) SNV (c) L1 and (d) L2 spectra after performing ANOVA 
F-test with blue error bar representing the control group and red error bar representing water deficit group.

2019; Ihuoma & Madramootoo, 2019). Figure 13 shows the result of separating samples 
from control and drought groups using NDVI, OSAVI, PRI 550 and RENDVI. All four 
VIs considered sensitive to water content cannot distinguish drought plants completely 
from the control group throughout the 9 days of the experiment. It further highlights the 
importance of normalisation to minimise collinear and scattering effects before analysis.

(a) NDVI (b) OSAVI
Figure 13. Vegetation indices value (a) NDVI, (b) OSAVI, (c) PRI 550 and (d) RENDVI for drought plants 
detection on raw spectra.
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CONCLUSION

In this paper, two comparisons have been carried out: the performances between the effect 
of SNV, L1, and L2 normalisation and between PCA and ANOVA F-test in water stress 
detection. The first objective was achieved with spectra similarity measurement performed 
on SNV spectra which successfully separated control and water-deficit groups in 4 days, 
while L1 and L2 spectra showed failure in water stress detection. Furthermore, the second 
objective was achieved by showing that similarity measurement on spectra after treatment 
using ANOVA F-test showed better performance in water stress detection. On the other 
hand, spectra similarity measurement after PCA showed the same result as in the non-
dimensionally reduced one. 
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ABSTRACT

IoT sensor networks enable long-term environmental monitoring. Most environmental 
applications require sensor node data gathering to satisfy application objectives. Therefore, 
sensing range optimization is a significant element in prolonging the lifetime of IoT sensor 
networks and saving energy. This study proposes an adaptive density control based on 
random sensing range (ADCR). It can reduce data redundancy by selecting several active 
and hybrid nodes in a sensing field. Thus, reducing redundancy power consumption will 
maximize the network lifetime. The simulation results demonstrate the effectiveness of 
density control based on the random sensing range.

Keywords: Density control, energy efficiency, IoT, sensing range, wireless sensor network

INTRODUCTION  
Sensor nodes are small devices with sensors, transceivers, CPU, and storage capabilities. 
Sensor nodes form networks and work together to complete bigger sensing jobs. An IoT 
sensor network (WSN) is distinguished by its limited resources, vast and dense networks, 
and dynamic topology. In general, more sensors are deployed than are necessary to complete 
the planned job, which enhances fault tolerance. A WSN might include hundreds or even 
thousands of sensor nodes. The density control problem is an important issue addressed in 

the literature (Dong et al., 2020; Bar-Noy & 
Baumer, 2015; Dolas & Ghosh, 2018; Das 
& Kapelko,2021; Gulati et al., 2022). This 
challenge revolves around a fundamental 
question: arranging sensor node activity so 
that the redundant nodes can enter passive 
mode to save energy. Because battery 
resources are limited in WSNs, energy 
efficiency is a critical concern. 
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Batteries provide the only energy source for the sensor nodes, and it is frequently 
impossible to recharge batteries, especially in severe conditions. Density control methods 
can save energy and solve this problem by keeping a subset of sensor nodes active while 
switching the rest of the sensor nodes to passive mode (Liu, 2016; Puneeth & Kulkarni, 
2020; Singh et al., 2019; Luomala & Hakala, 2022; Merabtine et al., 2021). Energy-saving 
mechanisms are very desirable since they directly influence WSN lifetime. “Network 
lifetime” is generally defined as the time interval the network can conduct the sensing 
functions and transmit data to the base station. Some nodes may become inaccessible over 
the network’s lifetime, or others may be installed. A widely used approach is to arrange 
the sensor node activity to allow redundant nodes to enter the passive mode as often and 
for as long as possible (Al-Shalabi, 2018; Cheng et al., 2017; Nkomo et al., 2018; Zhang 
et al., 2011; Piran et al., 2021; Singh et al., 2021). In order to create such a system, the 
following questions must be addressed: Which rule should each node use to determine 
whether to enter passive mode? When should nodes make this choice? Moreover, for how 
long should a sensor be in passive mode?

Randomizing the sensor range is another way to minimize power usage. If it is possible 
to randomize the sensing range, the sensing region of one sensor node is covered by 
another. As a result, the sensor node enters passive mode to conserve energy. Numerous 
investigations have been carried out and assume that a node’s sensing range is fixed 
(Seah et al., 2009; Yang & Heinzelman, 2009; Walker et al., 2015; Raja, 2022; Sinha & 
Rajeshwari, 2021). This paper tackles the problem of scheduling sensor nodes to conserve 
energy. Assume that a network of sensor nodes has been set up to gather information from 
the forest. The network should be able to gather data from numerous points throughout the 
area being watched and transmit it to the base station. Sensing range and energy efficiency 
are crucial factors in ensuring that applications can be fulfilled.

Two strategies were suggested by Dhawan et al. (2006) to optimize the lifespan of a 
target-covering sensor network. The active sensors are scheduled in the first method, and it 
is specified which sensors fall into sleep mode, whereas the detecting range is adjusted in the 
second method by the protocol. Since energy increases with distance, a sensor can choose 
the ideal sensing range to cover targets and conserve energy. The suggested technique 
utilizes the greedy algorithm for the tiniest weight Sensor. Nayak et al. (2011) suggested 
a mechanism for power conservation. Sensors switch between the active and sleep modes 
to regulate power and modify the communication and sensor range. This technique uses 
a greedy heuristic and genetic algorithm to identify the ideal sensing range for effective 
energy management in a sensor network. Wannachai et al. (2015) devised the A-TRED 
protocol to adapt the communication range based on the sensing data level. There are 
two communication modes in this protocol. The first option, short-range communication, 
enables sensor nodes to convey data over a short distance utilizing low-power transmission 
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to conserve energy. Long-range communication is the second mode. When sensor nodes 
find urgent data, the second method is used. The nodes can communicate at high power 
across great distances to convey data.

Dynamic power management was first introduced by Raza et al. (2016) by putting a 
node into an energy-saving inactive mode. This work proposes a combination of hardware 
and software strategies to reduce energy consumption activities and the number of 
transitions. The plan involves gathering sensor data and running a data reduction algorithm 
to reduce energy use. The transmission unit is turned on to transfer the data when it is 
necessary to do so. Experimental findings demonstrate that the suggested approach provides 
power savings. To solve the issue of maximizing lifetime in directed sensor networks with 
variable sensing ranges, Liu et al. (2017) developed a hybrid strategy. The directed sensor 
nodes can change the sensing ranges to cover targets. A sensor node has several movable 
directions. The index of the sensor node, the sensing orientation, and the sensing range are 
all included in an adjusted direction. In order to extend the network lifetime, the directional 
sensors can modify their sensing ranges. The outcomes demonstrate that the suggested 
approach achieves a more extended network lifetime. The immune genetic algorithm also 
needs less calculation time than other protocols.

Debnath et al. (2018) established an effective sensing radius for probabilistic sensing 
models. The network planning of sensor networks can be done using this protocol. It can 
consider the signal’s fading and propagation losses. An adaptive compressive sensing-
based sample scheduling approach was proposed by Hao et al. (2015). This methodology 
determines the minimal sample rate necessary for a particular sensor quality. Based on 
hash data that shows the correlation between the sample rate and the degree of sparsity, 
this protocol first gathers sensing data from the sensing field. In the second phase, the 
node can set its sample rate. The hash table is being formed now, and the sensor node can 
choose to adjust its intensity or base its sample rate decision on the degree of sparsity. The 
findings demonstrate that, in comparison to existing protocols, the suggested technique 
can perform well using a significantly lower sample rate.

A method for maximizing lifespan that allows for the adjustment of node sensing 
ranges was put forth by Rossi et al. (2012). The sensor can modify its detection range to 
cover targets. The node can modify the sensing ranges in the first type of node up to the 
maximum sensing range, whereas in the second type of node, the node can modify the 
sensing ranges up to a set of specified values. The findings demonstrate this scheme’s 
adaptability to various lifetime maximization scenarios. According to Cerullia et al. (2012), 
this system specifies a subset of sensors to cover the set of targets and establishes optimal 
schedule times for each node to conserve energy. Furthermore, each sensor node has a 
variety of power levels that can be used to switch it on, allowing it to choose between 
various detecting ranges and power requirements.
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Heinzelman et al. (2000) established an energy-efficient communication protocol 
for wireless microsensor networks. LEACH is a crucial protocol for energy-efficient 
homogeneous WSNs that introduces a dynamic cluster-building method. A hierarchical, 
probabilistic, one-hop protocol randomly rotates the cluster heads’ duty to distribute 
the network energy burden among the sensors. It further enhances energy efficiency by 
conducting data aggregation at the cluster head level. LEACH operates in rounds, each 
consisting of two phases: setup and steady state. Cluster heads are chosen randomly during 
the setup phase, and clusters are established for the current round. The stochastic approach 
assures that each node has an equal chance of becoming the cluster head in the long term. 
Data is transported from nodes to the base station during the steady-state phase.

Most density control methods assume that all sensors have the same sensing range. The 
issue they are attempting to solve is how to make the model operate when various sensor 
nodes have varying sensing ranges while not utilizing the randomized sensing ranges to 
obtain better performance.

We are inspired to design a protocol for adaptive density control based on random 
sensing range to make IoT sensor networks more energy efficient. The proposed protocol 
divides the entire operation into rounds. The sensor node randomly chooses its sensing 
range at the start of each round. A sample is shown in Figure 1. Assume that a field of 
sensors (s1, s2, s3 ..., si) has been randomly distributed. A sensing range is chosen at random 
by each sensor node. 

METHODOLOGY

Network Model  

The wireless sensor network applied the 
scheduling algorithm to prevent resource 
depletion and set up the nodes to work 
in succession. As a result, there are three 
modes for sensor nodes: Active, Passive, and 
Hybrid. In active mode, the sensor nodes 
are working to sense their surroundings 
and transmit the data they have collected. 
The nodes operating in passive mode are 
disabled. In hybrid mode, the sensor nodes 

Figure 1. Three layers of IoT sensor network   
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Second
layerCh1

Ch2

Third
layer

Sensor
nodes

combine active and passive sensor types to increase energy efficiency. The sensor network 
is made up of a set of nodes S in which S = {s1, s2, s3, ... ... .. si}, and the wireless network 
is made up of a set of nodes CH in which CH = {ch1, ch2, ch3, ... ... .. chi}, where S is the 
sensor network, and CH is the cluster head. The sensor node si gathers information from 
the environment and transmits it to the cluster head chi. This plan is built on a network 
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concept with three levels. The network model’s three layers comprise the base station, 
cluster heads, and sensor nodes.

The base station is the first layer, where data from sensor nodes is stored. The cluster 
heads are the second layer for gathering and averaging data from member nodes. They 
transmit data to the base station and are in charge of topology control. The third layer 
consists of the sensor nodes. The sensor nodes sense their surroundings, gather information, 
and send it to the base station by cluster heads. Data transmission between sensor nodes, 
cluster heads, and the base station affects energy consumption. Heinzelman et al. (2000; 
2002) define the energy required to transmit an n-bit over a distance d in Equation 1.

Et = n ⁎ Eel + n ⁎ ϵfs ⁎ d2      (1)

Eel stands for the electronic energy the bit uses, and ϵfs stands for free space’s power loss. 
For each sensor node, the energy required to receive n-bit data across a distance d is given 
by Equation 2.

Er = n ⁎ Eel        (2)
The energy consumption for data aggregation is given by Equation 3.

Ea = 5 nJ/bit/signal       (3)

The placement of the sensor nodes is random--The traffic flow between sensor nodes and 
cluster heads, as well as between cluster heads and the base station. Each sensor node’s 
overall energy usage is defined in Equation 4.

E = REr + TEt + AEa      (4)

Where R, T, ˄ A are arrival rates of received, transmitted, and aggregated data packets, 
respectively.

To calculate the remaining energy Erm for each node using Equation 5.

Erm = Ei - (REr + TEt + AEa)      (5) 

Where Ei is the initial energy of the sensor node.

Adaptive Density Control

ADCR assumes that the sensing field is a square area whose length and width are L and 
W, respectively. The sensor network is divided into clusters to reduce the redundant data 
collected by the sensor nodes. According to Wannachai and Champrasert (2015), Raza et 
al. (2016), Liu et al. (2017), Debnath et al. (2018) and Hao et al. (2015), Lata and Verma 
(2022), Williams et al. (2021), Zagrouba and Kardi (2021) data gathered by sensor nodes 
close to each other often show some similarities. Thus, to decrease the amount of redundant 
data, this work proposed adaptive density control based on random sensing range protocol 
(ADCR) 
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The sensor nodes keep the energy balance by exchanging the responsibility to address 
the adaptive density control problem in IoT sensor networks with random sensing range. 
Figure 2 shows an example with four sensor nodes s1, s2, s3, ˄ s4. Each sensor node has 
a random sensing range r1, r2, r3, ˄ r4, and three operations modes: Active, Passive, 
and Hybrid. A node, In addition, can switch to another mode depending on the status of 
neighboring nodes. 

The strategy of protocol for network monitoring includes two phases executed 
sequentially. The first phase operates when the wireless network is initialized. Then, the 
node turns Active and sends an update message with its ID, residual energy, current mode, 
and sensing range to the base station. Then, all nodes can define their location information 
using localization techniques or GPS. After the exchange of location information and energy 
information with the base station, the second phase starts. ADCR protocol will calculate 
each sensor node’s coverage contribution within the sensing area.   

r4 s4

s1r1 r2
r3

s2
s3

4

2

2 4 6

Figure 2. An example of four sensor nodes

Initialization Phase

All sensor nodes will be activated in Active 
mode. As shown in Figure 2, there are 
four sensor nodes (s1, s2, s3, s4), and their 
locations are listed in Table 1, where x 
represents the horizontal coordinates, and y 
represents the vertical coordinates of node 
s in a sensing field.

Table 1
Four nodes in the sensing field

As illustrated in Figure 2, assume that a sensing radius is a random number. ADCR 
considers the intersection sensing area and distances between nodes. 

As illustrated in Figure 3, suppose d is the distance between nodes s1 and s2. Then the 
shared area is covered by both nodes, s1, and s2. This area is called the typical coverage 
area CR calculated using Equation 6:

CRs1s2 = SR(s1) ∩ SR(s2)     (6)

where SR is the sensing range, the wireless sensor network has many Active, Passive, and 
Hybrid nodes. In Figure 3(a), two sensor nodes with d(s1, s2), the shared area can be sensed 

s 1 2 3 4
(x,y) 2,1.8 4.3,1.8 5.2,1.6 1.8,3.9
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by both nodes s1 and s2, if and only if d(s1, s2) < r1 + r2 . While in Figure 3(b), two sensor 
nodes can communicate with each other but without a typical coverage area where d(s1, 
s2) > r1 + r2. In Figure 3(c), two sensor nodes with d(s1, s2) ≤ (max(r1, r2) - min(r1, r2)). The 
typical coverage area is covered by the sensor node, which has max(r1, r2).

Figure 3. Two sensor nodes with d(s1, s2)

Nodes Selection and Data Gathering 
Phase   

The procedure for selecting nodes is 
organized as the following steps: 

1. Add nodes into the Active set.
2. Add nodes into the Passive set.
3. Add nodes into the Hybrid set.

The procedure for selecting nodes is shown 
in Figure 4.

2

3

Passive node set 
P set

Sensor nodes s1, s2

1- If d(s1, s2) > r1 + r2 then add node to A set
2- If d(s1, s2) ≤ (max(r1, r2) - min(r1, r2))
     then add node to P set
3- If d(s1, s2) < r1 + r2 add node to H set

1

Active node set 
A set

Hybrid node set 
H set

Figure 4. The procedure of adding nodes in sets
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Step 1. Add nodes into the Active node-set
According to Figure 4, if d(s1, s2) > r1 + r2, the nodes belong to A set. Hence, ADCR put 
these nodes into an Active node set.

Step 2. Add nodes into the Passive node-set
If d(s1, s2) ≤ (max(r1, r2) - min(r1, r2)), the node belongs to the P set. Hence, ADCR put these 
nodes into Passive and Active node sets. According to Figure 3(c), it is considered that 
the sensing area of s2 is entirely covered by other node s1. Thus, s2 goes into the Passive 
node-set while s1 goes into the Active node-set.

Step 3. Add nodes into the Hybrid node-set
If d(s1, s2) < r1 + r2, as shown in Figure 3(a), the part of the sensing area of s2 is covered by 
the sensor node s1. In this case, these nodes belong to the H set. Hence, ADCR put these 
nodes into a Hybrid node set. These sensor nodes s1 and s2 work together; alternatively, 
when the sensor node s1 is Active, the sensor node s2 is Passive, and vice versa. It is because 
node s1 has an overlapping area with node s2. The passive node set whose sensing areas 
are entirely covered by other Active nodes goes into Passive mode. While the Hybrid node 
set, whose sensing areas are partially covered by other nodes, goes into Hybrid mode.    

Therefore, the redundancy of data gathered from the Passive and Hybrid node-set will 
be decreased. Repeat, adding nodes into the sensor nodes’ A, P, and H sets.

Once the sensor node collects data from the environment, transmitting the relevant data 
to the base station is necessary. First, the cluster head creates a TDMA schedule for the 
nodes. Next, the cluster head allocates a separate time slot for each node. Then each node 
starts transmitting data to the cluster head in its time slot. Finally, cluster heads perform 
the aggregation task on the received data. The data is then forwarded to the base station 
through single-hop communication.

RESULTS AND DISCUSSION

In this section, the performance of the ADCR protocol is evaluated. The WSN with a set 
of sensor nodes is in a 100 m × 100 m region. Several experiments were carried out to 
evaluate parameters such as network lifetime, energy dissipation, and network stability. 
The results were compared to the LEACH protocol (OMNeT; Heinzelman et al., 2000). 
Table 2 gives the parameters used in the simulation. The experiments are performed in 
the OMNeT simulator.

The simulation scenarios were executed ten times. Also, the result is obtained from 
the average of ten independent runs. ADCR has considered up to five levels of random 
sensing range for simulation purposes. Also, the simulation uses various values of LR 
that determine the level of random sensing range in the network, where LR = 2,3,4,5,v 6.



Pertanika J. Sci. & Technol. 31 (4): 1847 - 1860 (2023) 1855

Adaptive Density Control

Parameter Value
Size of sensing field 100 m × 100 m
Number of sensor 

nodes 50~100 nodes

Initial energy of 
each node 0.2~0.9 Joule

Initial sensing range 5 m
Base station location 50×175

Eel 50 nJ/bit

εfs 10 pJ/bit/m2

Size of a data packet 500 bytes
Size of info packet 25 bytes

Level of 
randomization (LR) 2~6

For LR = 2, the model describes the two 
levels of the random sensing range. The 
node generates a random number rnd for 
each round where 0 < rnd ≤ 2. The sensor 
nodes can adjust their sensing range as 
follows by using Equation 7:

Rrng = Irng + rnd  (7)

where Rrng is the random sensing range, and 
Irng is the initial sensing range.

For LR = 3, the model describes the 
three levels of the random sensing range. 
The node generates a random number rnd 
for each round where 0 < rnd ≤ 3. The sensor 
nodes can adjust their sensing range using 
Equation 7.

For LR = 4, the model describes the four levels of the random sensing range. The node 
generates a random number rnd for each round where 0 < rnd ≤ 4. The sensor nodes can 
adjust their sensing range using Equation 7.

For LR = 5, the model describes the five levels of the random sensing range. The node 
generates a random number rnd for each round where 0 < rnd ≤ 5. The sensor nodes can 
adjust their sensing range using Equation 7.

For LR = 6, the model describes the six levels of the random sensing range. The node 
generates a random number rnd for each round where 0 < rnd ≤ 6. The sensor nodes can 
adjust their sensing range using Equation 7. 

Experiment 1 examined the effects of energy and round count. The number of rounds 
varied from 20 to 100. The outcomes are shown in Figures 5 and 6. According to Figure 
5, the nodes use more energy as the number of rounds increases because each sensor node 
collects data from the sensing field and sends it to the cluster head. Compared to LEACH, 
the rate of energy dissipation is substantially slower. When the number of rounds is set to 
20, the energy dissipation in ADCR increases gradually, making it equivalent to the LEACH 
protocol. However, when the number of rounds is set to 100, the ADCR protocol extends 
the network lifetime using less energy than the LEACH protocol, as shown in Figure 6.

Experiment 2 examined the influence of the random sensing range and network lifetime. 
The level of randomization ranged from 2 to 6 with incremental step 1. The stability period 
has been used as a performance measure to evaluate the protocols, as the stability period 
represents the number of rounds from the network initialization to the death of the first 

Table 2
Simulation parameters 
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node, as shown in Figure 7. For example, in the randomization level = 2, the first node 
dies in 98 rounds. In randomization level = 6, the first node becomes dead in 122 rounds, 
while in LEACH protocol, the first node becomes dead in 39 rounds. Figure 8 represents 
the network lifetime from initialization until 80% of the sensor nodes die. The eighty dead 
sensor nodes for LR = 2, 3, 4, 5, or 6 die at 147, 161, 174, 193, and 207 rounds, respectively, 
while the eighty dead sensor nodes for LEACH protocol die at 55 rounds. As presented 
in Figures 7 and 8, with an increase in the level of randomization, the number of rounds 
increases, leading to increases in the network lifetime.
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Figure 6. Average energy spent per round
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Experiment 3 investigated how the random sensing range affected the quantity of 
data received. With incremental step 1, the amount of randomization was incrementally 
increased from 2 to 6. The experiment’s measurement is the quantity of data gathered 
from the sensing field and transmitted to the base station. Figure 9 displays the findings. 
For LR = 2, 3, 4, 5, or 6, respectively, 7352, 8061, 8706, 9603, and 10308 packets of data 
were sent to the base station using the ADCR protocol, whereas 2771 packets were sent 
using the LEACH protocol. The findings show that the amount of received data increases 
when the random sensing range expands. 
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Experiment 4 examined the effects of the number of Active, Passive, and Hybrid nodes 
and the random sensing range. There were 50 to 100 sensor nodes, each with a 25-step 
increase. Figure 10’s findings reveal that when the number of deployed nodes rises, the 
proportion of hybrid and passive nodes increases while the proportion of active nodes 
decreases. The cause is that when the random sensing range expands, some sensor nodes 
cover nearby nodes, which causes a decrease in active nodes and an increase in passive 
and hybrid nodes. Figure 11 shows a randomization level that varied from 2 to 6. It is 
understood that the sensor node whose detecting range is encircled by other sensor nodes 
will operate in either a passive or hybrid mode. As a result, as seen in Figure 11, as the 
level of randomization increases, the number of Active nodes decreases while the number 
of hybrid nodes increases. All investigations indicate that the ADCR protocol outperforms 
the LEACH protocol in terms of extending network lifetime, boosting network stability, 
and boosting throughput by catching more data packets at the base station.

Figure 9. The number of data packets sent to the 
base station
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CONCLUSION

In IoT sensor networks, each sensor node 
must not always be active. In this study, 
an adaptive density control is proposed 
by using a random sensing range. Several 
experiments have assessed the performance 
of the ADCR protocol were conducted. 
The first experiment started by evaluating 
the influence of the number of rounds 
and energy, while the second experiment 
investigated the impact of the random 
sensing range and network lifetime. This 
research observed the influence of the 
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random sensing range on the number of received data. Finally, the last experiment 
investigated the impact of the random sensing range and the number of Active, Passive, and 
Hybrid nodes. Simulation results confirm that ADCR can extend the network lifetime and 
save energy. As a part of future work, the mobility of the nodes can be used to expand this 
work. The sensor nodes’ positions may change depending on the necessity of the WSN’s 
goal. The node’s mobility could improve network performance while adding flexibility 
to the WSN.
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ABSTRACT

According to previous research, the toilet and bathroom are the most common locations 
where injuries and accidents involving elderly people occur. Thus, the purpose of this 
paper is to investigate the issues and challenges of existing toilets and bathrooms among 
the Malaysian elderly and to identify appropriate solutions for them. The Focus Group 
Discussion (FGD) and Quality Function Deployment (QFD) sessions were implemented 
in this study, which involved a total of nineteen respondents, including elderly aged 60 

years and above, their caregivers/family 
members, and agencies/authorities related 
to housing planning/development and 
technologies as well as researchers/experts. 
The recorded data were transcribed into text 
and organized systematically in the House 
of Quality (HoQ) for technical analysis. The 
focus group findings revealed that the four 
categorized issues raised by respondents in 
this study were quality, design, cost, and 
function. Furthermore, based on the HoQ 
analysis, it indicated that the top five highest 
ranks of customer requirements (CRs) for a 
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new bathroom and toilet design requirement were comfortable (Rank 1), safety (Rank 2), 
affordable price (Rank 3), easy to enter bathroom/toilet (Rank 4) and anti-slippery floor 
(Rank 5). Meanwhile, the top five highest rank of technical requirements (TRs) refer to the 
existing OKU toilet design (Rank 1), anti-slip ramp & small drain under toilet door (Ranks 
2 and 3), relocating existing toilet accessories, e.g., sink bow (Rank 4) and categories the 
cost according to the minor, major or new design (Rank 5). The information gathered could 
be used to develop appropriate bathrooms and toilets for the elderly in Malaysia.

Keywords: Bathroom, design requirement, elderly, focus group discussion, Malaysia, quality function 

deployment, toilet 

INTRODUCTION

Elderly people are defined in a variety of ways. The chronological age of 65 has been 
accepted as a definition of "elderly" or older person in most developed countries worldwide 
(Kowal & Dowd, 2001). In Japan, "elderly" has traditionally been defined as being 65 years 
old or older, with those 65 to 74 years old referred to as "early elderly" and those over 75 
years old referred to as "late elderly" (Orimo et al., 2006). The National Policy on Older 
Persons in India, on the other hand, defines "senior citizen" or "elderly" as a person 60 years 
of age or older (Amarya et al., 2015). At the moment, the United Nations does not have a 
standard numerical criterion for 'elderly'. However, when referring to the elderly, the UN-
agreed-upon cut-off is 60 or older (Swaminathan & Audisio, 2012). In Malaysia, elderly 
people are defined as those aged 60 and above. This definition is based on the definitions 
made at the 1982 World Aging Conference in Vienna (DOSM, 2019). The elderly is one 
of the fastest-growing segments of the population, and the world's population is aging. 
The number of people aged 60 and up is expected to more than double by 2050 and triple 
by 2100, rising from 962 million in 2017 to 2.1 billion in 2050 and 3.1 billion in 2100, up 
from 962 million in 2017 (United Nations, 2017). 

According to Jacob (2005), increasing longevity as well as declining fertility and 
mortality rates (Rashid et al., 2014) result in a higher proportion of elderly people in the 
population over time as well as more advanced healthcare and treatment facilities, improved 
infectious disease prevention and a significant improvement in nutritional status have 
all contributed to this situation. Malaysia also has a rapidly growing elderly population. 
According to the Department of Statistics Malaysia's 2018 census, approximately 3.23 
million (9.97 percent) of the total population of 32.38 million are elderly people aged 
60 and over, with men and women having life expectancies at birth 72.7 and 77.4 years, 
respectively. By 2034, the number of elderly is expected to exceed 5.1 million, accounting 
for 15% of the total population, with Malaysia expected to achieve aged nation status at 
that time (Tyng & Hamid, 2015). 
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Physiological changes are associated with decreased muscular strength, movement, and 
postural balance (Haus et al., 2007; Trappe, 2009). It is due to changes in joints and muscles 
that reduce mobility and strength. Muscle mass and strength usually decline as individuals 
age (Hasegawa et al., 2008). The aging process causes a loss of muscle mass and strength, 
where muscle strength declines between 16.6 percent and 40.9 percent between people 
aged 40 and those over 40 (Keller & Engelhardt, 2013). Furthermore, reduced muscle 
mass and strength contribute to a higher risk of fractures, fatigue, lower quality of life, 
and a loss of independence (Faulkner et al., 2007). Besides muscle, aging also influences 
some body postures, particularly those in the upper and lower body, because it is a key 
indicator for assessing health and quality of life, especially for the elderly (Gong et al., 
2019). Furthermore, poor posture leads to decreased movement and a reduced ability to 
respond appropriately to external and internal stimuli (Bellomo et al., 2009). According 
to previous studies, good posture alignment and muscle quality are critical for elderly 
people's balance control (Hsu et al., 2014). As people get old, their vision and hearing 
abilities also deteriorate. Thus, physiological changes associated with aging reduce elderly 
people's autonomy and functional independence, which can lead to falls, either directly or 
indirectly (Terroso et al., 2014). At the same time, psychological issues such as dementia, 
agitation, anxiety, loneliness, and social exclusion have a negative impact on the health of 
elderly people due to the aging process (Kourkouta et al., 2015). People will experience 
physiological and psychological changes as they age, resulting in challenges in interacting 
with their environment due to functional decreases or declines in these aspects. 

Elderly people frequently spend more time at home (Krantz-Kent & Stewart, 2007; 
Reinhardt et al., 2021). The environment is an important factor in an older person's self-
sufficiency (Illario et al., 2016). Environmental hazards were as prevalent in the elderly 
homes, where the bathroom reported had the most home environmental hazards except 
for the lack of grab bars in the tub/shower (Gill et al., 1999), no slip-resistant mats, and a 
toilet that was not close to the bedroom (Zuniga et al., 2011). For the elderly, bathing is the 
most difficult daily activity (Guay et al., 2019). Home hazards are significant predictors of 
falls among elderly people (Sophonratanapokin et al., 2012), where most falls occur in the 
bathroom/toilet (Carling et al., 2018; D'souza et al., 2008; Rose et al., 2020). According 
to Hanba et al. (2017), a significant proportion of elderly traumatic injuries are caused by 
bathroom falls. Home injuries are a significant public health issue resulting in frequent 
hospitalizations and high fatalities (Camilloni et al., 2011). Furthermore, the rates of injury 
and hospitalization both increased with age. A study by Stevens et al. (2011) estimated 
that 234,094 non-fatal bathroom injuries were treated in EDs in 2008, and which majority 
of injuries were caused by falls and occurred while bathing, showering, or getting out of 
the tub or shower. While during the period 2002–2010, 13,175 toilet-related injuries were 
reported to ERs, which most common mechanism involved a crush caused by an accidental 
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fall of the toilet seat (Glass et al., 2013). In terms of toilet usage, according to Panek et 
al. (2017), standard toilets frequently fail to meet the needs of a significant number of 
elderly and disabled people. Besides, toileting difficulties were three times more common 
among the elderly who used assistive devices. Furthermore, non-flush toilet users in rural 
areas were almost two times more likely to have difficulty toileting than flush toilet users 
(Fong & Feng, 2021). Musculoskeletal problems caused by aging and lifestyle changes 
make it difficult for the elderly to defecate in a squatting or semi-squatting posture (Hari 
Krishnan, 2019). 

Therefore, modifications to products, systems, and environments for daily use and use 
should be considered to accommodate these age-related changes in functional capabilities 
(Pennathur et al., 2003). It is because the built environment influences people's ability to 
live healthy lives, and elderly people require high-quality built environments that meet their 
needs throughout their lives—a building stock and infrastructure that supports independent 
living and improves the quality of life for the elderly (Tobi et al., 2017). This study examined 
the issues and challenges that the elderly face in their current bathroom and toilet, as well 
as identified potential solutions for improvements. However, several previous studies have 
been conducted on similar issues (Lim et al., 2014; Rosnah et al., 2008; Zaid et al., 2019); 
this study is seen as an additional finding but highlighted in a technical solution using QFD 
and HoQ. The findings are expected to enable the development of suitable bathrooms and 
toilets that are tailored to the needs of the elderly.

METHODOLOGY

In the social sciences, Focus Group Discussion (FGD) is a common qualitative research 
technique typically carried out in person to generate research insights through group 
discussion and interaction (Chen & Neo, 2019). FGD is simple, inexpensive, requires a 
small number of participants, and can be completed in a short amount of time (Zacharia 
et al., 2021). Thus, the purposive sampling method, such as FGD, was used in this study 
to obtain information involving six older persons aged 60 years old and above from the 
Association for Lifelong Learning of Older Persons (U3A) Kuala Lumpur and Selangor, 
Malaysia members and living in community-dwelling, one of their carer/family members 
and three agencies/authorities person related to housing planning and development. They 
were divided into groups of 2–5 people each. Participants were given written information 
about the purpose of the study prior to the session, and they signed an agreement 
form to ensure the confidentiality of the entries. This study has also received ethical 
approval from the UPM Ethics Committee for Human Subjects Research (reference no: 
JKEUPM-2018-123). FGD sessions were led by trained moderators assisted by rapporteurs 
(note-taker). The moderator begins the discussion session by greeting participants and 
explaining the purpose of the research. Participants/respondents were asked to introduce 
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themselves before being asked questions about the research topic. The moderator guides 
the discussion, encouraging all participants to share and ensuring everyone has enough time 
to express their opinions. Each session was recorded with a digital voice recorder, and the 
notes were later reviewed, analyzed, and transcribed into text form. The focus group lasted 
between one and a half or two hours. The information gained was structured systematically 
and categorized into a particular classification based on issues and challenges, ways to solve 
issues, as well as important criteria for consideration in developing friendly bathrooms 
and toilets for the elderly in the future. 

Then, the Quality Function Deployment (QFD) session was conducted in the second 
stage involving two carers/family members for the elderly and seven researchers/experts 
to generate a new design solution for bathrooms and toilets that considers the needs of 
the elderly people. QFD is an effective and powerful tool in product design, development, 
and planning, where the primary function is to convert the voice of the customer (VoC) 
to technical characteristics or the designer's voice (Iranmanesh et al., 2014). According to 
Leppänen et al. (2000), QFD has features similar to participatory ergonomics and can be 
used to improve the ergonomics and usability of products. Both methods and approaches 
tend to include the end user in the design process. Starting with the initial matrix, commonly 
known as the House of Quality (HoQ) (Figure 1), the QFD methodology focuses on the 
most important product or service attributes or qualities. However, the correlation matrix 
(Roof of the HoQ or interrelationship between technical descriptors) was not considered or 
applied for this project. VoC or Customer Requirements (CRs) or WHATs are data collected 
from respondents during the FGD relating to their needs and requirements. 

These are given a weighted priority rating. The information was then converted into 
technical descriptors or Technical Requirements (TRs) or HOWs, which are engineering 
considerations and specifications (product characteristics). This step was challenging 
because it required specific people, such as researchers/experts, elderly caregivers, and 
industry persons involved in the marketing and sale of walking frames/walkers, to work 
in teams to identify the variables that may have the greatest impact on the customer 
requirements. Furthermore, variables must be meaningful and measurable, and TRs must 
be synchronized with CRs. Based on Cudney and Elrod (2011), the correlation or strength 
of CRs and TRs can be represented on a value scale using the relationship matrix; 0 (no 
correlation), 1 (weak correlation), 3 (moderate correlation), and 9 (strong correlation). Data 
was then technically analyzed using specific Equations 1, 2 and 3 to determine importance 
value, Design Priority (DP), and Percent Priority (PP). This matrix identifies the technical 
requirements that satisfy most customer consequences. The obtained values are then 
displayed in order of rank. The design process should prioritize the technical requirements 
that address the most customer consequences to ensure that a product or service meets 
customer expectations.
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Average CRs importance value             [1]
= Ʃ of all points from each CR given by the respondent    

  
Ʃ of maximum point value for each CR

Design Priority (DP) = Ʃ (Correlation Value x CRs Importance Value)        [2]      
Percent Priority (PP) = Ʃ (Correlation Value x CRs Importance Value) x 100        [3]   

Figure 1. QFD house of quality (Kiran, 2017)

RESULTS AND DISCUSSION 

Focus Group Discussion (FGD) 

Some issues were reported by respondents regarding the current design of bathrooms and 
toilets in the home based on discussions conducted. Hence, researchers have categorized 
them into four issues: quality, design, cost, and function.

Quality. On the quality aspect, some of the issues and challenges highlighted by respondents 
were slippery bathtub base and floor when wet as well as slippery steel bar holder when 
covered with soap. The information shared by the respondents during the discussion was 
summarized in the statements below.

Elderly (M): Most people put a slippery tile style, right? Very dangerous. Sometimes bring 
water; a little spill can fall.
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Elderly (M): I think the practice is in this bathroom. Our people like to use a lot of soap. 
Wet is ok. But if there is soap, it is slippery. So, it is very dangerous when you slip. It is a 
problem.

Elderly (F): Grab bar also has to be selected. If it is stainless steel, it is slippery, especially 
when covered by soap.

The feedback of respondents in this FGD was found to be supportive of some findings 
from previous studies regarding quality aspects such as slippery/wet floors in bathrooms 
or toilets (Hignett et al., 2010; Rosnah, Norazizan, Aizan & Rizal, 2008; Vaccari, Lenardt, 
Willi, Betiolli & de Oliveira, 2014). Because aging is associated with a decline in several 
body systems' strength and senses, slippery floors may contribute to the elderly's loss of 
balance (Sophonratanapokin et al., 2012). As a suggestion by Mazloomy Mahmoodabad 
et al. (2018), promoting a culture of non-slippery flooring, as well as using public media 
and education, can help prevent elderly people from falling. Furthermore, separating dry 
and wet spaces can help the elderly avoid slipping, prevent splashing, and maintain heat 
(Han et al., 2020).

Design. The finding discovered the issues on design were bathroom size bigger/smaller, 
toilet door width too small for wheelchair access, toilet/bathroom far from bedroom, squat 
toilet/toilet seat too low, water pipe too low, and non-lever type water tap. The statements 
below summarize the information shared by the respondents during the discussion.

Elderly (M): Some bathrooms are large, while others are small. My wife has a little bit of 
bathroom experience. She could fall if the area is too large for her to grasp.

Agency/authorities person (M): Because of the narrowness of the door, it is difficult for 
the current wheelchair to enter the toilet.

Elderly (F): In some village houses, the bathroom is far from the bed. It is not located in 
the bedroom but occasionally in the kitchen. Then there are stairs that you must descend.

Elderly (F): There is one location where all the toilets are squat. If I sit down, I won't be 
able to get up. I need to cling to something.

Elderly (F): For me, the water pipe I am currently using needs to be slightly bent. However, 
neither is it very high nor very low.

Elderly (M): As I previously stated, the floor was covered in vinyl. Most people use a slick 
tile style. It is extremely dangerous. Bring water on occasion, as a small spill can cause a 
fall or slip. Slips are hazardous because falling is extremely dangerous.
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Some previous research findings were also found to be similar to the issues and 
challenges of design that have been raised in this study. As mentioned by Nagananda et 
al. (2010), the lack of a bidirectional door and insufficient door width made the bathroom 
entrance unsafe for the elderly and difficult for those who needed ambulatory or mobility 
aids. Besides, inadequate bathroom size is also viewed as a potential hazard and discomfort 
to users (Joshi & Dsouza, 2015). A previous study also shows that the elderly who had 
outside bathrooms or toilets were likelier to fall than those who did not, possibly due to 
inadequate lighting, uneven floors, and the path to the toilet (Sophonratanapokin et al., 
2012). Thus, the bathroom should be reserved enough from the start of the design process 
so that the elderly can stay as long as they want (Ju & Lee, 2017). Creating a new approach 
to designing and optimizing the layout of bathroom facilities is also recommended (Wang et 
al., 2018). Toilets are typically located at the back or outside the house, whereas squatting 
toilets are common in traditional houses. Some are typically not well-maintained, with 
unpaved outdoor areas and improvised kitchens, which may contribute to hazards and risk 
of falls (Romli et al., 2018). Therefore, changing the sole position in a squatting-type toilet 
and its sloping design can effectively make users more comfortable (Mououdi et al., 2020). 
It also discovered that the low water faucet height from the lowest floor level makes it 
difficult for wheelchair users with permanent or temporary back injuries to operate (Dawal 
et al., 2016). Thus, using anthropometric data to design products and living facilities is 
critical for increasing the comfort, safety, and health of the elderly (Kaewdok et al., 2020).

Cost. According to feedback from respondents on cost, some of them stated that if an item's 
price or cost is relatively high, they are unlikely to purchase it. The following are some of 
the respondents' responses to the cost-related discussion.

Elderly (M): For the safety and well-being of the elderly. That is valuable. That is what 
developers have to think about. It involves cost. So, we have to find a way that does not 
cost that much.

Elderly (F): We sometimes buy because it is beautiful. But we do not know its safety. 
Sometimes when we buy something, we do not even think about it. Then look at the price, 
right? If it is too expensive, do not buy it either.

According to the study, most elderly did not have enough money in their later years 
(Yin-Fah et al., 2010). As a result, it will indirectly affect their purchasing power and 
represent a significant economic and social issue (Jakimovski, 2010). This study's findings 
in terms of cost and price were found to support the previous study. In terms of functionality, 
there have been previous studies that show similar results. Most respondents did not have 
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bathtub grab bars installed in their homes (Sveistrup et al., 2006), and toilets always had 
no handrails or other supporters (Yuan et al., 2021). Therefore, related issues should be 
given full attention to ensure this environment is safe and comfortable for the elderly.

Function. The respondents' feedback on the functionality issue revealed that several related 
issues were highlighted, such as no safety railing in the toilet, a grab bar to enter the bathtub, 
and a two-way door lock. Some of the issues raised by respondents are listed below.

Elderly (F): Handrails are only found in public restrooms. There are not in any homes yet.

Elderly (F): At home, I also have a bathtub. It is a bit hassle when you want to go in and 
out because you have to step up one level to get inside. There is no rail/handrail to grab. 
I am concerned because it is slick.

Elderly (F): When it comes to doors, I always tell them. If someone needs to use the 
restroom, do not lock the door from the inside. Because if it is locked and something 
unexpected happens inside, it takes time to save or assist someone inside.

Some previous studies were similar to the issues and challenges raised in this study 
regarding functionality. As Chacko et al. (2017) mentioned, handrails were absent in most 
of the toilets in rural houses of elders. Past researchers have also voiced issues related to 
grab bars. The basic function of the grab bar is to maintain balance during transfers and 
allow safe movement in the bathtub (Morales et al., 2017). However, the study also shows 
that most respondents did not have bathtub grab bars installed in their homes (Edwards et 
al., 2006; Sveistrup et al., 2006). 

QFD House of Quality

Based on the FGD session, CRs were classified into three categories: quality, design, cost, 
and function, as shown in Figure 2. Under Quality, the CRs’ list was anti-slippery bathtub 
base, floor and hand bar/railing, higher safety, and comfort. For Design, the CRs identified 
were suitable size for the bathroom, easy to enter toilet/bathroom, location of the toilet near 
bedroom, enough lighting lux, toilet flush level at both hand sides, and suitable color. Under 
Cost, affordable price is the CRs’ list. While for Function, two-way door lock, emergency 
button’s switch, and fall/movement detector were CRs’ list suggested by respondents.

Thus, some of the previous study's findings are consistent with respondents' suggestions 
or Customer Requirements (CRs) for improvements. On the quality aspect, floor tiles may 
be treated with an anti-slip coating to prevent slips and fall. If the floor cannot be treated, 
use a rubber or anti-slip mat (Salam & Shams El-din, 2019; Lago et al., 2018; Mulliner et 
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al., 2020), handrail or grab handle (Blanchet & Edwards, 2018; Rousseau, 2018). While 
in the design aspect, recommendations for the distance between the rooms that support 
the activities of daily living for elderly residents should be shortened to improve the QoL 
of the elderly in the home, including locating bedrooms near bathrooms/toilets (Yu et al., 
2017). Furthermore, as mentioned by Leung et al. (2016), the route between the bedroom 
and the toilet should be short and free of obstacles, there should be adequate artificial 
lighting, and doors should be wide enough to allow elders in wheelchairs to pass through 
to ensure the elderly's safety. 

Therefore, appropriate support features/facilities are required to create a safe and 
comfortable environment, which is critical for meeting the psychological and social 
needs of the elderly (Ma et al., 2016) as well as one of the most important fall prevention 
interventions used to reduce the risk of falling in the home setting (Hamm et al., 2019). For 
the cost aspect, the higher-priced product should be carefully considered based on scientific 
support or user feedback before being produced or marketed. In terms of functionality, 
as suggested by Kam and Chan (2015), the locked door must be easily opened from the 
outside if there may have collapsed or fallen incident inside the bathroom or toilet. Besides, 
a qualified emergency calling device or emergency button in the bedroom and bathroom is 
also recommended (Huang & Ho, 2012). At the same time, some researchers emphasize 
using devices/sensors to detect emergencies such as falls and injuries involving the elderly 
in the home (Meng et al., 2017; Rachuy et al., 2013; Thapliyal et al., 2017; Tsuchiyama 
& Kajiwara, 2019).

The requirement obtained for TRs according to the CRs list. Some of the TRs that 
were discovered included using anti-slip tiles for the floor, a good air ventilation system, 
relocating the location of the toilet and bathroom, a sitting toilet bowl, suitable height water 
tab level, and use of lightweight sliding/folding door. Table 1 shows the example detailed 
calculation for TR16. Finally, the rank for the TRs was determined accordingly based on 
the value of PP, starting from the highest (Rank No.1) to the lowest (Rank No. 33).

The Technical Requirements (TRs) analysis findings were also compared to previous 
research recommendations. Several studies have suggested that the toilet and bathroom 
should be installed with a non-slip mat or floor (Afifi et al., 2015; Kamei et al., 2015; 
Mahmoodabad et al., 2018), air ventilation system (Leung et al., 2017; Savchenko et al., 
2017), relocation of toilet or bathroom (Granbom et al., 2019), sitting toilet bowl type 
(Dawal et al., 2015; Zaid et al., 2019), the suitable height of water tab/faucet (Sukadarin 
et al., 2021) and use sliding/folding door (Lee et al., 2007).
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(CR) TR16: Refer to Existing OKU Toilet CRs Importance Value (IV)
CR 4 Strong correlation = 9 0.59
CR 5 Strong correlation = 9 2.16
CR 6 Strong correlation = 9 2.60
CR 9 Strong correlation = 9 0.74

CR 10 Strong correlation = 9 1.37
CR 21 Strong correlation = 9 0.49

DP = (9 x 0.59) + (9 x 2.16) + (9 x 2.60) + (9 x 0.74) + 
   (9 x 1.37) + (9 x 0.49)
= 71.47

PP =

=

= 6.54

Table 1
The detailed calculation for TR 16

Note. CR = Customer’s Requirement, TR = Technical Requirement, IV = Importance Value, DP = Design 
Priority and PP = Percent Priority

CONCLUSION

In conclusion, it has been discovered that there are issues and challenges with the existing 
bathroom and toilet facilities among Malaysia's elderly, which have been classified into 
three categories: quality, design, cost, and function. Based on the findings, the authors 
created a House of Quality (HoQ) for bathroom and toilet design requirements. Using the 
results of the Design Priority (DP) and Percent Priority (PP) of the technical requirements 
in HoQ (Figure 2), the design team can prioritize the TRs for an appropriate bathroom and 
toilet design recommendation, which may meet the CRs as the elderly user. It shows that the 
highest rank of CRs for a bathroom and toilet design requirements are comfortable (Rank 
1), higher safety (Rank 2), affordable price (Rank 3), easy to enter bathroom/toilet (Rank 
4), and anti-slippery bathroom floor when wet (Rank 5). Meanwhile, the highest rank of 
TRs refers to the existing OKU toilet design (Rank 1), the design anti-slip ramp for toilet 
access and drain under the toilet door (Ranks 2 & 3), relocating existing toilet accessories, 
e.g., sink bowl (Rank 4) and categories the cost according to the minor, major and new 
design (Rank 5). Thus, this information is hoped to be useful in designing bathrooms and 
toilets that may provide more safety features, stability, and user-friendliness for the elderly.
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ABSTRACT
Poisson regression is a common approach for modelling discrete data. However, due to 
characteristics of Poisson distribution, Poisson regression might not be suitable since most 
data are over-dispersed or under-dispersed. This study compared four generalised linear 
models (GLMs): negative binomial, generalised Poisson, zero-truncated Poisson and 
zero-truncated negative binomial. An air-pollution-related disease, upper respiratory tract 
infection (URTI), and its relationship with various air pollution and climate factors were 
investigated. The data were obtained from Johor Bahru, Malaysia, from January 1, 2012, to 
December 31, 2013. Multicollinearity between the covariates and the independent variables 
was examined, and model selection was performed to find the significant variables for 
each model. This study showed that the negative binomial is the best model to determine 
the association between the number of URTI cases and air pollution and climate factors. 
Particulate Matter (PM10), Sulphur Dioxide (SO2) and Ground Level Ozone (GLO) are the 
air pollution factors that affect this disease significantly. However, climate factors do not 

significantly influence the number of URTI 
cases. The model constructed in this study 
can be utilised as an early warning system 
to prevent and mitigate URTI cases. The 
involved parties, such as the local authorities 
and hospitals, can also employ the model 
when facing the risk of URTI cases that may 
occur due to air pollution factors.

Keywords: Air pollution disease, count data, 

generalised linear model
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INTRODUCTION

A generalised linear model (GLM) is commonly used to study the relationship between 
the response and the covariate(s). Generalised linear models are widely used in applying 
regression models for discrete data such as count data (Nelder & Wedderburn, 1972; 
Agresti, 2003; Cameron & Trivedi, 2013). Poisson regression is the most commonly used 
model to analyse count data. For example, Poisson regression was used to estimate the risk 
of hospitalisation for asthma in children after being exposed to air pollutants in a city in 
Southeast Brazil (Amâncio & Nascimento, 2012) and was used to study the relationship 
between air pollution concentration with upper respiratory tract infection (URTI) among 
children in Atlanta, Georgia (Darrow et al., 2014). 

However, most real data are usually under-dispersed or over-dispersed. Therefore, real 
data may not fulfil the assumption of Poisson distribution which assumes equal dispersion. 
Negative binomial (NB) distribution is frequently used to handle over-dispersed data. 
Avcı (2018) used NB regression to study the effects of several people hospitalised with 
schizophrenia. Apart from that, several other count data models have been introduced to 
overcome both situations of under-dispersion and over-dispersion. The generalised Poisson 
(GP) distribution is one example of a distribution which can handle both cases. The GP 
regression model was applied in various areas to model over-dispersed data, such as 
household fertility data (Wang & Famoye, 1997) and accident data (Famoye et al., 2004).

Besides that, usually, the data is over-dispersed; thus, the response is usually truncated 
for some outliers or large values (Saffari et al., 2011).  Using the usual regression for zero-
truncated datasets may be difficult  because it may try to predict zero counts despite the 
data, not including any zeros. Thus, zero-truncated models such as zero-truncated Poisson 
and NB may be more suitable. Zero-truncated Poisson was used to model the number of 
fishing trips taken during the fishing season in Alaska (Grogger & Carson, 1991), while 
zero-truncated NB was applied to estimate recreation demand in a national park in Canada 
(Martínez-Espiñeira & Amoako-Tuffour, 2008). 

The study aims to investigate the link between air pollution and climate factors with 
the disease of upper respiratory tract infection (URTI). URTI is an upper respiratory tract 
infection that includes the throat, nose, pharynx, larynx, sinuses, and trachea (windpipe). 
URTI causes irritation and swelling of the upper airways (Thomas & Bomar, 2021). Several 
studies have shown that air pollution or/and climate can affect the number of URTI patients, 
using models such as Poisson GLM (Darrow et al., 2014; Çapraz & Deniz, 2021), Poisson 
generalised additive model (GAM) (Tam et al., 2014; Liu et al., 2015; Liu, Liu et al., 2015; 
Li et al., 2018; Zhang et al., 2019), GLM with quasi-Poisson (Liu et al., 2015) and case-
crossover design with a fixed-effect model (Szyszkowicz et al., 2018). Since the Poisson 
distribution usually assumes equal dispersion, these models applied methods such as time 
series (Darrow et al., 2014) and GAM with quasi-likelihood (Tam et al., 2014; Liu, Guo 
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et al., 2015) to allow for over-dispersion. However, these studies did not consider models 
with specific distributions catering to under-dispersion and over-dispersion.

Therefore, this research aims to compare several count data GLMs with different 
distributions when investigating the relationship between the number of URTI cases with 
air pollution and climate variables in Johor Bahru, Malaysia. Previously, Jamaludin et al. 
(2017) had applied the NB GLM to investigate the relationship between URTI and several 
air pollution and climate variables in Johor Bahru, Malaysia, while Alwani et al. (2021) 
used the zero-truncated Poisson and zero-truncated NB GLMs to examine the association 
between the number of dengue cases with similar air pollution and climate factors for 
similar data. 

Hence, this study shall also consider generalised Poisson (GP), zero-truncated Poisson 
and zero-truncated NB GLMs to examine the relationship between URTI cases and their 
significant factors, apart from the NB GLM. GP is chosen as it can handle over and under-
dispersed data, while the two zero-truncated models may be good alternatives since the 
number of URTI cases in our data is strictly nonzero. Since the data are nonzero, this study 
does not consider models catering for many zeros, such as zero-inflated Poisson or NB and 
negative binomial-Lindley. Note that Conway-Maxwell Poisson has also been considered 
for this study, but the model application showed that it is unsuitable for the data.

Apart from that, this study shall also investigate multicollinearity between the 
covariates, i.e., the independent variables and perform model selection to find the final best 
model with the significant covariates for each model, both of which were not previously 
considered in previous studies.

MATERIALS AND METHODS

Description of Data

The study investigates the link between upper respiratory tract infection (URTI) with air 
pollution and climate variables. The data is obtained from Johor Bahru, the southernmost 
city in Peninsular Malaysia; the data is obtained weekly, which covers 105 weeks starting 
from January 2012 up to December 2013. The numbers of URTI cases were obtained 
from the Department of Information and Informatics, Johor Bahru District Health Office. 
The environmental pollution variables are Ground Level Ozone (GLO), Nitrogen Dioxide 
(NO2), Particulate Matter (PM10) and Sulphur Dioxide (SO2), while the climate variables are 
rainfall, temperature and relative humidity. Data on air pollution levels were obtained from 
the Johor Department of Environment, rainfall data were acquired from the Department 
of Irrigation and Drainage Malaysia, and data on temperature and relative humidity were 
acquired from the Malaysian Meteorological Department. 
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Methodology 

The study aims to model the relationship between the number of URTI cases and the 
pollution and climate factors using the data aggregated weekly. The lag effects are needed 
to study this relationship. It is because the number of cases of URTI may be not only 
influenced by the values of the factors in the same week but also by the values in earlier 
weeks, as the influences of these factors may not be immediate (delayed effect). The delayed 
effect can be a few days for the short term or weeks for the long term. 

Jamaluddin et al. (2017) applied a long-term association between air pollution and 
URTI where the lag used was the same week (lag 0) up to the previous 20 weeks (lag 
20). However, in most of the previous studies, the usual lags used were single-day lag 
and cumulative lag, where the lags can go from the same day up to 3 days (Zhang et al., 
2021), 6 days (Tao et al., 2014; Li et al., 2018) or 20 days (Saldiva et al., 1994). Thus, this 
paper uses the weekly lag, which is similar to Jamaluddin et al. (2017) but for a shorter 
period where the lag is used in the same week (lag 0) up to the previous 4 weeks (lag 4).

Pearson’s correlation is then used to examine the association between URTI and each 
of the factors at the different lags, and the most significant lag is chosen for each factor 
which is the time lag with the highest correlation value (Montgomery et al., 2021). To avoid 
or at least reduce multicollinearity between the explanatory variables at their significant 
lags, partial (Pearson’s) correlation is used to find the collinearity between these variables 
while excluding the influence of the other variables; the explanatory variables are then 
reduced for pair(s) of variables which have a high partial correlation.

GLM using NB, COM-Poisson, GP, zero-truncated Poisson and zero-truncated NB 
are then fitted to the data using the reduced explanatory variables at their significant lags. 
In each of the models, the canonical link is the log link, such that where 

is the mean for observation yi, Xi is the independent variables, and β is the regression 
parameters. The details for each model are given below: 

1. Negative Binomial model
The NB model is usually used for over-dispersed count data, where the variance is 
assumed to be larger than the mean. The p.m.f. of NB distribution is expressed as 
Equation 1:

where θ is the shape parameter and gamma function .
2) Generalised Poisson model
P.m.f. of GP can be expressed as Equation 2 (Consul & Jain, 1973; Consul & Famoye, 
1992):

[1]
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where 0 < k < 1. 

3) Zero-truncated Poisson model
P.m.f. of zero-truncated Poisson is given as Equation 3 (Grogger & Carson, 1991; 
Zuur et al., 2009):

4) Zero-truncated negative Binomial model
Zero-truncated NB (Grogger & Carson, 1991; Zuur et al., 2009) has the p.m.f. as in 
Equation 4:

During the model fitting of each model, stepwise selection based on the Akaike 
information criterion (AIC) (Montgomery et al., 2021) is used to find the final model, which 
contains only the significant variables. Normal quantile-quantile (Q-Q) plot and several 
tests such as the Shapiro-Wilk (SW), Jarque-Berra (JB) and D' Agostino (DA) tests are 
then used to check for the normality assumption of the residuals of the final model for each 
model considered in this study. The normal Q-Q plot compares the quantiles of the data 
distribution with the quantile of the standardised normal distribution. The SW test uses 
the order and normalised order statistics for normality (Shapiro et al., 1968), while the DA 
test assesses symmetry and evaluates the distribution shape using normal approximation 
(D’Agostino & Pearson, 1973). The JB test, on the other hand, combines skewness and 
kurtosis in a single statistic (Wuertz & Katzgraber, 2005). The scatter plot of the residuals 
of the final model is also used to check for the assumptions that the residuals are mostly 
random, centred around zero and have constant variance.

Finally, to select the best final model among all the proposed GLMs, AIC and Bayesian 
information criterion (BIC) are used. The AIC is a penalised log-likelihood measure. Let 
L be the likelihood function for a specific model. The AIC is given by Equation 5:

where p is the number of parameters in the model. On the other hand, the Schwartz BIC 
is given by Equation 6:

where n is the size of the data set. Generally, the smaller the values of AIC and BIC are, 

[2]

[3]

[4]

[5]

[6]
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the better the model. For more information on AIC and BIC, please refer to Montgomery 
et al. (2021).

To summarise the steps in modelling the relationship between the number of URTI 
cases and this study's pollution and climate factors, please refer to the flowchart in Figure 
1. All analyses are applied using R and Excel. The R packages used for the GLMs are the 
MASS package for NB, and the VGAM package (Yee, 2021) for GP, zero-truncated Poisson 
and zero-truncated NB.

RESULTS

Descriptive Data

In this research, a weekly number of pollution-related disease cases, in particular URTI, 
and weekly level of environmental pollution (GLO, NO2, SO2 [all in ppm]; PM10 in µg/m3 
and climate [rainfall in mm), temperature in °C and relative humidity in %) throughout 
January 1, 2012, to  December 31, 2013, were used. The total number of cases in these 
two years for URTI was 12244. The weekly time series plot of URTI is given in Figure 2, 
and the weekly number of cases for URTI fluctuated throughout the two years. Few cases 
occur between September to November of each year; September to November is one of 
the inter-monsoon periods, relatively calm with less rain and weaker winds (Jamaludin 
et al., 2017).

Lag effects

• Choose the significant lag for each explanatory factor 

Multicollinearity

• Reduce the explanatory variables for pair(s) of variables 
which have a high partial correlation

Model fitting

• Use stepwise selection to find the final model, which 
contains only the significant variables

• Perform model checking of assumptions
• Select the best final model using AIC and BIC

Figure 1. Flowchart of the methodology
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Figure 2. Weekly time series plot of URTI  

Table 1 gives the descriptive statistics for several cases of URTI, environmental 
pollution and climate factors. From Table 1, the weekly numbers of cases recorded for 
URTI were all nonzero, and the variance for URTI is much larger than its mean. The table 
also shows that the levels of environmental pollution were very low, apart from PM10, 
which had very high values. PM10 also had a large dispersion. For climate factors, rainfall 
had a very large dispersion due to Malaysia’s wet and dry seasons.

Table 1
Descriptive statistics of the number of cases of URTI and level of environmental pollution and climate for 
2012–2013

Min Max Mean Standard 
Deviation

Skewness Variance

URTI 16 224 117 34.581   - 0.176 1195.86
GLO 0.017 0.073 0.043 0.012 0.557 0.0001
NO2 0.005 0.023 0.014 0.004   - 0.491 0.00001
PM10 22.30 225.49 42.70 20.728 6.880 429.67
SO2 0.0002 0.0089 0.0031 0.0018 0.772 0.000003
Rainfall 0 194.50 53.43 51.006 0.989 2601.61
Temperature 25.24 29.00 26.78 0.704 0.354 0.496
Relative 
humidity

75.30 92.79 85.92 2.970 - 0.342 8.817
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Table 3
Pearson’s partial correlation between air pollution and climate factors at their significant lags

Relationship Between URTI And the Pollution and Climate Factors

Table 2 shows the result of Pearson's correlation between the URTI and the related factors; 
the values of each factor less influence the number of URTI cases in the same week but 
more influenced by values in the earlier weeks (lags). The factors affect the number of 
URTI cases at different lags. It may be due to different lagged/delayed effects of each 
pollution and climate factor on the patients, meaning that each factor's effects may differ 
based on the length of time (weeks) after exposure. Based on Table 2, NO2 and SO2 have 
a stronger relationship with the number of URTI cases in the same week (lag 0). However, 
some variables show stronger delayed effects on the number of URTI cases, such as GLO 
in the previous first week (lag 1), rainfall in the third week (lag 3) and PM10, temperature 
and relative humidity in the fourth week (lag 4).

Pearson’s partial correlation values between the air pollution and climate factors at 
their significant lags are shown in Table 3. SO2 and NO2, relative humidity and temperature 
are highly correlated (these correlations are also significant at a 1% level). Therefore, this 
study includes NO2 instead of SO2, as there is evidence from previous studies that NO2 
is more associated with URTI (Wong et al., 2006; Li et al., 2018). The relative humidity 
in the model is included instead of temperature, as a previous study found that absolute 
humidity was significantly associated with URTI (Mäkinen et al., 2009). Thus, the variables 
included in the models in the next discussion are NO2, GLO and PM10 for the air pollution 
factors and rainfall and temperature for the climate factors, each at their significant lags.

Table 2
Pearson’s correlation of URTI with air pollution and climate factors

Factor Significant lag Pearson correlation

Air pollution

GLO 1 - 0.169
NO2 0  0.195
PM10 4  0.325
SO2 0  0.142

Climate
Rainfall 3 - 0.219

Relative humidity 4 - 0.100
Temperature 4   0.4643

GLO NO2 PM10 SO2 Rainfall Relative 
humidity

Temperature

GLO 1.00
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* significant at 5% level; ** significant at 1% level

Table 3 (Continue)

GLO NO2 PM10 SO2 Rainfall Relative 
humidity

Temperature

NO2 0.44* 1.00
PM10 -0.08 0.11 1.00
SO2 -0.18 0.65** -0.01 1.00
Rainfall 0.19 -0.23* -0.01 0.01 1.00
Relative 
humidity

0.09 0.06 -0.22* 0.10 -0.03 1.00

Temperature 0.03 0.21* 0.10 0.03 -0.14 -0.66** 1.00

The Selection of Best Model

The over-dispersion test was conducted on the URTI data. From this test, the p-values for 
the test on URTI are less than 0.05. Thus, the number of URTI cases is over-dispersed, 
and the NB model is preferred over the Poisson model. It is why the Poisson GLM is not 
considered in this study.

GLM using NB, GP, zero-truncated Poisson, and zero-truncated NB are each applied 
to the URTI data. Some final models have different significant variables after applying 
the stepwise selection procedure. NB, zero-truncated NB, and GP models have the same 
significant variables, PM10, NO2 and GLO, while the zero-truncated Poisson final model has 
similar significant variables but with additional variables of rainfall and relative humidity. 

Looking at Table 4, the final NB GLM has lower AIC and BIC values compared to 
the GP and zero-truncated Poisson models and has the same values as the zero-truncated 
NB model. Note that the NB and zero-truncated NB models have the same significant 
covariates in the final model, but the zero-truncated NB model has an extra parameter to 
be estimated compared to the NM model. Thus, the NB GLM is chosen as the best model 
to examine the effect of air pollution and climate factors on URTI cases for this data. 

Table 4
Result of normality tests, AIC and BIC for URTI data

NB Generalised 
Poisson

Zero-truncated 
Poisson

Zero-truncated 
NB

Normality tests 
(p-value)

SW: 0.010
DA: 0.009
JB: 0.001

SW: 0.033
DA: 0.019 
JB: 0.004

SW: 0.007
DA: 0.008
JB: 0.001

SW: 0.010
DA: 0.009
JB: 0.001

AIC 1013.072 1021.855 1647.067 1013.072
BIC 1026.098 1034.881 1662.698 1026.098
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For the residuals of the fitted NB model, the p-values for the three normality tests 
are smaller than 0.05, as shown in Table 4, indicating strong evidence to reject the null 
hypothesis that residuals are normally distributed. However, from the Q-Q plot for the 
residuals of the fitted NB model given in Figure 3, this model mostly falls on a straight 
line except for the few points on the right tail. Therefore, this study concluded that the 
normality assumption when fitting the data using the NB model is not severely violated. 
The residuals of the fitted NB model are also mostly random, centred around zero and 
have approximately constant variance, as seen in Figure 4.
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Figure 3. Q-Q plot for residuals of the fitted negative Binomial model for URTI data

Figure 4. Scatter plot for residuals of the fitted negative Binomial model for URTI data
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The parameter estimates for the fitted NB model are given in Table 5; the fitted model 
then gives the best final model as in Equation 7:

where the fitted data follow the NB distribution (Equation 1) with an estimated shape 
parameter equal to 10.54. Note that although the parameter estimate for PM10 is small, the 
effect of this factor is still significant as the range of values for PM10 is quite large, as can 
be seen from Table 1; the minimum value for PM10 is around 22 µg/m3, and the maximum 
value is around 225 µg/m3.

Parameter Estimate Std. error p-value

Intercept 4.621 0.160 <0.001

PM10 
(Lag 4)

2.346×10-3 1.596×10-3 0.142

NO2

(Lag 0)
18.236 10.405 0.080

GLO
(Lag 1)

-5.700 3.114 0.067

Table 5
Summary of estimates for fitted negative Binomial 
model for URTI data

DISCUSSION
In this study, relative risk (RR) is used 
to estimate the impact of the significant 
factors on the number of URTI cases. The 
estimation of RR is RR = exp(β × xi), where 
β is the regression coefficient associated 
with a unit increment of the significant 
factors xi (Çapraz & Deniz, 2021). A unit 
increment for each significant factor may 
differ according to the range of values for 
each factor. This study will present the result 

of excess relative risk (ERR), which is the percentage increase (%) in the number of URTI 
cases with a unit increment. ERR is derived from RR, calculated as ERR = (RR-1) × 100. 
The values of RR and ERR for the final NB model are shown in Table 6. Note that the unit 
increment for each significant factor is chosen based on the range of values for each factor 
(Table 1). Hence, for the final NB model, an increment of 10 µg/m3 in the concentration 
of PM10, 0.005 ppm in the concentration of NO2, and 0.01 ppm in the concentration of 
GLO correspond to an increase of URTI patients by 2.37% and 9.55% and a decrease of 
5.54%, respectively.

Table 6 
Relative risk (RR) and excess relative risk (ERR) for 
the final Negative Binomial model

Significant 
factor

Unit 
increment 

RR ERR (%)

PM10 10 1.0237 2.37

NO2 0.005 1.0955 9.55

GLO 0.01 0.9446 -5.54

CONCLUSION

In this paper, the weekly number of URTI 
cases in the city of Johor Bahru, Malaysia, 
from January 2012 to December 2013 
have been studied. The explanatory factors 
have been reduced after checking for 
multicollinearity between the factors at their 
significant lags. The NB GLM is then found 
to be the best model to model the association 

[7]
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between URTI and the air pollution and climate factors at the corresponding significant 
lags. Air pollution factors that have significant effect on URTI are PM10, NO2 and GLO. 
However, climate factors do not significantly affect URTI. The model constructed in this 
study can be utilized as an early warning system to assist in the prevention and mitigation 
of URTI cases. The involved parties, such as the local authorities and hospitals can also 
employ the model as a precaution when facing the risk of URTI cases that may occur due 
to the air pollution factors. Note however that the results from this study are limited to 
the observed data for a particular period. Therefore, the effects of these air pollution and 
climate factors on URTI cases beyond the study period still remain unknown. 
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ABSTRACT 
The moringa oleifera bark (MOB) is well-known for its medicinal properties and various 
benefits, where combining it with polymers could produce a new superior composite 
material for medicinal applications. Because this is a novel composite material, even basic 
information on how the MOB fibres altered the tensile properties of epoxy and silicone 
rubber is still lacking. Therefore, this study investigated the tensile and deformation 
behaviour of two newly introduced composite materials, MOB fibre reinforced into epoxy 
and silicone rubber. ASTM D3039 and ASTM D412 were adapted to prepare the hard and 
soft composite specimens (0, 4, 8, 12 and 16wt%.), respectively. T-test was conducted to 
determine the significant difference. The results show that the tensile modulus of MOB-
epoxy biocomposite improved from 1240 MPa to 1668 MPa (35% increment) when the 
fibre content was increased to 16wt%. For MOB–silicone biocomposite, a similar trend 
was observed where the tensile modulus also increased from 0.076 MPa to 0.12 MPa (64% 
increment) as the fibre concentration increased from 0 to 16wt%. In conclusion, reinforcing 
MOB fibre affected the stiffness of silicone rubber more than epoxy; but affected the 
elongation of epoxy more than silicone rubber. Based on a t-score of 17.5, a significant 

difference is observed in how reinforcing 
MOB at various wt% affected the increment 
of tensile modulus for both hard and soft 
composites. Finally, the determined tensile 
modulus compared to other materials could 
be useful for benchmarking and exploring 
potential applications.

Keywords: Biocomposite material, epoxy and silicone 
rubber, moringa oleifera barks, tensile properties 
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INTRODUCTION

Different composites have been produced and utilised for various purposes for decades. In 
1500 B. C., the Egyptians and Mesopotamians manufactured bricks out of mud reinforced 
with straw to build strong, durable buildings (Keya et al., 2019). Another ancient composite 
which had been developed was concrete, a mix of small stones or gravel with cement. It 
gave a good compressive strength to the materials, which was suitable for the building 
sector. The revolution of composites manufacturing has developed over decades to meet 
specific requirements in different fields of applications. Composite materials have been 
widely used in many engineering applications such as in the domestic sector, automotive 
sector, aircraft industry and building industry (Bharath & Basavarajappa, 2016; Ahmed et 
al., 2021; Tataru et al., 2020). Many composite materials have considerably higher strength 
qualities than traditional metallic materials, allowing them to be lighter and stronger than 
individual materials. Because of these significant characteristics, many sectors have begun 
to rely on composite materials, and the development of composite materials has begun to 
accelerate. The research was done to improve materials by reinforcing the material with 
fibre, with either synthetic or natural components. 

Over the past few years, the demand for synthetic fibres has risen in composite 
manufacturing, which has resulted in environmental sustainability issues such as climate 
change and pollution. Therefore, numerous studies have focused on converting synthetic 
to natural fibres as reinforcing materials to alleviate this problem. Natural fibres composite 
materials are lightweight, abundant, biodegradable and cost-effective (Maria, 2013). They 
may be used to replace synthetic fibres with bio-based materials that are both safer and 
more ecologically friendly. Among the known natural fibres are jute, hemp, flax, sisal and 
kenaf (Jusoh et al., 2016).

A composite material signifies combining two or more materials at a macroscopic scale 
to form a third useful material (Jones, 1999). A biocomposite is a material composed of 
two or more distinct constituent materials (one being naturally derived) combined to yield 
a new material with improved performance over individual constituent materials (Rudin & 
Choi, 2013). Since this study combines moringa oleifera bark (MOB), a natural resource, 
with the polymer matrix material, these new materials are introduced as biocomposites. 
The main idea of green materials is to address environmental concerns, which has led to the 
rigorous development of green composite materials among researchers. Surprisingly, green 
material has gained attention and is widely researched for various applications such as in 
technical applications, including automotive, home, building, aviation, structural and circuit 
boards (Bharath & Basavarajappa, 2016; Ahmed et al., 2021; Tataru et al., 2020). Within 
the last few decades, biocomposite materials have offered more significant sustainability, 
industrial ecology, eco-efficiency and green chemistry than conventional applications 
(Bharath & Basavarajappa, 2016). These fibres are renewable resources that can absorb 
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CO2 and restore oxygen to the atmosphere with little or no energy usage (Pickering et al., 
2016). It is a safe material selection for composite products in the long term. 

Earlier studies have documented on investigations of various barks, such as poplar 
bark, Dirca L. bark and black spruce bark (Safdari et al., 2011; Hudson et al., 2021; Yemele 
et al., 2010). This study has focused on combining MOB into the polymer. The moringa 
oleifera tree is well-known for its medicinal properties. It is a cultivated member of the 
Moringaceae monogen family, also known as the miracle tree (Rockwood et al., 2013). 
Its bark has been scientifically proven to have certain significant virtues, including the 
potential to act as a bioremediation agent, removing heavy metals from polluted water 
(George et al., 2016). It also has antibacterial properties that can help break down bacterial 
infections such as Staphylococcus aureus, Citrobacter freundii, Bacillus megaterium and 
Pseudomonas fluorescens (Zaffer et al., 2014). Additionally, the bark possesses anti-
inflammatory properties and can treat fever, dyspepsia (discomfort digestive system) 
and splenomegaly (infection in the lymphatic system) (Padayachee & Baijnath, 2020). 
Therefore, these remarkable features have encouraged the idea of creating novel material 
composites by reinforcing the MOB into epoxy and silicone rubber matrices.

In composite materials, the reinforcement acts as a load bearing and contributes 
critically to stress transfer and strengthening the composites while the matrix material binds 
and protects the reinforcing material when an external load is exerted on the composite 
(Manu et al., 2022). The mechanical characteristics of composites are influenced by various 
factors, including the properties of the matrix, the properties of the fibers, and the adhesion 
between the fibers and the matrix. In general, achieving excellent mechanical properties 
in composites relies heavily on the crucial aspect of fiber-matrix adhesion (Arbelaiz et al., 
2020). Matrix materials in composites are divided into two categories: thermoset polymers 
and thermoplastic polymers. The research of thermoset polymers as matrix materials such 
as silicone and epoxies has been growing due to their wide range of applications in various 
sectors (Bahrain et al., 2022; Alshahrani & Arun Prakash, 2022). Ali Raza et al. (2012) 
studied the properties of two composites; carbon black reinforced with rubbery epoxy (CB/
RE) and carbon black reinforced with silicone (CB/ silicone). The results showed that the 
compressive strength of CB/silicone is 1.68 times lower than that of CB/silicone , thus 
suggesting that CB/silicone composites is more compliant than the CB/RE composites. 
However the author recommended that the CB/RE composites is a promising adhesive 
for electronic packaging applications. In a study by Atmakuri et al. (2022), the author 
reported that hemp and flax fiber reinforced with epoxy composites has two times greater 
mechanical properties compared to the fiber reinforced with ecopoxy composites. With 
the improved mechanical properties of the composites, the hemp and flax fiber reinforced 
with epoxy matrix composites are potential to replace the synthetic fiber composites in 
automobile, construction, micrfluidics and biomedical industries.



Pertanika J. Sci. & Technol. 31 (4): 1895 - 1910 (2023)1898

Nur Auni Izzati Jusoh, Nur Aini Sabrin Manssor, Praveena Nair Rajendra, and Jamaluddin Mahmud

This research introduces two newly developed biocomposite materials, MOB-Epoxy 
and MOB-silicone biocomposites, which makes it novel since there has been no reported 
studies on the reinforcement of Moringa Oleifera bark fibers into silicone rubber. The tensile 
and deformation behaviour of these two recently developed composite materials was mainly 
examined in this work, including addressing research questions on how MOB fibres affect 
the tensile properties of polymers and the potential applications for such biocomposites. 
The tensile properties of both biocomposites were quantified, analysed, and compared in 
this work to show how MOB fibre content impacts the stiffness and deformation of the 
biocomposites. 

MATERIAL AND METHODS

Raw Material and Matrix 
The stem of Moringa Oleifera was supplied by GV Medhini Consultancy & Resources 
Sdn. Bhd. was harvested in Kota Kemuning, Selangor, Malaysia. The epoxy resin (Mirapox 
MH956) and silicon matrix (Ecoflex 00-30 Platinum Cure Silicone) were purchased from 
Miracon Sdn. Bhd. and Castmech, respectively. 

Specimen Preparation
Moringa Oleifera (MO) stems were cut into 10 cm lengths, and the bark was peeled off. 
The bark was rinsed with tap water to eliminate impure particles before being dried in a 
100°C oven for 24 hrs. It was crushed into small chip particles using a crusher machine and 
milled at 270 rpm for 30 seconds 4 times using a planetary mono mill to transform it into 
powdery form. Lastly, it was sieved at 150 μm in size to produce a uniform fine powder.

The specimens were produced at five different fibre compositions, 0wt%, 4wt%, 
8wt%, 10wt%, 12wt% and 16wt%. Each fibre composition was fabricated with five 
specimens. The powder weight was measured to fabricate the exact fibre-matrix content 
solution. The solution was mixed under continuous stirring and performed in a specified 
lab environment. The mixture solution was moulded into respective moulds and hardened 
at room temperature for 24 hrs for MOB-Epoxy and 4 hrs for MOB-Silicone (MOBSil).

Mechanical Testing: Uniaxial Tensile Test
Tensile tests followed the American Society for Testing and Materials (ASTM), D3039 
for MOB-Epoxy (Batu & Lemu, 2020) and D412 for MOB-Silicone (Bahrain & Mahmud, 
2019), respectively. The specimen dimensions for both materials were as shown in Figure 
1. Each specimen was evaluated using a 3383 Universal Testing Machine 100kN (Instron, 
United States of America, 2008) at a 500 mm/min speed. Tensile modulus referred to the 
stiffness of the materials, and the values were generated from the machine for each specimen 
once it reached the failure point. Therefore, these values were recorded for analysis.
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Figure 1. Specimen dimensions in millimetres (mm) for (a) MOB-Silicone (ASTM D412) and (b) MOB-
Epoxy (ASTM D3039)

Statistical Analysis: Mean, SD, Var, Pair t-Test

Statistical analysis was also executed in this study to determine the mean, standard deviation 
and variance values. This analysis was also conducted to assess the reliability and accuracy 
of the data gained from the experiment. In order to compare the tensile properties of both 
materials (MOB-Epoxy and MOB-Silicone), a statistical analysis named t-test analysis was 
conducted. A t-test analysis aims to describe the significant difference between the means 
of the two groups concerning the tensile modulus of both materials. It required three key 
data values: mean values, variance, and the number of data values of each group. Equation 
1 was used to calculate the t-score to define the differences between both materials.

[1]

Where,  and are the mean value of the tensile modulus of MOB-Epoxy and MOB-
Silicone, S1and S2 are the variance value of the tensile modulus of MOB-Epoxy and MOB-
Silicone, respectively, and n1 and n2, are the number of observations for each material.

The study used the Data Analysis feature in Excel software to obtain the t-score value. 
It was noted that the higher values of the t-score indicated that a large difference existed 
between the two sample sets. The smaller t-score indicated that more similarity existed 
between the two samples. Therefore, this test was conducted to identify and observe the 
tensile properties of Moringa oleifera bark-epoxy biocomposite and Moringa oleifera 
bark-silicone biocomposite specimens.
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Figure 2. Average tensile stress-strain curves of MOB-Epoxy biocomposite

RESULTS AND DISCUSSION

Moringa Oleifera Bark – Epoxy (MOB-Epoxy) Biocomposite

Figure 2 highlights the tensile behaviour of pure epoxy and MOB-Epoxy biocomposite 
specimens under uniaxial tension.

As illustrated in Figure 2, the trend observed showed that the pure epoxy specimen 
occupied the lowest curve (red line), thus indicating that the pure epoxy specimen was 
the least stiff compared to specimens with MOB fibre. By observing the curves, the slopes 
showed a gradually increasing trend, and the curves became more linear as the MOB fibre 
content increased. This finding is supported by the tensile modulus value summarised in 
Figure 3. The tensile modulus of the specimen gradually increased along with the further 
inclusion of fibre content from 1240.5 MPa to 1668.5 MPa. This increment indicated the 
enhancement of the properties of pure epoxy when adding the Moringa oleifera bark fibre 
as the reinforcement material. The low MOB content in the epoxy matrix made it strain 
more to reach the fracture point, where the 0wt% specimens had the highest maximum 
strain values followed by 4, 8, 12 and 16 of weightage (Table 1). In general, the material's 
properties were proven to have improved its tensile modulus. The maximum strain value 
was found to be 2.47 for pure epoxy, and this was reduced to 0.86 at 16wt% fibre content, 
in agreement with the finding in Kumar et al.’s study (Kumar et al., 2021). Both soft and 
hard composites became stiffer due to the reinforcement. It is due to the inclusion of filler 
in the composite to fill up the spaces between the chains, resulting in lower polymeric 
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chains mobility of the composite. Therefore, filler inclusion in the composite makes it 
stiffer and more resistant to deformation as it resists the movement of the polymer chain 
within the composite, as in agreement with previous studies (Benevides & Nunes, 2015; 
Ismail et al., 2015).

Figure 3. The average tensile modulus of MOB-Epoxy biocomposite

Table 1
Tensile properties (average value) of MOB-epoxy specimens

Table 2 compares the results obtained from this study with other studies. Similar to 
MOB-silicone biocomposite, Table 2 showed that the tensile stiffness of the current material, 
MOB-Epoxy biocomposite was comparable to Graphene nanoplatelets/epoxy composites 
and, thus, may open up ideas for new applications (Kilic et al., 2019).
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Moringa Oleifera Bark – Silicone (MOBSil) Biocomposite

Figure 4 illustrates the average tensile stress-strain curve of MOB-Silicone specimens for 
every composition of fibre content (0wt%, 4wt%, 8wt%, 10wt%, 12wt% and 16wt%).
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Table 2
Comparison of tensile modulus, E Value between previous studies and the current study based on tensile tests

Tensile Modulus, E Material Type Reference
13.1 GPa Micro-Bismuth (III) oxide 

(Bi2O3) epoxy composite
Muthamma et al. (2021)

3.6 GPa Kevlar/Date palm epoxy
hybrid composite

Muthalagu et al. (2020)

1.9 - 2 GPa Kenaf epoxy biocomposite Fauzi et al. (2016)
1.89 - 1.45 GPa Para-aramid fibres (Kolon)

epoxy composite
Obradović et al. (2021)

1.7 GPa Graphene nanoplatelets/epoxy 
composites

Kilic et al. (2019)

1312 - 1668 MPa Moringa Oleifera bark—epoxy 
biocomposite

Current study

577–645 MPa Phoenix sp. fibre-reinforced epoxy 
composites

Rajeshkumar et al. (2017)

124 - 223 MPa Alkali-treated bamboo fibre/epoxy Huang and Young (2019)
113 -163 MPa Untreated bamboo fibre epoxy 

composite
Huang and Young (2019)

Figure 4. Tensile stress – Strain curves of MOB-silicone biocomposite
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From the stress-strain curve, pure silicone rubber (0wt%) had the highest strain as it 
strained more than other specimens (reinforced with MOB fibre at 4, 8, 12, and 16wt%). 
Additionally, the uniaxial tensile load caused the pure silicone specimen to exhibit a highly 
nonlinear elastic behaviour (the red line in Figure 4). It occurred due to the weak bonding 
of the polymer chain with silicone rubber (Sarath et al., 2020). However, when the fibre 
content climbed from 0 to 16wt%, the curve trend began to lessen its nonlinear behaviour, 
resulting in a more linear curve at 16wt%. Due to the presence of Moringa oleifera bark 
fibre as a filler, the curve gradually became more linear as it enhanced the tensile properties 
of silicone rubber, as supported by the tensile modulus value illustrated in Figure 5. In 
terms of strain, it could be observed that adding fibre into the silicone rubber had affected 
the strain behaviour as it started to decrease in elongation to the failure point from the 
specimen of 0 until 16wt%, as summarised in Table 3.

Figure 5. The average tensile modulus of MOB-silicone biocomposite

Table 3
Tensile properties (average value) of MOB-silicone specimens

Weightage (%) Tensile Modulus, E (MPa) Maximum Strain, 𝜀 (%)
0 0.076 0.1007
4 0.080 0.1099
8 0.089 0.0993

12 0.100 0.0914
16 0.120 0.0801
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From Table 3, the tensile modulus of the specimen increased as the fibre content 
increased. The lowest tensile modulus could be seen at 0wt% with a value of 0.076 MPa, 
and the specimen of 16wt% recorded the highest with a value of 0.12 MPa. Therefore, 
this study proved that adding MOB fibre caused silicone rubber to have better resistance 
to deformation. 

Halim et al. (2022) also reported a similar trend in which adding the Silica Aerogel (SA) 
into the room temperature vulcanised silicone rubber (RTV-SiR) reduced the tensile strain 
of the biocomposite (this addition, thereby forming SA/RTV-SiR) compared to pure RTV 
silicone rubber. The result also showed increasing tensile modulus values from 0.74 MPa 
for the RTV-SiR sample to 1.34 MPa for the SA/RTV-SiR sample. The presence of fibre 
was found to increase the stiffness of the silicone rubber. Similar behaviour had also been 
reported by Koushki et al. (2020), who reinforced hemp fibre into silicone rubber with a 
different fibre content of hemp fibre. The tensile modulus of the composite was increased 
with further addition of fibre content, and its elongation at break was gradually decreased.

However, a study by Kumar et al. (2022) reported that the increased filler content 
in RTV silicone rubber had caused increased tensile strain but with an increased tensile 
modulus value. The pure RTV silicone rubber only strained up to 50% compared to a 
15 phr nanographite/ RTV silicone rubber composite specimen which was strained up 
to 120%. Another study was the work of Hu et al. (2022), who investigated a composite 
material made of silicone rubber reinforced with boron nitride (BN). The results showed 
a similar pattern where the tensile modulus value increased along with the increment 
of fibre content. It could be concluded that adding MOB fibre has improved the tensile 
behaviour of silicone rubber and epoxy compared to other researched materials such as 
Kenaf-Silicone biocomposite (Azmi et al., 2017), Arenga Pinnata-silicone biocomposite 
(Bahrain & Mahmud, 2019), phoenix-epoxy biocomposite (Rajeshkumar et al., 2017) and 
bamboo epoxy biocomposite (Huang & Young, 2019). Table 4 shows the measured tensile 
modulus of MOB-Silicone biocomposite (current study) compared to other materials 
which other researchers had developed. It could be highlighted that pure silicone is very 
weak (low tensile stiffness) and, thus, not suitable for many applications. MOB-Silicone 
Biocomposite is a newly introduced material with the potential for an organ substitute. 
Therefore, this study has reinforced various weight-percentage of MOB fibre into silicone 
rubber to increase the tensile stiffness. As shown in Table 4, this newly introduced tensile 
stiffness, E, is within the range for a few potential applications, such as connective tissue. 

MOB-Silicone (Soft composite) Versus MOB-Epoxy (Hard Composite) 
Biocomposites

For the first time, this study introduces two types of biocomposite materials, MOB-Silicone 
biocomposites and MOB-Epoxy biocomposites, intended for soft and hard composite 
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Tensile Modulus, E Material Type Reference
0.4 to 8.2 MPa RTV-Silicone Rubber/

graphene composites
Kumar et al. (2022)

0.4 to 0.7 MPa RTV-Silicone Rubber/
graphite composites

Kumar et al. (2022)

3 to 8 MPa Silicone/Hemp fibre 
biocomposite

Koushki et al. (2020)

0.3 to 0.85 MPa Silicone-Organically 
modified montmorillonite 

composite

Bae and Chang (2013)

76 to 120 kPa Moringa Oleifera bark-
silicone (MOBSil) 

biocomposite

Current study

41 to 44.4 kPa Porcine Orbital Fat & 
Connective Tissue in eye 

(OFCT)

Chen and Weiland (2011)

16.5 to 16.6 kPa Human Orbital Fat & 
Connective Tissue in the Eye 

(OFCT)

Chen and Weiland (2011)

8.2 kPa Hydrogel Matrix Castilho et al. (2018)

applications, respectively. Comparing the MOB-Epoxy (hard composite) and MOB-
Silicone (soft composite) biocomposite, MOB fibre interestingly affected silicone rubber 
and epoxy. Both the soft and hard composites became stiffer due to the reinforcement. By 
computation at 16wt% fibre content, the stiffness for silicone biocomposite had increased 
by 64%, while the increase was only 35% for epoxy biocomposite. In contrast, the stretch 
ratio had reduced by 27% for silicone, and the strain had reduced by 65% for epoxy 
biocomposite. By comparison, it can be concluded that reinforcing MOB fibre affected the 
stiffness of silicone rubber more than epoxy; but affected the elongation of epoxy more than 
silicone rubber. Table 5 shows the t-test results to highlight which Tensile Modulus of both 
matrix materials were affected more by the reinforcement of the MOB filler. Observing a 
significant difference in how the MOB filler affected the tensile modulus of silicone rubber 
and epoxy is interesting.

The t-score in Table 5 indicated that a large difference existed between the MOB-
Epoxy and MOB-Silicone samples, where a high value of t-score was recorded at 17.55. 
It is well known that if the value of the t-score is small, a similarity between two samples 
exists. However, a large t-score indicates a difference between the groups. In this case, 
the characteristics of the two materials were demonstrated to be distinct, as shown by a 

Table 4
Tensile modulus, E of current study compared to other studies
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significant t-score in Table 5. Their behaviour under tensile stress also behaved differently 
under uniaxial tensile load. The MOB-Epoxy was seen to absorb a small load to reach the 
breaking point. However, this was in contrast to the MOB-Silicone sample. The MOB-
Silicone sample was seen to require a high amount of load as it elongated to the breaking 
point. It was also seen to take longer elongation as it absorbed the load to elongate compared 
to the MOB-Epoxy sample. Finally, it could be observed that these two materials were very 
distinct in terms of their behaviour toward the tensile load, properties and elongation rates.

CONCLUSION

Based on supporting the idea of promoting green materials and addressing environmental 
issues, this research has successfully introduced two new types of biocomposites made of 
silicone and epoxy matrix reinforced with natural fibre: Moringa Oleifera bark (MOB). This 
study has successfully reported the effect of reinforcing MOB fibre on silicone and epoxy 
biocomposites' tensile and deformation behaviour. In general, soft and hard composites 
became stiffer due to the reinforcement. Nevertheless, interestingly, the main finding 
deduced that the reinforced MOB fibre had affected the stiffness of silicone rubber more 
than epoxy; but affected the elongation of epoxy more than silicone rubber. Finally, the 
quantified properties were compared to other materials for benchmarking and exploring 
potential applications. MOB-Silicone biocomposites were found to have higher stiffness 
than Kenaf- and Arenga Pinnata-Silicone biocomposites but were still in the range of Elastin 
and connective tissues, thus opening the possibility of producing synthetic tissues made of 
MOB-silicone biocomposites, or at least to bio-mimic the deformation of synthetic tissues. 

Table 5
Comparison test between MOB-Epoxy and MOB-Silicone via t-test

Weightage (wt%)
Average Tensile Modulus, E (MPa)

MOB-Epoxy MOB-Silicone
0 1240.5 0.076
4 1312.1 0.080
8 1507.5 0.089

12 1617.3 0.100
16 1668.5 0.120

Mean 1469.18 0.091
Variance 35026.272 0.000398

Observations 5 5
t-score 17.5523855
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ABSTRACT
This study examined the genetic diversity of Asian seabass (Lates calcarifer) captive 
populations using sequencing of the mitochondrial DNA cytochrome c oxidase I (COI) 
fragment. The phylogenetic analyses of the 609 base pair regions of the COI fragment 
from 146 samples identified 15 haplotypes and divided them into two clades with a genetic 
divergence of 10%. Thus, phylogenetic results supported two genetic groups (the Australia/
Southeast Asia group and the India/Myanmar group) within the captive populations under 
study. Mixed levels of genetic diversity were observed among captive populations, which 
indicated a certain degree of inbreeding depression. The findings would be useful for future 
aquaculture management of captive Asian seabass in Malaysia.

Keywords: captive, CO1 mtDNA, genetic distance, L. calcarifer

INTRODUCTION
Asian seabass or scientifically known as Lates calcarifer, is a marine teleost fish belonging 
to the order of Carangiformes. This prominent species had a wide geographical range across 
northern Australia and southward to southern Papua New Guinea, southern Japan, and 
Taiwan, including the Indo-West Pacific and the eastern edge of the Persian Gulf to China 

(Froese & Pauly, 2022). It is a remarkable 
aquaculture species worldwide, including 
Malaysia (Zhu et al., 2006). COI is the best 
marker compared to other mitochondrial 
genes as it retains more phylogenetic signal 
(Hebert et al., 2003). Genetic studies of Asian 
seabass in Malaysia's farm population are 
still lacking. Nevertheless, there are several 
studies on wild populations of Asian seabass 
using mitochondrial DNA markers (e.g., 
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COI or cytochrome b), including Norfatimah et al. (2009). This study's mitochondrial DNA 
(mtDNA) analysis clarifies the genetic diversity of captive L. calcarifer in Peninsular 
Malaysia.

METHODOLOGY
Lates calcarifer juveniles (n = 146) from five commercial hatcheries were collected 
throughout Peninsular Malaysia, including the West coast (Selangor, n = 30), East coast 
(Terengganu, n = 30; Kelantan, n = 27), Southern territory (Johor, n = 30) and Northern 
Territory (Perak, n = 29) (Table 1). Alcohol of 95% concentration (ethanol) was used to 
preserve muscle tissues of the abdominal part. The ReliaPrep gDNA Tissue Miniprep System 
(Promega Corp, Madison, USA) standard extraction protocol was referred for DNA genomic 
extraction. Universal primers FishF1 (5’-TCAACCAACCA CAAAGACATTGGCAC-3’), 
and FishR1 (5’-TAGACTTCTGGGTGGCCAAAGAATCA-3’) were used following Ward 
et al. (2005). The 25 µl total PCR mix’s reaction contains 14.3 µl sterile distilled water, 
5 µl Taq buffer 5×, 2.0 µl of 25 Mm MgCl, 0.5 µl of 10Mm dNTP, 0.5 µl of 10 µM of 
each primer, 0.2 µl of 5 µ µ-1 of Taq DNA polymerase and 2 µl of DNA template using 
Mastercycler Gradient PCR system (Eppendorf, Hamburg, Germany). PCR protocol was 
conducted according to the following profile: 2 min at 94°C, 30 cycles of 2 min at 94°C for 
denaturation, 1 min at 53°C (COI) for annealing, and 1 min and 30 s at 72°C for extension 
followed by a final step of 2 min at 72°C for the complete fragment extension. The PCR 
result was electrophoresed using a 1% agarose gel matrix from Fisher Scientific in New 
Jersey, USA. The GelRed (Thermo Fisher Scientific, USA) of 1 µl was used to stain the 
gel. Under UV light, the stained gel was visualized using AlphaImager HP (Biotechne, 
USA). The molecular weight (MV) standard used in this study was BenchTop 1kb DNA 
Ladder (Promega Corp, Madison, USA). The PCR products were sent for sequencing 
in only forward direction on an ABI 377 automated sequencer (Applied Biosystems) to 
the service supplier, First BASE Laboratories Sdn. Bhd. The phylogenetic analysis also 
included five COI sequences of L. calcarifer from GenBank. Three sequences originated 
from Southeast Asian waters (KU496228, DQ108026, and FJ237999), while another two 
were from Indian waters (EF60937 and JF919828). Kimura 2-parameter evolution model 
was used to calculate sequence divergence, grouped by the Neighbor-Joining method (Figure 
1), and bootstrapped with 1000 replications using MEGA7 (Kumar et al., 2016).

RESULTS AND DISCUSSION
The 609 bp of the COI sequences were retrieved after alignment and were characterized by 
64 (10.5%) variable sites, including 63 parsimoniously informative sites and 545 (89.5%) 
conserved sites. The haplotypes contained 230 substitutions (190 transitions and 41 
transversions). The mean total nucleotide composition was 21.9, 29.1, 30.7, and 18.3% 
for A, T, C, and G, respectively. In total, 15 haplotypes were identified from the 146 
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samples and were deposited to GenBank under accession numbers ranging from MZ540093 
- MZ540106, OK184465, and ON920310 - ON920440 (Appendix).

Phylogenetic analysis using ML showed that the Asian seabass sampled could be 
divided into two clades in the tree. The first clade (L1) contains 10 haplotypes (120 samples) 
together with GenBank sequences from Australia and Southeast Asia, while the second 
clade (L2) contains 5 haplotypes (26 samples) together with GenBank sequences from India 
and Myanmar (Figure 1). Thus, based on phylogenetic analyses, the Asian seabass samples 
could be recognized into two genetic groups: the Australia/Southeast Asia (group 1) and 
the India/Myanmar region (group 2), with a genetic divergence value of 10% between 
them (Table 2).

Ward et al. (2008) claimed that Asian seabass originated from two different 
geographical regions: Australia and Myanmar. Rather than conspecific, it was identified 

Table 1
Distribution of 15 observed haplotypes, nucleotide diversity, number of haplotypes, haplotype diversity, and 
number of polymorphic sites among populations of Lates  calcarifer

Populations
Haplotypes GenBank 

Accession 
Numbers

Kelantan 
(n = 27)

Terengganu 
(n = 30)

Perak 
(n = 29)

Selangor
(n = 30)

Johor 
(n = 30)

LC1 MZ540093 0.4814 0.9666 0.4827 0.8333 0.5000

LC2 MZ540094 0.3703 - 0.2413 0.0666 0.1000

LC3 MZ540095 0.0370 - - - -

LC4 MZ540096 0.0370 - - - -

LC5 MZ540097 0.0370 - - - -

LC6 MZ540098 0.0370 - - - -

LC7 MZ540099 - 0.0333 - - 0.0666

LC8 MZ540100 - - 0.1379 - 0.2333

LC9 MZ540101 - - 0.0344 - -

LC 10 MZ540102 0.0344 - -

LC 11 OK184465 - - 0.0344 - -

LC 12 MZ540103 - - 0.0344 - -

LC 13 MZ540104 - - - 0.1000 -

LC 14 MZ540105 - - - 0.0666

LC 15 MZ540106 - - - - 0.0333

Nucleotide diversity (PiJC) 0.0475 0.0001 0.0389 0.0125 0.0237

Number of haplotypes 6 2 7 3 6

Haplotype diversity (Hd) 0.06496 0.0667 0.7094 0.3012 0.6989

Number of polymorphic sites 57 1 60 55 57
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as congeneric. The proposition was further supported and confirmed by Vij et al. (2014) 
using comprehensive molecular and morphological analyses; plus, the Australian and 
Southeast Asia sequences were genetically close to each other (0.9% divergence); thus, 
they were not considered separate species. The current study also found similar results 
using captive or farm samples from different locations throughout Peninsular Malaysia. 
Thus, two different lineages in captive populations of Asian seabass might happen due to 
anthropogenic activities (Zhang et al., 2020) by exchanging fish stocks or seedlings between 
hatcheries or translocation across the country to obtain better breeds through importation. 
For example, fish farmers from Kelantan and even the Fisheries Research Institute (FRI), 
Department of Fisheries Malaysia (DOF), bought parental stocks of Asian seabass from 
neighboring farms located in Thailand (Idris et al., 2022).

The basic requirement of a successful selective breeding program is an appropriate 
base population. Starting from the production traits, an artificial population should harbor 
sufficient genetic diversity with selectable and desirable characteristics (Senanan et al., 
2015). Two key indicators of genetic variation are haplotype (h) and nucleotide (𝜋) diversity. 
A group with bigger h and 𝜋 will have higher genetic variation and diversity (Falush et 

 Lates calcarifer 6 (LC6)*
 Lates calcarifer 12 (LC12)*

 Lates calcarifer 14 (LC14)*
 Lates calcarifer 9 (LC9)*

 Lates calcarifer 13 (LC13)*
 KU496228.1 Lates calcarifer (Australia)
 FJ237999.1 Lates calcarifer (China/SA)
 Lates calcarifer 1 (LC1)*

 Lates calcarifer 8 (LC8)*
 Lates calcarifer 11 (LC11)*
 DQ108026.1 Lates calcarifer (Australia)

 Lates calcarifer 7 (LC7)*
 Lates calcarifer 3 (LC3)*

L1

 Lates calcarifer 4 (LC4)*
 Lates calcarifer 10 (LC10)*

 Lates calcarifer 5 (LC5)*
 Lates calcarifer 2 (LC2)*
 JF919828.1 Lates calcarifer (India)
 Lates calcarifer 15 (LC15)*
 EF609378.1 Lates calcarifer (Myanmar)

L2

 GU673869.1 Lutjanus malabaricus
 JN311960.1 Lutjanus johnii Outgroup

57

73
100

76
60

100

78

91

88

68

100

52

0.02

Figure 1. Neighbor-joining (nj) tree showing relationships among the seabasses. Samples were marked with 
an asterisk (*) at the end of the names. The number at each node represents the bootstrap value (%) based on 
the 1000 pseudoreplication of the dataset.

Note. SA = Southeast Asia
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al., 2003). Overall, L. calcarifer samples from Perak exhibited high haplotype diversity 
with low nucleotide diversity (h = 0.7094; 𝜋 = 0.0389), while L. calcarifer samples from 
Terengganu displayed low haplotype and nucleotide diversity (h = 0.0667; 𝜋 = 0.0001). 
According to Grant and Bowen (1998), L. calcarifer samples from Terengganu and Perak 
fall into the first and second categories. The first category (i.e., Terengganu) had a founder 
event by a single or a few mtDNA lineages or a recent population bottleneck. In contrast, 
the second category (i.e., Perak) indicates rapid population development and increased 
mutations after a population bottleneck. In addition, Perak haplotypes are mixed lineages 
of L1 and L2, while Terengganu is only from L1, which may cause the following result.

LC1 was shared among all Asian seabass populations signifying it as the ancestral 
haplotype. As the seed for Asian seabass came from either hatcheries or natural resources, 
the same origin of ancestral and the succeeding gene flow may be the main reason for the 
occurrence of sharing haplotypes among populations (Das et al., 2018). With only two 
haplotypes, the population in Terengganu possibly came from a small enclosed aquatic 
environment, resulting in inbreeding or collected samples from the same family (Zhang et 
al., 2020). High numbers (9 out of 15) of unique or private haplotypes were obtained across 
populations. Through mutation, the independent origin of haplotypes may produce a high 
percentage of unique haplotypes (Das et al., 2018). These population-specific haplotypes 
could also be used as an indicator for stock documentation.

CONCLUSION

The information on the genetic diversity of aquatic organisms is essential for the 
sustainable management of genetic resources, achieving productive aquaculture, and 
sustaining harvesting farm populations. In conclusion, this study has sorted out the species 
identification and genetic diversity of the important Asian seabass L. calcarifer. Two genetic 
groups (L1 and L2) were detected from 146 samples across five captive populations. 
Group L1 samples clustered with GenBank sequences from the South China Sea and 
Australia regions, whereas L2 clustered remaining samples with the GenBank sequences 
from India and Myanmar. The existence of two different mtDNA lineages in captive or 
farm populations in Peninsular Malaysia was possibly caused by translocation activities 
between hatcheries beyond countries rather than historical events. Identifying mixed 
genetic stocks or groups (South China Sea/Australia vs. India/Myanmar) in the captive 
populations highlighted the utility of the mitochondrial DNA COI marker for accurate 
genetic identification and selection of individual fish breeds for the breeding program. A 
mixed level of genetic diversity was observed across populations, with the Terengganu 
population harboring the lowest diversity level (h = 0.0667; 𝜋 = 0.0001). 

High numbers (9 out of 15) of unique or private haplotypes were also obtained 
across populations. The mixed levels of genetic diversity among the captive populations 
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indicated that evolutionary factors such as inbreeding might happen in populations with 
low genetic diversity due to the poor selection of stocks or breeds and poor maintenance of 
the population gene pool, which resulted in various growth development problems such as 
deformed opercula, slow growth, high vulnerability to diseases and many others. Upcoming 
research should concentrate on the complete phylogeographic and population structure of 
L. calcarifer across Malaysia's farm populations. Applying more sensitive markers, such as 
microsatellites, should be more informative in explaining the species' population structure. 
The findings of this pioneering study on captive L. calcarifer in Malaysia should be helpful 
for the selective breeding program of the species.
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ABSTRACT 

Downscaling threatens the designers invested in integrity and error mitigation against 
soft errors. This study formulated the probability of soft error changing the logic state of a 
Differential Logic with an Inverter Latch (DIL). Using Cadence Virtuoso, current pulses 
were injected into various nodes in stages until a logic flip was instigated. The voltage and 
temperature parameters were increased to observe the current level changes over time. The 
critical charge from each stage was obtained, and a method to formulate the probability 
of each instance was developed. The voltage produced a higher effect of the change to the 
critical charge of any instance as compared to temperature. The findings revealed that the 
N-channel metal-oxide semiconductor (NMOS) drain is more vulnerable to temperature 
and voltage variation than P-channel metal-oxide semiconductor (PMOS).

Keywords: Complementary metal-oxide semiconductor (CMOS), differential logic with inverter latch, 
probability, soft error

INTRODUCTION

Soft errors loom large as a threat to the integrity of electronics as the downscaling of 
technology challenges designers to maintain the robustness and reliability of modern 
electronic systems. Smaller transistor sizes bring lower operating voltages and node 

capacitances (Mamaluy & Gao, 2015), 
necessitating protection against soft errors 
caused by particle strikes from cosmic 
rays due to their increased vulnerability. 
At terrestrial levels, cosmic rays produce 
neutrons that can produce a nuclear reaction 
when interacting with particles in circuitry 
(Sawamura et al., 2003). These occurrences 
become more frequent with the downscaling 
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of process nodes in contemporary CMOS technology (Hubert et al., 2015). The generation 
of soft error effects can be categorised into three phases, namely, the charge injected through 
particle collision in the active circuit location, the transmission of the injected charge into 
the system, and the collection of the charge into the vulnerable area of the device (Autran 
& Munteanu, 2015; Hashimoto et al., 2019). 

Related Works 

In the event of a collision between an energised particle and a semiconductor device, one of 
two mechanisms will deposit an electrical charge along the collision path of the particle, that 
being the material of the device being ionised from the particle strike or nuclear response 
of the atoms of the material releasing resultant particles leading to ionisation (Hashimoto 
& Liao, 2020). The electrons formed from these interactions will generate electron-hole 
pairs corresponding to the path of the striking particle. The transmission of the carriers is 
facilitated via charge drift or charge diffusion. 

The transmission of charges produces a parasitic current transient, which is more likely 
to affect systems with reverse-biased p-n junctions due to the depletion region’s electric 
field. The intensity of the current transient and the number of compromised nodes may 
result in varying effects of ionising radiation, generally resulting in the flip of logical state 
in circuits operating on low power (Ke et al., 2018). 

Irradiated environments also present a risk of transient faults to the operation of 
electronics due to the collision of ionised particles with the materials of the circuit 
components (Kastensmidt & Rech, 2015). Ionised particles can change transistor states 
and cause a failure in the logic operation. Collisions by neutrons, for example, produce 
ions which instigate transients by transferring charge in the transistor. These events are 
referred to as soft errors, as the behaviour is transient and does not cause lasting damage to 
the device. However, these events are not confined by industries in aerospace or radiation-
heavy environments alone, as neutrons at ground level can also obstruct normal circuit 
operations. Single-effect transients predominantly occur as a consequence of radiation 
from cosmic rays, though other origins, such as package radiation, nuclear reactors, x-ray 
installation and research sites, also play a part (Andjelkovic et al., 2017). Boron-10 is yet 
another source of thermal neutrons that can affect the rate of soft errors (Weulersse et al., 
2018). Boron-10 is a p-type dopant with a relatively high capture rate of thermal neutrons, 
exacerbating the frequency of soft error occurrences. When a Boron-10 particle interacts 
with a thermal neutron, alpha particles are released as a reaction. These particles can cause 
soft errors via indirect ionisation (Gadlage et al., 2017). 

Soft error mitigation has now solidified itself as a necessity for crucial applications 
in the industries of aviation, military, and medical fields to maintain the reliability of 
electronic systems. Previous literature has researched and reported multiple avenues of 
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protection against soft errors. These include Hamming code (Yan et al., 2020) and the 
revised version, single-error correction and double-error detection (Hillier & Balyan, 
2019). The Hamming code may even be modified to produce a detection and correction 
system capable of mitigating against multiple bit upsets at low complexity and high speed. 

Alternatively, electronics can be hardened against the soft error effect at different levels 
of design architecture to withstand the transients caused by single event upsets (SEU). These 
levels are divided into system, device and circuit-level hardening techniques (Sayil, 2016). 
Triple modular redundancy is a popular technique wherein the circuit is triplicated and its 
results fed to a majority voter, disqualifying corrupted data (Wirthlin et al., 2016). While 
largely successful, the circuit must be duplicated, which leads to a large overhead. In the 
case of memory circuits, however, parity bit and checking are employed. This hardening 
technique involves the generation of a parity value which is then attached to the data 
(Lwin et al., 2019). When the data is retrieved, a checker will compare the stored parity 
bit to the one attached to the retrieved data and indicate whether an error has occurred. 
Unfortunately, this detection technique fails to detect multiple errors due to the double 
errors causing the parity to match. 

Hardening techniques at the device level involve manipulating the material at the 
fabrication process to diminish charge collection at the site of the particle strike. One 
process implemented is the silicon-on-insulator complementary metal oxide semiconductor 
CMOS method which provides radiation hardening by surrounding the active device in a 
silicon layer that separates it from the substrate (Hara et al., 2019). This method lessens 
the source and drain capacitance, reducing the device’s sensitivity to single-event effects. 

Filters for single-event transients have also been proposed to block the signals from 
affecting memory in storage nodes through transmission gates (Sayil et al., 2017). The 
method employs a range of voltages for the body and gate to produce a design that can filter 
single-event transients. The transmission gate method was compared against conventional 
transmission gates and tuneable transient filters. Testing was found to produce significant 
results with a relatively low area overhead.

On the other hand, circuit-level hardening reduces single-event effects by altering 
the circuit design. Triple modular redundancy (TMR) can also be applied at this stage 
(Sielewicz et al., 2017). In order to offset the high area overhead incurred by the triple 
modular redundancy method, an alternative method referred to as approximate triple 
modular redundancy has been proposed, which produces the logic equivalent of TMR while 
using fewer logic gates (Arifeen et al., 2020). Alternatively, a buffer gate or C-element 
can be deployed, only producing a valid output when the inputs are the same (Jiang et al., 
2018). A single event upset would result in differing inputs, which would cause the buffer 
gate to assume a high impedance state, obstructing the incorrect signal.  
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METHODOLOGY

The particle strike MOS device that causes soft error can be modelled as doubled 
exponential current pulse, as shown by Equation 1.

𝐼𝐼(𝑡𝑡) =
𝑄𝑄𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝜏𝜏𝑓𝑓 −  𝜏𝜏𝑟𝑟

(𝑒𝑒
−𝑡𝑡 𝜏𝜏𝑓𝑓� − 𝑒𝑒

−𝑡𝑡 𝜏𝜏𝑟𝑟� )       [1]

The model is to have fast rising time τr and slow falling time τf with a shape resembling 
a trapezoidal. The Qtotal denotes the total charge produced from the single event upset. 
The paper (Cha & Patel, 1993) proposed the rising and falling times for the soft error as 
50 ps and 164 ps, respectively.

C-element is widely used in asynchronous systems. It has two inputs and one output. 
If both inputs are high, the output is high vice versa; if both are low, the output is low. If 
inputs are unequal, the output remains in the previous state. The C-element has seen use 
as a memory element in such systems as memory storage. In this study, we used one of 
the C-element circuits, Differential Logic with Inverter Latch (DIL), as shown in Figure 
1, to observe and formulate the effect of soft error. When the inputs are unequal, the DIL 
configuration stores the previous value and will acts as memory storage. As DIL is an 
implementation of C-element, the memory storage of the circuit design is vulnerable to the 
effects of soft error, which may cause the bit in the inverter latch to flip, therefore storing 
an erroneous result.

The DIL inverter, which in this instance is used in 180nm technology, consists of weak 
inverters P5, P6, N5, N6 and two pull-down networks which consist of four transistors 
N1, N2, N3, and N4, as shown in Figure 1. The functionality of DIL can be explained 
as follows. Suppose both logic inputs A and B are low and A’ and B’ are high; under this 
condition, the output Out’ is high. 

Figure 1. Differential logic with inverter latch

The transistors N1 and N2 will be turned off, 
and N3 and N4 will be turned on. The transistor 
P5 will be turned off, and N5 will be turned on, 
discharging Out and pulling the signal down to 
low. If inputs A’ and B’ are low, with A and B being 
high, N1 and N2 will be turned on while N3 and 
N4 will be turned off. It will activate N6 and turn 
off P6, thus causing the output Out’ to become low 
and Out to be high. If either A or B is not equal, the 
output value Out’ is maintained by a weak transistor 
PMOS, which allows it to act as a memory circuit. 

N1, N2, N3, N4 are set at 1.44μm, while N5 and 
N6 have a width of 440nm, with P5 and P6 set at 
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900nm. Vulnerable nodes are identified, and current is injected into the nodes of different 
configurations of C-element, labelled as (i), (ii), (iii) and (iv), as shown in Figure 1. The 
amplitude of the current is increased until the state flip. Three possible scenarios on the 
soft error can cause the present state to flip, as shown in Figures 2 and 3, depending on 
the amplitude of the current. 

Two assumptions were made to compare the vulnerability of the nodes with soft error.
(i) As discussed earlier, the current pulse that caused the soft error is assumed to be 

trapezoidal, with fast rising and slow falling time.
(ii) The current pulse is assumed to hit the mid-point of the drain of PMOS and NMOS.
There are four nodes in DIL, and each is injected with the current pulse as described 

before. Three parameters are changed to observe the amount of critical charge needed to 
flip the state are as follows:

(a) Voltages are changed from 0.7 V to 1.5 V with a 0.1 V step interval. The temperature 
is set to room temperature (27 ºC)

(b) The temperature changes from -50 ºC to 200 ºC by taking only 5 points, -50 ºC, 
0 ºC, 27 ºC, 125 ºC and 200 ºC. Voltage is set to 1 V.

(c) The dimensions of the circuit elements are set at 1x and 2x the original size, with 
the technology maintained at 180nm. 

(d) The amplitude of the current pulse is increased until the state change is observed.
Three possible scenarios on the soft error can cause the present state to flip, as shown 

by Figures 2 and 3, depending on the amplitude of the current. 
(i) As shown by (a) in Figures 2 and 3, the soft error did not cause any significant 

pulse and did not cause any state change. The study (Fuchs et al., 2009) stated 
that if the generated pulse is less than 20% of the original value, the pulse will be 
propagated in the system without causing the state to flip.

Figure 3. Varying current amplitude for 1–0 logic stateFigure 2. Varying current amplitude for 0–1 logic state
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(ii) Figures 2 and 3 show that in (b), if the soft error causes a pulse that is more than 
20% of the original value, the pulse propagates in the system and may cause a 
problem.

(iii) For (c) in Figures 2 and 3, the soft error causes the state to change. The corrupted 
value propagates in the system and causes other problems in another system.

RESULTS AND DISCUSSION 

There are four vulnerable nodes identified in the DIL configuration, and current is injected 
in nodes (i), (ii), (iii) and (iv). Due to the symmetry construction of the circuit, the critical 
charge for nodes (i) and (iii) is equal to nodes (ii) and (iv). Figure 4 shows the critical 
charges needed to flip the state from 0–1 and 1–0 as the voltages changed from 0.7 to 1.5 
V. Generally, as voltage increases, the current driving increases, and therefore the threshold 
will increase. For 0–1, the critical charge is increased by 124% in nodes (i) and (ii) and 
increased by 207% in nodes (iii) and (iv). For 1–0, the critical charge is increased by 130% 
in nodes (ii) and (iv) for the same increment of the supply voltage. 

Figure 4. Critical charge (fF) vs voltage (V)

Figure 5 shows the critical charges needed to flip the state from 0-1 and 1-0 as the 
temperature changed from -50 ºC to 200 ºC. The maximum temperature of 200 ºC is selected 
to represent the temperature for automobiles utilising turbochargers and other boosting 
technologies. Generally, as temperature increases, the mobility of the carrier is reduced, 
causing the voltage threshold to be reduced. For 0-1, the critical charge is reduced by 3.7% 
in nodes (i) and (ii) and reduced by 16.8% in nodes (iii) and (iv). For 1–0, the critical charge 
is reduced by 3.8% in nodes (ii) and (iv) for the same increment of the supply voltage.
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 The temperature changes have a smaller effect compared with the voltage changes. 
As temperature increases, three factors have been degraded, contributing to lower critical 
charge. Lower critical charge results in the nodes becoming more vulnerable to soft error. 
The three factors are carrier mobility, threshold voltage and saturation velocity. 

Figure 5. Critical charge (fF) vs temperature (ºC) 
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Figure 6 shows the threshold charge required to flip the logic state as the voltage 
increases for a circuit with doubled dimensions. For the logic transition of 0–1, nodes (i) 
and (ii), as well as nodes (iii) and (iv), see a rise in critical charge of 187% and 300%, 
respectively. Meanwhile, the 1–0 logic change at nodes (iii) and (iv) shows an increase of 
180% with voltage. The critical charge follows a similar trend in the increase in voltage 
as it did at its original 1x dimensions. 

Figure 6. Critical charge (fF) vs voltage (V) transistor width doubled
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The critical charge is also generally higher than that of the circuit at 1x due to the 
reduction of critical charge that comes with downscaling in CMOS technologies. As 
the charge depends on the circuit capacitance and supply voltage, the abovementioned 
parameters would also follow downscaling of circuit size, reducing the critical charge. 

Figure 7 represents the critical charge of sensitive nodes (i), (ii), (iii) and (iv) as the 
temperature ranged from -50 ºC to 200 ºC with doubled dimensions. Node pairs (i), (ii), 
as well as (iii) and (iv), see critical charge at values much higher with doubled dimensions 
than with the original dimension size. The critical charge at nodes (i) and (ii) reduce by 
as much as 8% as the temperature increases. On the other hand, nodes (iii) and (iv) see a 
decrease in the critical charge of 20% at the transition point from 0–1 and 7% at 1–0. The 
effect of temperature on critical charge has a lesser degree compared to voltage. 

Figure 7. Critical charge (fF) vs temperature (ºC) 2x
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In order to compare the effects of the voltage and the temperature towards soft error, 
the standard deviation of the critical charge was obtained. Figure 8 compares the standard 
deviation of the critical charges concerning the different nodes with different parameters. 
Generally, the standard deviation of the nodes with voltage changes is higher than with 
temperature changes. For nodes (iii) and (iv), the state change from 0–1 is higher than for 
nodes with a state change of 1-0. The NMOS transistor is more sensitive to variations than 
the PMOS transistor. By increasing supply voltage, as shown by the standard deviation 
values, the DIL configuration has better protection against soft error.

At 2x dimensions, the voltage variations maintain a higher standard deviation than 
temperature, as shown in Figure 9. The critical charge is more prone to a higher degree 
of change in voltage response than temperature. The standard deviations for all transition 
points are lower for 2x dimensions than at 1x dimensions, showing that the changes 
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caused by voltage and temperature have less of an effect on the probability of soft error. 
The NMOS transistor at nodes (iii) and (iv) still see a higher standard deviation due to its 
higher vulnerability to voltage and temperature changes. 

Figure 9. Standard deviation (SD) voltage and temperature 2x
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The Qs defines the scaling of the collection charge. At the same time, Qs2 and Qs1 define 
different collection charges based on their respective technologies. Hazucha & Svensson 
(2000) suggested the transformation shown in Equations 2 and 3 to find the collection 
charge for NMOS, Qs2,N and PMOS, Qs2,P. fD2/ fD1 refer to the doping effects. fV2/ fV1 
refers to the effect of Vcc scaling.  

𝑄𝑄𝑠𝑠2,𝑁𝑁 =  
𝑓𝑓𝑓𝑓2,𝑁𝑁
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∗  
𝑓𝑓𝑓𝑓2,𝑁𝑁

𝑓𝑓𝑓𝑓1,𝑁𝑁
∗  𝑄𝑄𝑠𝑠1,𝑁𝑁  

𝑄𝑄𝑠𝑠2,𝑃𝑃 =  
𝑓𝑓𝑓𝑓2,𝑃𝑃

𝑓𝑓𝑓𝑓1,𝑃𝑃
∗  
𝑓𝑓𝑓𝑓2,𝑃𝑃
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∗  𝑄𝑄𝑠𝑠1,𝑃𝑃 

 

      [2]

Figure 8. Standard deviation (SD) voltage and temperature 1x
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      [3]

The values of fV1 and fD1 for gate length, LG equal to 0.8 μm.,0.6 μm., 0.35 μm. and 
0.1 μm were obtained from Hazucha & Svensson (2000). In this paper, the LG was equated 
to 0.18 μm. A graph was plotted for fV1 and fD1 for N and P, and the equation was obtained 
as shown in Equations 4 to 7.
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𝑓𝑓𝑓𝑓𝑁𝑁 = 0.16𝐿𝐿𝐺𝐺 + 1.01 

𝑓𝑓𝑓𝑓𝑃𝑃 = � 0.32𝐿𝐿𝐺𝐺 + 0.79 𝐿𝐿𝐺𝐺 ≤ 0.35
0.0065𝐿𝐿𝐺𝐺 + 0.9 𝐿𝐿𝐺𝐺 > 0.35� 

𝑓𝑓𝑓𝑓𝑁𝑁 = 1.4𝐿𝐿𝐺𝐺 + 0.14 

𝑓𝑓𝑓𝑓𝑝𝑝 = 1.85𝐿𝐿𝐺𝐺 + 0.005 

 

     [7]

The collection charge, Qs2 for LG, equal to 0.18, can be obtained using Equations 8 
and 9 for P and N.

𝑄𝑄𝑠𝑠2,𝑁𝑁 =  
0.16𝐿𝐿𝐺𝐺 + 1.01

𝑓𝑓𝑓𝑓1,𝑁𝑁
∗  

1.4𝐿𝐿𝐺𝐺 + 0.14
𝑓𝑓𝑓𝑓1,𝑁𝑁

∗  𝑄𝑄𝑠𝑠1,𝑁𝑁  

𝑄𝑄𝑠𝑠2,𝑁𝑁 =  
0.22𝐿𝐿𝐺𝐺2 + 1.44𝐿𝐿𝐺𝐺 + 0.14

𝑓𝑓𝑓𝑓1,𝑁𝑁𝑓𝑓𝑓𝑓1,𝑁𝑁
  𝑄𝑄𝑠𝑠1,𝑁𝑁 

𝑄𝑄𝑠𝑠2,𝑃𝑃 =

⎣
⎢
⎢
⎢
⎡

0.32𝐿𝐿𝐺𝐺 + 0.79
𝑓𝑓𝑓𝑓1,𝑁𝑁

∗  
1.85𝐿𝐿𝐺𝐺 + 0.005

𝑓𝑓𝑓𝑓1,𝑁𝑁
∗  𝑄𝑄𝑠𝑠1,𝑁𝑁  𝐿𝐿𝐺𝐺 ≤ 0.35

0.0065𝐿𝐿𝐺𝐺 + 0.9
𝑓𝑓𝑓𝑓1,𝑁𝑁

∗  
1.85𝐿𝐿𝐺𝐺 + 0.005

𝑓𝑓𝑓𝑓1𝑛𝑛
∗  𝑄𝑄𝑠𝑠1,𝑁𝑁  𝐿𝐿𝐺𝐺 > 0.35

⎦
⎥
⎥
⎥
⎤
 

𝑄𝑄𝑠𝑠2,𝑃𝑃 =

⎣
⎢
⎢
⎢
⎡ 0.59𝐿𝐿𝐺𝐺2 + 1.46𝐿𝐿𝐺𝐺 + 0.004

𝑓𝑓𝑓𝑓1,𝑃𝑃𝑓𝑓𝑓𝑓1,𝑃𝑃
  𝑄𝑄𝑠𝑠1,𝑃𝑃  𝐿𝐿𝐺𝐺 ≤ 0.35 

0.0129𝐿𝐿𝐺𝐺2 + 1.67𝐿𝐿𝐺𝐺 + 0.0045
𝑓𝑓𝑓𝑓1,𝑃𝑃𝑓𝑓𝑓𝑓1,𝑃𝑃

  𝑄𝑄𝑠𝑠1,𝑃𝑃  𝐿𝐿𝐺𝐺 > 0.35
⎦
⎥
⎥
⎥
⎤
 

 

    [8]
𝑄𝑄𝑠𝑠2,𝑁𝑁 =  

0.16𝐿𝐿𝐺𝐺 + 1.01
𝑓𝑓𝑓𝑓1,𝑁𝑁

∗  
1.4𝐿𝐿𝐺𝐺 + 0.14

𝑓𝑓𝑓𝑓1,𝑁𝑁
∗  𝑄𝑄𝑠𝑠1,𝑁𝑁  

𝑄𝑄𝑠𝑠2,𝑁𝑁 =  
0.22𝐿𝐿𝐺𝐺2 + 1.44𝐿𝐿𝐺𝐺 + 0.14

𝑓𝑓𝑓𝑓1,𝑁𝑁𝑓𝑓𝑓𝑓1,𝑁𝑁
  𝑄𝑄𝑠𝑠1,𝑁𝑁 

𝑄𝑄𝑠𝑠2,𝑃𝑃 =

⎣
⎢
⎢
⎢
⎡

0.32𝐿𝐿𝐺𝐺 + 0.79
𝑓𝑓𝑓𝑓1,𝑁𝑁

∗  
1.85𝐿𝐿𝐺𝐺 + 0.005

𝑓𝑓𝑓𝑓1,𝑁𝑁
∗  𝑄𝑄𝑠𝑠1,𝑁𝑁  𝐿𝐿𝐺𝐺 ≤ 0.35

0.0065𝐿𝐿𝐺𝐺 + 0.9
𝑓𝑓𝑓𝑓1,𝑁𝑁

∗  
1.85𝐿𝐿𝐺𝐺 + 0.005

𝑓𝑓𝑓𝑓1𝑛𝑛
∗  𝑄𝑄𝑠𝑠1,𝑁𝑁  𝐿𝐿𝐺𝐺 > 0.35

⎦
⎥
⎥
⎥
⎤
 

𝑄𝑄𝑠𝑠2,𝑃𝑃 =

⎣
⎢
⎢
⎢
⎡ 0.59𝐿𝐿𝐺𝐺2 + 1.46𝐿𝐿𝐺𝐺 + 0.004

𝑓𝑓𝑓𝑓1,𝑃𝑃𝑓𝑓𝑓𝑓1,𝑃𝑃
  𝑄𝑄𝑠𝑠1,𝑃𝑃  𝐿𝐿𝐺𝐺 ≤ 0.35 

0.0129𝐿𝐿𝐺𝐺2 + 1.67𝐿𝐿𝐺𝐺 + 0.0045
𝑓𝑓𝑓𝑓1,𝑃𝑃𝑓𝑓𝑓𝑓1,𝑃𝑃

  𝑄𝑄𝑠𝑠1,𝑃𝑃  𝐿𝐿𝐺𝐺 > 0.35
⎦
⎥
⎥
⎥
⎤
 

 

  [9]

The atmospheric neutron cross section per unit area 𝜌𝜌𝐸𝐸𝑁𝑁𝑓𝑓 = 𝐾𝐾𝑒𝑒𝐾𝐾𝑝𝑝(−𝑄𝑄𝐶𝐶𝐶𝐶𝐼𝐼𝐶𝐶 𝑄𝑄𝑠𝑠� ) 

𝜌𝜌𝑁𝑁,𝐸𝐸𝑁𝑁𝑓𝑓 = 𝐾𝐾 ∗ 𝑒𝑒𝐾𝐾𝑝𝑝

⎝

⎜
⎛ −𝑄𝑄𝐶𝐶𝐶𝐶𝐼𝐼𝐶𝐶

0.22𝐿𝐿𝐺𝐺2 + 1.44𝐿𝐿𝐺𝐺 + 0.14
𝑓𝑓𝑓𝑓1,𝑁𝑁𝑓𝑓𝑓𝑓1,𝑁𝑁

  𝑄𝑄𝑠𝑠1,𝑁𝑁
⎠

⎟
⎞

 

𝜌𝜌𝑃𝑃,𝐸𝐸𝑁𝑁𝑓𝑓 = 𝐾𝐾 ∗ 𝑒𝑒𝐾𝐾𝑝𝑝

⎝

⎜
⎜
⎜
⎛

−𝑄𝑄𝐶𝐶𝐶𝐶𝐼𝐼𝐶𝐶
0.59𝐿𝐿𝐺𝐺2 + 1.46𝐿𝐿𝐺𝐺 + 0.004

𝑓𝑓𝑓𝑓1,𝑃𝑃𝑓𝑓𝑓𝑓1,𝑃𝑃
  𝑄𝑄𝑠𝑠1,𝑃𝑃

 𝐿𝐿𝐺𝐺 ≤ 0.35

−𝑄𝑄𝐶𝐶𝐶𝐶𝐼𝐼𝐶𝐶
0.0129𝐾𝐾𝐿𝐿𝐺𝐺2 + 1.67𝐿𝐿𝐺𝐺 + 0.0045

𝑓𝑓𝑓𝑓1,𝑃𝑃𝑓𝑓𝑓𝑓1,𝑃𝑃
  𝑄𝑄𝑠𝑠1,𝑃𝑃

 𝐿𝐿𝐺𝐺 ≤ 0.35

⎠

⎟
⎟
⎟
⎞

 

 

 for N and P type drain are 
given below, which can be expanded from Equation 10, as shown in Equations 11 and 12. 
K is Coulomb’s constant. 

𝜌𝜌𝐸𝐸𝑁𝑁𝑓𝑓 = 𝐾𝐾𝑒𝑒𝐾𝐾𝑝𝑝(−𝑄𝑄𝐶𝐶𝐶𝐶𝐼𝐼𝐶𝐶 𝑄𝑄𝑠𝑠� ) 

𝜌𝜌𝑁𝑁,𝐸𝐸𝑁𝑁𝑓𝑓 = 𝐾𝐾 ∗ 𝑒𝑒𝐾𝐾𝑝𝑝

⎝

⎜
⎛ −𝑄𝑄𝐶𝐶𝐶𝐶𝐼𝐼𝐶𝐶

0.22𝐿𝐿𝐺𝐺2 + 1.44𝐿𝐿𝐺𝐺 + 0.14
𝑓𝑓𝑓𝑓1,𝑁𝑁𝑓𝑓𝑓𝑓1,𝑁𝑁

  𝑄𝑄𝑠𝑠1,𝑁𝑁
⎠

⎟
⎞

 

𝜌𝜌𝑃𝑃,𝐸𝐸𝑁𝑁𝑓𝑓 = 𝐾𝐾 ∗ 𝑒𝑒𝐾𝐾𝑝𝑝

⎝

⎜
⎜
⎜
⎛

−𝑄𝑄𝐶𝐶𝐶𝐶𝐼𝐼𝐶𝐶
0.59𝐿𝐿𝐺𝐺2 + 1.46𝐿𝐿𝐺𝐺 + 0.004

𝑓𝑓𝑓𝑓1,𝑃𝑃𝑓𝑓𝑓𝑓1,𝑃𝑃
  𝑄𝑄𝑠𝑠1,𝑃𝑃

 𝐿𝐿𝐺𝐺 ≤ 0.35

−𝑄𝑄𝐶𝐶𝐶𝐶𝐼𝐼𝐶𝐶
0.0129𝐾𝐾𝐿𝐿𝐺𝐺2 + 1.67𝐿𝐿𝐺𝐺 + 0.0045

𝑓𝑓𝑓𝑓1,𝑃𝑃𝑓𝑓𝑓𝑓1,𝑃𝑃
  𝑄𝑄𝑠𝑠1,𝑃𝑃

 𝐿𝐿𝐺𝐺 ≤ 0.35

⎠

⎟
⎟
⎟
⎞

 

 

       [10]
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Probability Formulation of Soft Error in Memory Circuit𝜌𝜌𝐸𝐸𝑁𝑁𝑓𝑓 = 𝐾𝐾𝑒𝑒𝐾𝐾𝑝𝑝(−𝑄𝑄𝐶𝐶𝐶𝐶𝐼𝐼𝐶𝐶 𝑄𝑄𝑠𝑠� ) 

𝜌𝜌𝑁𝑁,𝐸𝐸𝑁𝑁𝑓𝑓 = 𝐾𝐾 ∗ 𝑒𝑒𝐾𝐾𝑝𝑝

⎝

⎜
⎛ −𝑄𝑄𝐶𝐶𝐶𝐶𝐼𝐼𝐶𝐶

0.22𝐿𝐿𝐺𝐺2 + 1.44𝐿𝐿𝐺𝐺 + 0.14
𝑓𝑓𝑓𝑓1,𝑁𝑁𝑓𝑓𝑓𝑓1,𝑁𝑁

  𝑄𝑄𝑠𝑠1,𝑁𝑁
⎠

⎟
⎞

 

𝜌𝜌𝑃𝑃,𝐸𝐸𝑁𝑁𝑓𝑓 = 𝐾𝐾 ∗ 𝑒𝑒𝐾𝐾𝑝𝑝

⎝

⎜
⎜
⎜
⎛

−𝑄𝑄𝐶𝐶𝐶𝐶𝐼𝐼𝐶𝐶
0.59𝐿𝐿𝐺𝐺2 + 1.46𝐿𝐿𝐺𝐺 + 0.004

𝑓𝑓𝑓𝑓1,𝑃𝑃𝑓𝑓𝑓𝑓1,𝑃𝑃
  𝑄𝑄𝑠𝑠1,𝑃𝑃

 𝐿𝐿𝐺𝐺 ≤ 0.35

−𝑄𝑄𝐶𝐶𝐶𝐶𝐼𝐼𝐶𝐶
0.0129𝐾𝐾𝐿𝐿𝐺𝐺2 + 1.67𝐿𝐿𝐺𝐺 + 0.0045

𝑓𝑓𝑓𝑓1,𝑃𝑃𝑓𝑓𝑓𝑓1,𝑃𝑃
  𝑄𝑄𝑠𝑠1,𝑃𝑃

 𝐿𝐿𝐺𝐺 ≤ 0.35

⎠

⎟
⎟
⎟
⎞

 

 

   [11]

𝜌𝜌𝐸𝐸𝑁𝑁𝑓𝑓 = 𝐾𝐾𝑒𝑒𝐾𝐾𝑝𝑝(−𝑄𝑄𝐶𝐶𝐶𝐶𝐼𝐼𝐶𝐶 𝑄𝑄𝑠𝑠� ) 

𝜌𝜌𝑁𝑁,𝐸𝐸𝑁𝑁𝑓𝑓 = 𝐾𝐾 ∗ 𝑒𝑒𝐾𝐾𝑝𝑝

⎝

⎜
⎛ −𝑄𝑄𝐶𝐶𝐶𝐶𝐼𝐼𝐶𝐶

0.22𝐿𝐿𝐺𝐺2 + 1.44𝐿𝐿𝐺𝐺 + 0.14
𝑓𝑓𝑓𝑓1,𝑁𝑁𝑓𝑓𝑓𝑓1,𝑁𝑁

  𝑄𝑄𝑠𝑠1,𝑁𝑁
⎠

⎟
⎞

 

𝜌𝜌𝑃𝑃,𝐸𝐸𝑁𝑁𝑓𝑓 = 𝐾𝐾 ∗ 𝑒𝑒𝐾𝐾𝑝𝑝

⎝

⎜
⎜
⎜
⎛

−𝑄𝑄𝐶𝐶𝐶𝐶𝐼𝐼𝐶𝐶
0.59𝐿𝐿𝐺𝐺2 + 1.46𝐿𝐿𝐺𝐺 + 0.004

𝑓𝑓𝑓𝑓1,𝑃𝑃𝑓𝑓𝑓𝑓1,𝑃𝑃
  𝑄𝑄𝑠𝑠1,𝑃𝑃

 𝐿𝐿𝐺𝐺 ≤ 0.35

−𝑄𝑄𝐶𝐶𝐶𝐶𝐼𝐼𝐶𝐶
0.0129𝐾𝐾𝐿𝐿𝐺𝐺2 + 1.67𝐿𝐿𝐺𝐺 + 0.0045

𝑓𝑓𝑓𝑓1,𝑃𝑃𝑓𝑓𝑓𝑓1,𝑃𝑃
  𝑄𝑄𝑠𝑠1,𝑃𝑃

 𝐿𝐿𝐺𝐺 ≤ 0.35

⎠

⎟
⎟
⎟
⎞

 

 

 [12]

We defined the sensitive area of N and P type of DIL implementation as below:

𝐴𝐴𝑁𝑁,𝑓𝑓𝐼𝐼𝐿𝐿
(𝑖𝑖)  Sensitive drain area of N-type at node (i) 

𝐴𝐴𝑁𝑁,𝑓𝑓𝐼𝐼𝐿𝐿
(𝑖𝑖𝑖𝑖)  Sensitive drain area of N-type at node (ii) 

𝐴𝐴𝑁𝑁,𝑓𝑓𝐼𝐼𝐿𝐿
(𝑖𝑖𝑖𝑖𝑖𝑖)  Sensitive drain area of N-type at node (iii) 

𝐴𝐴𝑁𝑁,𝑓𝑓𝐼𝐼𝐿𝐿
(𝑖𝑖𝑓𝑓)  Sensitive drain area of N-type at node (iv) 

𝐴𝐴𝑃𝑃,𝑓𝑓𝐼𝐼𝐿𝐿
(𝑖𝑖𝑖𝑖𝑖𝑖)     Sensitive drain area of P-type at node (iii) 

𝐴𝐴𝑃𝑃,𝑓𝑓𝐼𝐼𝐿𝐿
(𝑖𝑖𝑓𝑓)   Sensitive drain area of P-type at node (iv) 

𝐴𝐴𝑁𝑁,𝑓𝑓𝐼𝐼𝐿𝐿
(𝑖𝑖)  Sensitive drain area of N-type at node (i) 

𝐴𝐴𝑁𝑁,𝑓𝑓𝐼𝐼𝐿𝐿
(𝑖𝑖𝑖𝑖)  Sensitive drain area of N-type at node (ii) 

𝐴𝐴𝑁𝑁,𝑓𝑓𝐼𝐼𝐿𝐿
(𝑖𝑖𝑖𝑖𝑖𝑖)  Sensitive drain area of N-type at node (iii) 

𝐴𝐴𝑁𝑁,𝑓𝑓𝐼𝐼𝐿𝐿
(𝑖𝑖𝑓𝑓)  Sensitive drain area of N-type at node (iv) 

𝐴𝐴𝑃𝑃,𝑓𝑓𝐼𝐼𝐿𝐿
(𝑖𝑖𝑖𝑖𝑖𝑖)     Sensitive drain area of P-type at node (iii) 

𝐴𝐴𝑃𝑃,𝑓𝑓𝐼𝐼𝐿𝐿
(𝑖𝑖𝑓𝑓)   Sensitive drain area of P-type at node (iv) 

The total area of vulnerable for DIL is defined by Equation 13.

𝐴𝐴𝑓𝑓𝑣𝑣𝑡𝑡𝑛𝑛𝑒𝑒𝑟𝑟𝑡𝑡𝑣𝑣𝑡𝑡𝑒𝑒 (𝑓𝑓𝐼𝐼𝐿𝐿) = 𝐴𝐴𝑁𝑁,𝑓𝑓𝐼𝐼𝐿𝐿
(𝑖𝑖) +𝐴𝐴𝑁𝑁,𝑓𝑓𝐼𝐼𝐿𝐿

(𝑖𝑖𝑖𝑖) + 𝐴𝐴𝑁𝑁,𝑓𝑓𝐼𝐼𝐿𝐿
(𝑖𝑖𝑖𝑖𝑖𝑖) + 𝐴𝐴𝑁𝑁,𝑓𝑓𝐼𝐼𝐿𝐿

(𝑖𝑖𝑓𝑓) +𝐴𝐴𝑃𝑃,𝑓𝑓𝐼𝐼𝐿𝐿
(𝑖𝑖𝑖𝑖𝑖𝑖) + 𝐴𝐴𝑃𝑃,𝑓𝑓𝐼𝐼𝐿𝐿

(𝑖𝑖𝑓𝑓)  

 

𝐴𝐴𝑓𝑓𝑣𝑣𝑡𝑡𝑛𝑛𝑒𝑒𝑟𝑟𝑡𝑡𝑣𝑣𝑡𝑡𝑒𝑒 (𝑓𝑓𝐼𝐼𝐿𝐿) = 𝐴𝐴𝑁𝑁,𝑓𝑓𝐼𝐼𝐿𝐿
(𝑖𝑖) +𝐴𝐴𝑁𝑁,𝑓𝑓𝐼𝐼𝐿𝐿
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Figure 10 shows the probability of the node getting a soft error as the voltages changed 
from 0.7 to 1.5 V for 1x and 2x dimensions. The drain of PMOS is more vulnerable towards 
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soft error compared with NMOS. For nodes (i) and (ii) at 1x, the probability is reduced by 
64% as the voltage increased due to the critical charge needed to flip the output increase 
by 183%, as discussed before. For the feedback inverter, the probability of NMOS drain 
(Node (iii) and Node (iv)) is reduced by 106% due to the critical charge increased by 
327% for the same voltage increment. Similarly, for the feedback inverter, the probability 
of PMOS drain (Node (iii) and Node (iv)) is reduced by 124% due to the critical charge 
increasing by 193% for the same voltage increment. 

The probabilities of soft error striking nodes with an increase in voltage with transistor 
widths doubled are shown in Figure 10, as the voltage ranges from 0.7 to 1.5V. Compared 
to the original dimensions, the probability of soft error affecting the nodes is generally 
lower with the doubled transistor dimensions than at the original dimensions. The variation 
in voltage was repeated in the simulations with the new dimensions. At nodes (i) and (ii), 
with dimensions at 2x, the probability of soft error sees a 151% decrease as the voltage was 
increased compared to the probability decrease of 64% at dimensions of 1x. For nodes (iii) 
and (iv) at the feedback inverter point at the NMOS drain, the decrease in probability was 
seen to be at 241% at doubled dimensions, with critical charge increasing by 309%. On 
the other hand, for the PMOS drain node at the feedback inverter, the soft error probability 
goes down by 323%. 

Figure 10. Probability vs Voltage (V) 1x and 2x
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Figure 11 shows the probability of the node getting a soft error as the temperature 
changed from -50 ºC to 200 ºC for 1x and 2x dimensions. Compared with the probability 
due to the voltage changes, the probability of change due to temperature is insignificant. For 
nodes (i) and (ii), the probability is only increased by 2.5% as temperature increased due to 
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the critical charge needed to flip the output reduced by 5.1%, as discussed before. For the 
feedback inverter, the probability of NMOS drain (Node (iii) and Node (iv)) is increased 
by 9.1% due to the critical charge being reduced by 21.9% for the same temperature 
increment. Similarly, for the feedback inverter, the probability of PMOS drain (Node (iii) 
and Node (iv)) is increased by 3.9% due to the critical charge being reduced by 5.3% for 
the same temperature increment.

The probability of nodes being affected by soft error at a range of temperatures of -50ºC 
to 200ºC with doubled dimensions is shown in Figure 11. Nodes (i) and (ii) see an increase 
in the probability of about 6.79% at 2x dimensions as the temperature increases as opposed 
to the increase of 2.5% at 1x dimensions. For the transition from 0-1, nodes (iii) and (iv) 
see an increase of 15.4% in the probability of soft error. Meanwhile, 1-0 has a probability 
increase of 9.07% as the temperature increases. The probability at 2x dimensions is lower 
at all points than at 1x. 

Figure 11. Probability vs temperature (ºC) 1x and 2x
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probability of getting SEU increases as temperature increases. From our simulation, the 
drain of NMOS is very sensitive to voltage and temperature changes compared with to 
drain of PMOS. 
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ABSTRACT

Washed rice water (WRW) is often used as liquid plant fertilizer. However, there is no 
study on nutrient leaching of soils due to frequent WRW application. Therefore, a column 
study was undertaken to evaluate the rate of nutrient leaching losses, nutrient retention, and 
recovery of elements in leachates of three different soil textures irrigated with WRW. The 
treatments were 3 soil textures and 2 water types. The treatments were evaluated for 8 weeks, 
and the soils and leachates were measured biweekly. Factorial and repeated measurements 
in a completely randomized design were therefore employed. Higher cumulative leaching of 
the elements was found in sandy clay loam soil with 666.29, 378.13, 138.51, 50.82, 44.61, 
and 27.30 mg L-1 of K, P, Mg, Ca, NH4

+-N, and NO3
--N, respectively. Higher percentages 

of elements recovery in leachate were found in the sandy clay loam soil with a range of 
increase by 37.8–283.1% than the other two soil textures. In contrast, after 8 weeks of 
WRW application, the clay and silt loam soils had a range of increase in nutrient retention 
by 0.43–1358.5% than the sandy clay loam, with P and NO3

--N being the highest and the 
lowest elements retained, respectively, for all soil textures. This study showed that frequent 

WRW disposal on sandy textured soils risks 
higher environmental contamination, mainly 
due to the soil’s lower water retention and 
nutrients, leading to nutrient leaching. 
Therefore, organic amendments should be 
added to sandy textured soils.

Keywords: Contamination, environment, leaching, 
nutrients, nutrient retention, soil texture
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INTRODUCTION

Milled rice is washed prior to cooking to remove the bran, dust, and dirt from the rice 
(Juliano, 1993). However, rice washing removed a significant amount of water-soluble 
nutrients from the rice into the washed rice water (WRW), and these leached nutrients could 
be used as a liquid plant nutrient source and soil amendment (Nabayi, Teh, et al., 2021). 
The WRW nutrient contents depend on the rice washing rates: the volume of water used, 
how long and how aggressively the rice is washed, as well as the time the WRW was kept 
before use. These factors have all been found to affect the concentration of the elements in 
WRW (Nabayi, Sung, Zuan & Paing, 2021;  Nabayi, Sung, Zuan, Paing & Akhir, 2021). 
Several studies (Juliano, 1993; Wulandari et al., 2012) have reported the N, P, K, Ca, Mg, 
and S contents of WRW to range from 40 to 16,306 mg L-1. Furthermore, He, Feng, Hu et 
al. (2016) reported that WRW has concentrations of NO3

–,NO2
–, NH4

+, total N, and total 
P in the range of 4.19–10.14, 0–0.08, 2.57–39.72, 51.26–84.79, and 23.41–58.12 mg L-1, 
respectively. Therefore, Siagian (2018) stated that the indiscriminate disposal of WRW is 
harmful to the environment (e.g., via N and P pollution).

Nutrient leaching varies with soil properties and rainfall amount. This problem is 
problematic for highly weathered tropical soils, e.g., Oxisols and Ultisols, characterized by 
low nutrient retention capacity and rapid organic residue decomposition (Ishak & Jusop, 
2010). The leaching of nutrients is mainly controlled by the soil type and the soil’s sand 
and clay contents (Tahir & Marschner, 2017). Malaysian soils range widely in texture, 
from having as low as 3% (sandy soils) to over 90% (clayey soils) of clay content. The 
average amount of sand in Malaysian soils is 41%, nearly the same as that of the clay 
content, 43% (Teh et al., 2017). Malaysian soils have bulk density values ranging from 0.8 
to 1.9 Mg m-3 (Teh et al., 2017), depending on the soil management practices. Differences 
in the soil bulk directly affect soil porosity, determining soil water retention. Sandy soils 
usually have higher void ratios, leading to a higher leaching rate than clayey textured soils 
(Tahir & Marschner, 2017). Depending on the soil compaction, organic matter content, 
and soil texture, different soils have different saturation, field capacity, and permanent 
wilting points. For Malaysian soils, the volumetric soil water content at saturation, field 
capacity, and permanent wilting point can range between 36–89%, 10–67%, and 3–49%, 
respectively, giving the available volumetric soil water content between 1% and 13% 
(Teh et al., 2017). Therefore, in contrast to its clayey soils, sandy soils would experience 
larger nutrient leaching due to the former soils’ higher porosity and hydraulic conductivity. 
Nutrient retention is typically low in sandy soils, and therefore, 20–80% of applied nutrients 
would be leached or runoff into ground and surface waters (Manevski et al., 2015; Yaghi 
& Hartikainen, 2013). Waste nutrients flow easily into the estuary because of the inherent 
properties of hydrological connectivity (Yin et al., 2020). If wastewater’s soluble reactive 
P concentration exceeds 0.04 mg L−1, eutrophication may develop (Zeng et al., 2016). 
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Similarly, because conventional K fertilizers are very soluble, a large amount of K might 
be lost through leaching (Alfaro et al., 2004). 

WRW contains nutrients in appreciable quantities, including N and P, which found their 
way to the water bodies and environments; N and P are the two main sinks of all domestic 
and industrial waste. The improper disposal of the WRW could accumulate these elements 
in water bodies and the groundwater, resulting in eutrophication that threatens humans 
and marine life (He, Feng, Peng, et al., 2016). Many studies have reported using WRW as 
liquid fertilizer to increase plant growth, and they attributed the plant increased growth to 
the nutrients contained in the WRW (Bahar, 2016; Sairi et al., 2018; Wardiah et al., 2014). 
However, these WRW nutrients are in soluble forms, which makes them prone to leaching. 
Different soil textures exhibit different water and nutrient retention characteristics, with 
sandy soils having lower nutrient retention capabilities (Matichenkov et al., 2020). WRW 
is beneficial in what is probably the first and most in-depth study on WRW (Nabayi, Sung, 
Zuan, Paing & Akhir 2021), but what is still lacking is the information on nutrient losses 
when WRW have to be applied frequently (such as daily). Therefore, there is a need to 
assess the nutrient leaching rate of different soil textures for a short-term period to guide 
how different soil textures behave when subjected to a continuous WRW application. 
Hence, the objectives of the study were: (1) to determine the nutrients: NH4

+–N, NO3
––N, 

P, K, Ca, and Mg leaching losses from different soil textures under continuous WRW 
application, and (2) to determine the soil nutrient retention and element percent recovery 
from the leachate of these soils due to the continuous WRW application. 

MATERIALS AND METHODS

Soil Collection

Three soils with contrasting textures (i.e., sandy clay loam, silt loamy, and clay) were 
collected from various locations in Universiti Putra Malaysia (UPM), Faculty of Agriculture 
complex (2.984761° N, 101.7336° E). All soils were taken from a depth of 0-0.3 m. A 
preliminary survey was carried out to assess the soil textures before the soil collection. 
The soils (separately) were collected using a shovel and auger, mixed thoroughly, and air-
dried in the laboratory (Department of land management, UPM). In addition, disturbed 
and undisturbed (using core samplers) soil samples were also collected to determine other 
physical and chemical properties.

Soil and WRW Preparation and Analysis

Washed rice water was prepared in the laboratory using commercially available medium-
grained rice (Rambutan brand) (Padiberas Nasional Berhad, Malaysia). Fresh WRW 
was prepared in the volumetric water-to-rice ratio of 3:1, the recommended water-to-
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rice washing ratio by Nabayi, Sung, Zuan, and Paing (2021) and Nabayi, Sung, Zuan, 
Paing, and Akhir (2021). The mixture was obtained using a mixing machine (Bossman 
Kaden Matte BK-100S, Japan) at 80 rpm (0.357g) for 90 seconds. The mixture was then 
separated using sieves (<0.5 mm sizes). The WRW was only prepared during application 
time to preserve its freshness. Atomic absorption spectrophotometer (AAS) (Perkin Elmer, 
PinAAcle, 900T, Waltham, MI, USA) was used to determine K, Ca, and Mg elements, 
while P was determined by Auto Analyzer (AA) (Leachat QuikChem FIA+ 8000 series, 
Ontario, Canada). NH4

+–N and NO3
––N were determined by the Kjeldahl procedure 

(Stevenson, 1996). 
Soil pH was measured in a soil-water suspension with a soil: water ratio of 1:2.5 

(McLean, 1983) using the 827pH lab meter (Metrohm AG, Zurich, Switzerland). The 
combustion method measured soil total C and N (Skjemstad & Baldock, 2007) using the 
Leco CR-412 Carbon Determinator (LECO Corp., St. Joseph, MI, USA). The contents 
of exchangeable soil bases (K, Ca, and Mg) and cation exchange capacity (CEC) were 
assessed by AAS and AA, respectively, after being extracted by the leaching method 
using neutral 1 M ammonium acetate (NH4OAc) solution (Thomas, 1982). Soil available 
P was extracted using the Bray II method (Bray & Kurtz, 1945) and determined using AA 
(Leachat QuikChem FIA+ 8000 series, Ontario, Canada). 

The pipette method determined soil particle size analysis (Gee & Bauder, 1986). The 
pressure plate method measured the soil water retention curve for matric potentials 0.0 to 
-1.5 MPa (Richards, 1947). Soil water content at saturation (SAT), field capacity, and the 
permanent wilting point is the amount of water held in the soil at 0.0, -0.33, and -1.5 MPa, 
respectively. Volumetric soil moisture contents were determined following Gardner (1986). 

Preparation of Soil Columns

Each soil texture was air-dried and sieved through a 
4-mm sieve, removing the stones and soil clods. Soil 
columns were constructed and fitted using PVC tubing 
and end caps on the bottom. Drainage holes of about 
0.3 cm were made through the caps’ end and attached 
to each column’s end. Each column measured 78 mm 
in diameter, and 300 mm in length, giving a volume 
of 1433.7 cm3. A plastic net was cut and placed at the 
bottom of each tube, followed by 100 g of coarse sand 
to prevent waterlogging. The concave part of the end 
cap that extended below the base of the PVC column 
was filled with sand (Figure 1). Each soil column was 
packed with air dry weight equivalent of about 2.15 

Figure 1. Lysimeter column set-up
Note. Dimension in mm

78

Soil 
sample

Clean 
sand

300
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kg soil via packing down the columns with concurrent soil addition. All the columns, 
irrespective of their soil texture content, were finally packed to have a bulk density of 1.5 
Mg m-3. 

Soil Column Incubation and Leaching

For 8 weeks, the columns were incubated at a constant temperature and relative humidity 
of 28 oC and 65%, respectively. A total of 18 columns were used, with 9 (3 soil textures 
replicated 3 times) receiving WRW treatments, while the remaining 9 (3 soil textures 
replicated 3 times) receiving tap water treatment. Before the application of either WRW 
or tap water, the dry soils, after packing, were wet to their initial saturation level (SAT) 
moisture content. The amount of water added was computed by multiplying the SAT 
moisture content of each soil texture by the volume of the PVC tube. The water was added 
slowly with glass to prevent water ponding and pores clogging and help diffuse water drops. 
After 12 hrs of the initial wetting, the application of the treatment (WRW or tap water) 
started. About 5 mm equivalent of either water type was applied once daily. Leachate was 
collected using a plastic bottle attached to the leaching tube to minimize evaporation from 
each column for about 24 hrs after the start of the leaching event. The leachate collected 
was measured daily before a subsequent watering event and transferred into a plastic vial. 
The leachates collected were pooled biweekly and measured for NH4

+–N and NO3
––N 

using the Kjeldahl digestion and distillation procedure (Stevenson, 1996). About 100 mL 
of leachates samples were filtered (Whatman No. 2, 11μm size) and analyzed for P, K, Ca, 
and Mg after acidifying (using 0.1N HCl) biweekly using AAS (Perkin Elmer, PinAAcle, 
900T, Waltham, MI, USA). The different soils under WRW treatment were also sampled 
biweekly for volumetric moisture content determination.   

Data Analysis

The overall experimental design used was completely randomized in factorial arrangement, 
which comprised 3 soil textures and 2 water types with 3 replications (18 columns). 
Leachate samples were collected from each leaching column daily for 8 weeks, while the 
nutrient analysis was carried out biweekly. Nutrient retention of the elements in the soils 
was determined using Equation 1, and the mass balance analysis was used to estimate the 
percentage of element recovery in the leachate using Equation 2, as given by Laird et al. 
(2010):

Nxi = Nwrx - NLi          [1] 

 

Rxi =  (X𝑙𝑙𝑙𝑙  − X𝑐𝑐)∗100
X𝑚𝑚𝑚𝑚𝑙𝑙  

  

   [1]

Nxi = Nwrx - NLi          [1] 

 

Rxi =  (X𝑙𝑙𝑙𝑙  − X𝑐𝑐)∗100
X𝑚𝑚𝑚𝑚𝑙𝑙  

     [2]
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where Nxi is the mass retained for X element for column i, Nwrx is the mass of X element 
present in the WRW, NLi is the mass of the element leached L from column i, Rxi is the 
percent nutrient recovery of X element for column i, XLi is the mass of X element that 
leached from column i, Xc is the average mass of X element that leached from control 
columns for the different soil texture, and Xmw is the mass of X element in the WRW that 
was added to column i. The nutrient retention was only analyzed for WRW treatment 
based on the different soil textures. Statistical analysis was conducted using Minitab for 
Windows, version 20 (Pennsylvania State University, USA). Percent element recovery 
and soil nutrient retention were analyzed using one-way ANOVA, while nutrient leaching 
was analyzed factorially with the soil texture and sampling weeks as factors. Significant 
means were separated using Tukey’s Studentized Range test at a threshold probability 
level of 5%. 

RESULTS AND DISCUSSION

Effect of WRW Application on Nutrient Leaching

The highest leaching of all elements was consistently observed in sandy clay loam soil, 
which differed significantly (p<0.01) from the other two soil types that mostly have similar 
losses with each other irrespective of the sampling week. The leaching of the elements 
increased in the order of sandy clay loam> silt loam> clay for NH4

+–N, NO3
––N, P, K, 

Ca, and Mg. In the last week of the experiment (8 weeks), the sandy clay loam soil had a 
range increase in NH4

+–N, NO3
––N, P, K, Ca, and Mg leaching by 29.6–33.6, 21.3–25.9, 

34.5–36.8%, 31.9–40.9%, 26.9–39.9%, and 30.3–46.5%, respectively, then the silt loam 
and clay soils (Figure 2). The leaching losses for other elements in clay and silt loam soils 
are constant over time. Significantly higher leaching of the elements in sandy clay loam 
soil could be attributed to its lower water and nutrient retention relative to the other two 
soils. Sandy soils usually have low nutrient retention capabilities (Matichenkov et al., 
2020). The lower retention of nutrients in the sandy clay loam could also be seen in its 
comparatively lower water-holding capacity than the other two soil textures (Table 1). The 
leaching of the elements from these soils due to the continuous WRW application indicates 
the nutrient leaching potentials of WRW to the groundwater, particularly in sandy soils, 
because of its lower water retention that led to the higher leaching volume, as shown in 
Figure 3a. Sandy soils have a higher leaching rate than clayey textured soils due to the 
higher void ratios of the former (Tahir & Marschner, 2017).

The physical structure and water-holding capacity have been suggested as the main 
factors that affect the soil retention capacities of NO3

– and P (Pratiwi et al., 2016). The 
addition of WRW over time has slightly raised the volumetric moisture contents of the 
soils used in this study (Figure 3b). Sandy clay loam soil had the least response to WRW 
amendment application, with only a 4.8% increase in volumetric moisture content at week 
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Figure 2. Means (± SE) of the interaction effect between sampling week and soil texture on the leaching of 
(a) NH4

+–N, (b) NO3
––N, (c) P, (d) K, (e) Ca, and (f) Mg. Within the same chart, means with different letters 

are significantly different (p<0.05) based on the Tukey test
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Figure 3. Means (± SE) of (a) leaching volume under continuous WRW application and (b) interaction effect 
between the soil texture and sampling week on volumetric moisture content. Within the same chart, means 
with different letters are significantly different (p<0.05) based on the Tukey test

Table 1 
Physicochemical properties of the different soils used in the study 

Parameters Sandy clay loam Silt loam Clay
pH 5.32±0.21 6.3±0.11 6.8±0.26

EC (dS m−1) 0.72±0.05 1.03±0.10 0.62±0.04
Particle size distribution (%)

Clay (<2 μm) 21.59±1.21 17.8±1.01 65.19±2.76 
Silt (2-50 μm) 6.63±0.67 54.69±1.37 9.28±0.07 

Sand (> 50 μm) 71.78±3.41 27.51±1.62 25.53±1.60 
Texture class (USDA) Sandy clay loam Silt loam Clay

Total C (%) 1.01±0.05 1.47±0.10 1.75±0.03
Total N (%) 0.08±0.01 0.12±0.01 0.15±0.01

NH4
+–N (mg kg-1) 38.8±0.24 31.9±1.26 34.54±1.75

NO3
––N (mg kg-1) 3.70±0.12 5.96±0.42 4.85±0.32

P (mg kg-1) 12.4±0.41 23.6±1.02 19.2±0.81
K (cmol kg-1) 2.70±0.08 0.98±0.05 1.51±0.03
Ca (cmol kg-1) 7.89±0.52 5.41±0.11 7.79±0.22
Mg (cmol kg-1) 2.81±0.11 1.72±0.03 0.95±0.05

Bulk density (Mg m−3) 1.50±0.04 1.60±0.04 1.55±0.02
CEC (cmol kg-1) 7.24±0.13 6.33±0.14 11.24±0.30

Volumetric soil water content (m3 m-3)
Saturation 0.62±0.03 0.73±0.02 0.78±0.03

Field capacity 0.31±0.01 0.37±0.01 0.45±0.01
Permanent wilting point 0.13±0.01 0.21±0.01 0.26±0.01
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8 relative to the second week of sampling. The addition of amendments found improved 
soil aggregate and pore structure and subsequent increase in water holding capacity of 
soils (Liu et al., 2020; Villagra-Mendoza & Horn, 2018). In this study, the improvement 
in volumetric moisture content could be due to WRW elements, particularly the C content 
that is transferred altogether during the watering. Continuous rice washing will increase 
the nutrients leaching from the rice into the WRW. The WRW contains a greater amount 
of carbon (3.63 g L−1) (Table 2), which could help bind the soil particles together, thereby 
improving the water and nutrient-holding capacity of the soil. Nabayi, Sung, Zuan, Paing, 
and Akhir (2021) reported C among the greater elements leached from washing rice, 
which could help improve the soil’s retention capacity. The significantly lower retention 
of the NO3

––N in the soils, especially the sandy clay loam, could be attributed to the lower 
retention and higher leaching of NO3

––N in the soil relative to the other soil textures. 
Leaching results by Cui et al. (2021) infer that NO3

––N is more susceptible to leaching 
than the P, corroborating our results. The decrease in the concentration of P leaching of 
the soils relative to what was added from the WRW could be due to the increase in soil P 
retention or precipitation of P by Ca and or Mg ions, as stated by other studies (Fang et 
al., 2020; Mitrogiannis et al., 2017). Similarly, Tahir and Marschner (2017) reported lower 
leaching of inorganic N in clay-amended soil than in sandy soil.

The cumulative leaching of the elements from the different textured soils at the end 
of the 8-week study was in the order K > P > Mg > NH4

+–N > Ca > NO3
––N. The higher 

cumulative leaching of K and P could be due to their greater content in the WRW relative 
to other elements (Table 2). The least Ca leachate recorded in the soils relative to other 
elements could be attributed to its precipitation by P and other micronutrients such as Zn. 

Table 2 
Means (± SE) element analyses of washed rice water (WRW) and tap water

Parameters WRW * Tap Water 
pH 6.53 ± 0.02 6.58 ± 0.02

EC (µS cm−1) 372.83 ± 34.53 125.36 ± 28.21
Total C (g L−1) 3.63±0.12 0.03 ± 0.002

S (g L−1) 0.60±0.04 100 ± 9.64
Total N (mg L−1) 80.50 ± 5.20 30.20 ± 4.12
NH4

+–N (mg L−1) 18.88 ± 1.68 1.44 ± 0.04
NO3

––N (mg L−1) 16.02 ± 1.41 1.45 ± 0.03
P (mg L−1) 57.74±3.76 0.05 ± 0.02
K (mg L−1) 123.84±14.21 5.74 ± 0.15
Ca (mg L−1) 18.68±2.10 10.95 ± 0.06
Mg (mg L−1) 19.37±1.76 0.97 ± 0.06

Note. * the WRW was obtained at 3:1 volumetric water-to-rice ratio washed at 80 rpm
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Kleinman et al. (2002) and Nabayi, Sung, Zuan, Paing, and Akhir (2021) found a positive 
relationship between Ca and P which indicates that the availability of one would affect 
the other. The higher cumulative leaching of K, irrespective of the soil texture, could be 
due to its monovalent nature, which makes it more easily leachable than other elements. 
Monovalent elements such as K, NH4

+–N, and NO3
––N, among others, have higher solubility 

relative to their divalent counterparts (i.e., Ca and Mg) (Petrucci et al., 2011) and, therefore, 
leached easily (Nabayi, Sung, Zuan, Paing & Akhir, 2021). For soil texture, the sandy clay 
loam had higher cumulative leaching of the elements with 666.29, 378.13, 138.51, 50.82, 
44.61, and 27.30 mg L-1 of K, P, Mg, Ca, NH4

+–N, and NO3
––N, respectively, while the 

least were mostly obtained in the textured clay soil (Figure 4). After 8 weeks of WRW 
application, the clay and silt loam soils were shown to retain the WRW nutrients more 
than the sandy clay loam soil. The higher retention in clay and silt loam soils could be 
due to their greater proportions of smaller particle sizes with higher surface area to attract 
the elements rather than being allowed to leach, as was the case in the sandy clay loam 
soil. Clay soil is dominated by micropores which can retain higher water and nutrients 
than sandy soil (Bollyn et al., 2017). Tahir and Marschner (2017) reported that amending 
sandy soil with clay soil decreased N and P nutrient leaching and increased their retention 
in the sandy amended soil.

The summary of ANOVA for the leachate analyzed parameters under different soil 
textures, water types, and weeks is presented in Table 3. The interaction between soil texture, 
water type, and week on NH4

+–N and NO3
––N, P and K, and Ca and Mg, respectively, 

showed that significantly higher elements were observed in the WRW-treated soils while 
the least was obtained in the tap water treated soils (Figures 5 to 7). Under all the tap water 
treatments, the leaching of the nutrients was in the order Ca > K > Mg > P > NH4

+–N > 
NO3

––N. The tap water treatments, irrespective of the soil texture, leached lower NH4
+–N 

(152.6-206.6%), NO3
––N (37.1–170%), P (1509.8–1815.9%), K (896.4–1080.0%), and 

Mg (329.1–431.1%) than the WRW treated soils. On the other hand, the tap water-treated 
soils had higher leaching of Ca (25.5–47.7%) than the WRW-treated soils. 

Table 3 
Summary of analysis of variance (ANOVA) showing Pr > F for leachate analyzed parameters under different 
soil texture (ST), water type (WT), and week (W) 

Parameters ST WT W STxWT STxW WTxW STxWTxW
NH4

+–N ** ** ** ** ** ns *
NO3

––N ** ** ** ** ** ns *
P ** ** ** ** ** ** **
K ** ** ** ** ns ** ns
Ca ** ** ns ns ** ** **
Mg ** ** ns *** ** * **
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Figure 4. Cumulative leaching (±SE) after 8 weeks for (a) NH4
+–N, (b) NO3

––N, (c) P, (d) K, (e) Ca, and (f) 
Mg under different soil textures. Within the same chart, means with different letters are significantly different 
(p<0.05) based on the Tukey test
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Figure 5. Means (± SE) of an interaction effect between ST, WT, and W on (a) NH4
+–N and (b) NO3

––N leaching. 
Within the same chart, means with different letters are significantly different (p<0.05) based on the Tukey test 
(means separations based on all treatment combinations). WRW washed rice water, TW tap water, ST soil texture, 
WT water type, W sampling week

Figure 6. Means (± SE) of an interaction effect between ST, WT, and W on (a) P and (b) K leaching. Within 
the same chart, means with different letters are significantly different (p<0.05) based on the Tukey test (means 
separations based on all treatment combinations). WRW washed rice water, TW tap water, ST soil texture, WT 
water type, W sampling week

Figure 7. Means (± SE) of an interaction effect between ST, WT, and W on (a) Ca and (b) Mg leaching. Within 
the same chart, means with different letters are significantly different (p<0.05) based on the Tukey test (means 
separations based on all treatment combinations). WRW washed rice water, TW tap water, ST soil texture, 
WT water type, W sampling week

(a) (b)

(a) (b)

(a) (b)
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Soil Nutrient Retention and Percentages of Elements Recovery in Leachate 

The mass of the elements added with the WRW, nutrient retention in the soil after WRW 
application for 8 weeks, and percentage mass of element recovery in leachate is shown 
in Table 4. In contrast to the cumulative nutrients leached from different soil textures, 
there was higher retention of the nutrients due to the WRW application observed in clay 
soil, followed by silt loam, while the sandy clay loam soil had the least. The clay and 
silt loam textured soils had a range increase of 3.9–18.2% NH4

+–N, 0.43–8.4% NO3
––N, 

25.4–1358.5% P, 18.1–187.5% K, 5.3–30.1% Ca, and 25.2–705% Mg than the sandy clay 
loam textured soil. The K was the highest element leached and retained regardless of soil 
texture. Despite its solubility, the higher retention of the K could be associated with its 
greater amount (relative to other elements) in the WRW (Table 2). Despite K being easily 
leached due to its higher solubility (Nabayi, Sung, Zuan, Paing & Akhir, 2021; Petrucci 
et al., 2011), it also can replace elements in the soil surface via adsorption. The higher 
retention of other elements in the clay compared to the silt loam and sandy clay loam soils 
could be attributed to the soil’s higher nutrient and water retention capacity, indicated in 
its higher CEC (Table 1). 

The availability of nutrients in soils and streams is mainly affected by the soil colloids, 
and the smaller the colloids, the higher the retention sites of the soils (Bollyn et al., 
2017). The soil colloids may bind large portions of readily available plant nutrients and 
organic matter (Carstens et al., 2018). Clay soil is dominated by micropores that retain 
higher water and nutrients than sandy soil. Tahir and Marschner (2017) reported that 
amending sandy soil with clay soil decreased N and P nutrient leaching and increased 
their retention in the sandy amended soil. However, the least retained element was Mg, 
irrespective of the soil texture, which was negative in sandy clay loam (Table 4). The 
negative retention in sandy clay loam indicated the leaching of Mg greater than the 
amount added through WRW application, and this surplus came from the inherent soil 
Mg content. The lower retention of Mg in all soil textures could be associated with the 
lower Mg content of the WRW. The significantly (p<0.01) higher percentage recovery 
of the elements in the leachate was recorded in the sandy clay loam, which differed from 
the other soil textures. 

The increase in the recovery of the elements was higher in the sandy clay loam leachate 
by 212.5–283.1% NH4

+–N, 106.5–128.8% NO3
––N, 37.8–55.5% P, 58.6–97.1% K, and 

58.6–76.5% Mg. Irrespective of the soil texture, the Ca recovered in the leachate was 
higher than the Ca content of the WRW, which led to a negative percent recovery (Table 
4). The percentage recovery result agrees with the cumulative leachate results (Figure 2), 
which still highlights the sandy textured soils’ inefficiency in retaining nutrients compared 
to other soil textures. The results ranging from the nutrient leaching of the elements to the 
percentage of elements recovered in the leachates by the different soil textures, suggested 
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an improvement in the soil’s water and nutrient retention so that these elements can be 
retained and used by plants. 

Though greater improvement is needed in the sandy clay loam, it would also be 
equally influential in the silt loam and clay soils. In addition, despite the higher recovery 
of K in the silt loam and clay, the K could create an imbalance in plant nutrient uptake. 
Adding lower-density organic materials such as biochar and compost could improve the 
soil’s retention of water and nutrients from the WRW. Furthermore, adding the organic 
amendment would also improve the CEC of the soils, thereby raising their fertility levels. 
Recent research has demonstrated that using biochar improves soils’ ability to retain 
NO3

––N and phosphate-P, hence lowering leaching (Chandra et al., 2020; Matichenkov 
et al., 2020; Riddle et al., 2018; Wu et al., 2019), which could also reduce the leaching of 
K, Ca, and Mg due to the improved CEC that will result from the use of the amendment. 
In addition, applying natural minerals such as zeolite reduced K leaching (Macolino & 
Zanin, 2014). Soil optimization of mycorrhizal biomass can also decrease element losses 

Table 4 
Mass of the elements added with the WRW (mg per column), Nutrient retention in the soil after WRW application 
for 8 weeks, and percentage mass of element recovery in leachate due to WRW application. The percentage of 
elements added with the WRW was computed based on mass balance calculations (mass: mass). The percent 
recovery for each element was calculated by subtracting the average mass of each element recovered in the 
leachate for columns that did not receive WRW from the mass recovery for columns that did receive WRW, 
dividing by the mass of the element in the WRW added to the column, and then multiplying by 100

Mass of elements added to the columns with the WRW (mg element per column)
Soil texture NH4

+–N NO3
––N P K Ca Mg

All soils 30.6 28.22 97 208.06 31.38 32.54
Nutrient retention per column (mg element per column)

Soil texture NH4
+–N NO3

––N P K Ca Mg
Sandy clay 

loam
19.42 ±
0.59b

21.28 ±
0.39b

2.46 ±
0.21c

41.46 ±
4.10c

18.66 ±
1.63b

-2.08 ±
0.11c

Silt loam 22.96 ±
0.72a

22.92 ±
0.51a

28.62 ±
2.20b

100.92 ±
6.4b

23.06 ±
2.14ab

10.06 ±
0.57b

Clay 22.08 ±
0.84a

23.08 ±
0.43a

35.88 ±
1.87a

119.22 ±
3.98a

24.28 ±
0.81a

12.60 ±
0.35a

Percentage of elements added with the WRW recovered in the leachate (mg added: mg recovered)
Soil texture NH4

+–N NO3
––N P K Ca Mg

Sandy clay 
loam

23.56 ±
4.22a

9.44 ±
2.03a

92.71 ±
4.83a

74.02 ±
11.06a

-6.27 ±
0.76a

86.79 ±
12.94a

Silt loam 7.54 ±
1.31b

4.14 ±
0.32b

67.27 ±
3.82b

46.66 ±
5.84b

-6.37 ±
0.61a

54.70 ±
4.20b

Clay 6.15 ±
0.91b

4.57 ±
0.74b

59.61 ±
3.29c

37.55 ±
4.98c

-6.89 ±
0.69a

49.17 ±
3.12b

Note. Numbers followed by a different letter(s) within the same column differ significantly from one another 
at a 5% level of significance based on the Tukey test 
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of K, NO3
–, NH4

+, and other elements (Cavagnaro et al., 2015). The increase in the soil 
microbial population can also promote nutrient retention and improve a plant’s ability to 
sequester nutrients, thereby reducing their leaching (Drinkwater et al., 2017). The 38-day 
leaching study on two contrasting soils by Cui et al. (2021) suggested the addition of 
mineral-loaded biochar to potentially lower the soil P and NO3

––N leaching risk. Similarly, 
using clay soil to amend sandy soil was also found to increase the retention of N and P by 
more than 2-fold in the amended soil (Tahir & Marschner, 2017). 

The findings of this study show that WRW addition to the contrasting soil textures 
improves the nutrient contents of the soils. The results agree with Laird et al. (2010), who 
reported that improved retention of these nutrients in the soil profile should increase the 
possibility for plants to uptake these nutrients, thus minimizing the risk of environmental 
pollution and contamination that the accumulation of the leached nutrients would have 
caused. This study’s overall impact will enhance the efficiency of nutrient and water use, 
reducing the chemical fertilizer need. A long-term field experiment aimed at testing this 
hypothesis is underway.

The present study is limited to using only a fresh form of WRW for 8 weeks. Washed 
rice water fermented at different periods exhibits chemical and biological behaviors 
(Nabayi, Teh et al., 2021) and physically, which could affect the leaching pattern of the 
different soil textures. On the other hand, though the results reported in this study are 
tentative, as a priori subjecting the soils to WRW application for a longer period will show 
the soils’ water and nutrient retention at full capacity. 

CONCLUSION

This study’s 8-week leaching experiment demonstrated that continuous application of WRW 
could potentially lead to surface and groundwater contamination, particularly due to the 
relatively higher P and K contents of the WRW. Different soil textures responded differently 
to the WRW application, where the sandy clay loam soil had more leaching losses in terms 
of nutrient concentrations (37.8–238.1%), and leaching volume (13.1–19.8%), but the other 
two soil textures (silt loam and clay) had comparable results with each other. The least 
nutrient and water retention were observed in the sandy clay loam soil, with 26–44% lower 
than the other two soil textures. This study highlighted the need for amendment strategies 
to retain these elements in the soils for plant use. Therefore, it is suggested that the WRW 
should be used as a plant nutrient source rather than discarded for agricultural purposes. It 
is also recommended that organic material should be added to the soil prior to the WRW 
application to improve the water and nutrient retention of the soils, particularly for soils 
high in sand content, and that WRW should be added in small amounts but frequently to 
minimize the risk of nutrient leaching losses.
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ABSTRACT
Commonly, the columns and beams of glass panels are frequently subjected to in-plane 
loading, in which their joints will transfer the in-plane forces. Therefore, it is necessary 
to investigate the spring constants of the joints of these glass panels for the mechanical 
analysis of the structures. However, few issues were published on this subject, so estimating 
the spring constants of glass structure joints is important. Devote themselves to proposing 
methods to evaluate the spring constants of the joints of structural glass panels. This study 
tests two types of glass panels with thicknesses of 12 mm and 19 mm based on static and 
cycling loading. In addition, two types of Cushions: (1) aluminum and (2) rubber with 
a hardness of 65 and 90 degrees, are set between steel bolt(s) and glass panel(s) for the 
experiments. The spring constants are determined by the ratios of measured loads and the 
displacements between the glass panels and bolts. In addition, the authors proposed an 
equation to evaluate the bending spring constant from its axial spring constant determined 
by the loading tests. The experimental results showed that the joints with the aluminum 
cushion appear exactly non-linear elasticity while loading and unloading. Also, the pin 
junction within the central region (no Curve) is 0.6 mm. It is also determined that aluminum 
(cushion) slides of approximately ±0.3 mm under compression and tension. While loading 
(Tension/compression) is incremental, rubber acts nonlinearly but linear as unloaded. 

Keywords: Frameless glass structure, in-plan loading, 
joint of glass panels, spring constant, tempered glass

INTRODUCTION

The authors are researching to realize 
frameless glass structures as new structural 
art. The frameless glass structure is close 
to pure glass, composed of tempered glass 
panels and minimal metal joints, expanding 
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the possibilities of unique architectural designs with excellent lighting (Santarieso et al., 
2019; Centelles et al., 2019). However, the mechanical analysis and/or structural calculation 
for the frameless glass structures need the spring constants of its joints subjective to in-plane 
forces, as mentioned below. However, evaluating the spring constants of structural glass 
joints remains an unsolved issue. Therefore, the paper reports some important experimental 
results and methodology to evaluate the spring constant. 

Researchers proposed some new structural systems to realize frameless glass structures 
as a kind of new structural system (Hussain et al., 2021; Bedon et al., 2019; Bedon et al., 
2018a; 2019b). The frameless glass structure system comprises tempered glass panels and 
small metal joints, expanding the possibilities for unique architectural designs (Dispersyn 
et al., 2016; Chen, 2008). Inspired by the configuration of 1.5-Layer Space Frames, several 
assembling patterns for frameless glass are proposed by Chen (2011), and Figure 1 shows 
two examples of the proposals.

Figure 1. Examples of frameless glass structures: (a) Reciprocal Triple-Connecting glass structure; and (b) 
Lap panel frameless glass structure 

(a) (b)

For a frameless glass structure, the joints are important key parts. In earlier research 
by Chen (2010), some examples of three-dimensional connections are proposed. Figure 
2(a) shows a common example of connecting two glass panels with aluminum sheets and 
bolts. Another example of the Lap assembling method is shown in Figure 2(b), in which 
the joints are designed to transfer the forces. 

Figure 2. The analytical models of joints: (a) One-piece glass panel; and (b) Lap-unit
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In common, the Finite element method (FEM) can analyze a glass panel by meshing 
it into many elements, as in the meshed glass panel shown in Figure 3. However, it is 
difficult to analyze the whole structure with FEM because all the glass panels consisting 
in the structure have to mesh and analyzed (Hadimam et al., 2008; Overed et al., 2007; 
Hussain et al., 2022; Honfi et al., 2014), which may cost more Central Processing Unit 
(CPU) time. Accordingly, a methodology for structural design and mechanical analysis 
for the whole structure is proposed, which transforms the glass panels into equivalent 
beams of the same bending stiffness and axial stiffness (Chen & Tsai, 2019; Giaralis & 
Spanos, 2010). As shown in Figure 3, the glass panels are replaced by beams, and joints 
are transformed into springs in axial and rotating directions for mechanical analyses of the 
whole structure. Therefore, the investigation of the spring constant for joints is required.

Figure 3. Replacing a glass panel with an equivalent beam method
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However, few or no previous issues focused on the spring constants of the joints 
connecting glass panels. Accordingly, due to the lack of experimental research on such a 
topic, it appears vital to investigate the mechanical properties and develop a methodology 
to calculate the spring constants of joints of the structural glass panels. The design method 
of the three-dimensional combined glass panel structure proposed in the previous research, 
structural analysis, was proposed by the substitution method, as shown in Figure 3. When 
replacing the glass panel with an equivalent beam, the structure with a cylindrical curved 
surface cannot generate axial force in the glass surface. Therefore, here authors propose 
a structural design method in which a glass panel is used as an equivalent beam, and the 
joint portion is replaced with a spring. Therefore, a spring constant for the junction portion 
is required, and it is necessary to obtain this by experiment. 
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The final objective of this research is to complete the structural design theory of 
frameless glass structures and to put it into practical use. This paper evaluates the 
mechanical properties of glass joints, which are essential for structural analysis and 
calculation, especially their spring constants. The spring constants of tempered glass plate 
joints are experimental. The purpose of this research is to propose methods for calculating 
the spring constants of the joints for the structural glass panel. Based on the experimental 
results, the authors propose an equation to evaluate the bending spring constant for the 
mechanical analysis of the frameless glass structures.

MATERIALS AND METHODS

Mechanical Principle 

In common, the seismic and/or wind loads could be considered recycling loading acting 
on the members and the joints connecting the structural members. Therefore, the authors 
experiment with recycling loading (compression/tension) to investigate the spring constant 
of the joints. This study uses an experimental setup to measure the displacements between 
the joint bolts and the glass panels with the recycling load. In subsequence, the spring 
constant can be calculated as the load-displacement ratio.

Experimental Setup 

The experimental setup frame shown in Figure 4 is used for compression-tension tests to 
measure the displacements between the glass panels and the bolts. Notably, the load is 
applied with a double-action jack, and the load cell connected to the jack is used to measure 
the compression and tension load.

Figure 4. Assembly of the experimental setup (dimensions in mm)

measure the compression and tension load.  

 

Figure 4. Assembly of 

Steel beam frame  

1440mm 

Load Direction 

50
0m
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Tempered Glass Load cell Double-acting jack Displacement meter 
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Figure 5 exhibits that between the bolts and holes, there is a cushion. The bolt (a) is 
used to fix the glass panel to the experimental setup frame. The load is transferred through 
bolt (d) from the load cell connecting to the jack. The displacement meters are connected 
to the aluminum bars on both sides, which are used to measure the displacement between 
the stoppers and bolts (b)-(c); the stoppers are connected to the glass panel surface.

Figure 5. Details of specimen position during loading

are connected to the glass panel surface.  

 

Figure 5. Details of specimen position during loading 
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As illustrated in Figure 6, two cushion materials are 
used,1) chloroprene rubber (CR), a couple of hardness 
(Hs) types (90, 65), labeled as CR Hs90 and CR Hs65, 
respectively, and 2) aluminum A5052 Japanese Industrial 
Standards (JIS) labeled as A5052. 

Consequently, these cushion materials prevent direct 
contact between the bolt and the glass. The bolt-hole 
diameter is 32 mm, and the thickness of the cushion 
material is 5 mm. Bolts of M22 (S45C material, JIS) are 
utilized.

The Specimens 

The specimens are two types of tempered glass panels 
with 19 mm and 12 mm thicknesses, respectively. 
Moreover, two types of joints with two holes and one 
hole are used, as shown in Figure 7. The panels are 450 
mm and 120 mm long and wide, respectively. In addition, 

Figure 6. Cushion material and 
dimensions: (a) Diameter of 
cushioning; and (b) Cushion 
material (dimensions in mm)
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spacing of 90 mm bolt-to-bolt and 65 mm between the edges of the glass panel and bolt 
hole is provided. Further details of the specimens are presented in Table 1.
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Table 1 
Details of experimental specimens

Specimen type 
Symbols  

Cushion CR Hs90 Cushion CR Hs65 Cushion A5052
19mm-2 19-2-CR Hs90, 19-2-CR Hs65 19-2-A5052
19mm-1 19-1-CR Hs90 19-1-CR Hs65 19-1-A5052
12mm-2 12-2-CR Hs90 12-2-CR Hs65 12-2-A5052
12mm-1 12-1-CR Hs90 12-1-CR Hs65 12-1-A5052

The Recycle Loading

For the joints with rubber Cushions (90,65) degrees, the peak load is ±3600N, and ten 
times recycling loading is performed for the experiments. At the same time, each time 
incremental of repeating load is set as a ±400N. For the joints with aluminum cushion, ten 
times of recycling loading are performed for tests, and the peak load for each repeating is 
set as ±5000N, ±7000N, ±10000N, and ±15000N.

RESULTS AND DISCUSSION

Summary of the Experimental Results

Experimental testing of glass panels is illustrated in Figure 8. The load-displacement curves 
are shown in Figures 9 to 12. The displacement measured in the experiments is the average 
of the two displacement meters set on both sites of the glass panel.

Figure 9(a) shows the results of specimens 19-2-CR Hs90, and the maximum applied 
load is ±3600N. The maximum and minimum displacements are 2.409 mm and -3.149 
mm, respectively. Figure 9(b) shows the outcomes of 19-2-CR Hs65. It is indicated that 
the maximum and minimum displacements are 3.487mm and -3.806 mm, respectively. 
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Figure 8. Experimental setup and specimens during the performing test

Figure 9. Recycling loading of test of 19mm thickness glass panel with 2 bolt holes: (a) 19-2-CR Hs90; (b) 
19-2-CR Hs65; and (c) 19-20A5052
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The average displacement is 0.159 mm. In Figure 9(c), the outcome of 19-2-A5052, the 
maximum applied load is ±15000N; consequently, the maximum displacement is 0.456 
mm, and the minimum displacement is -0.576 mm. Moreover, the load does not enhance 
up to a displacement of ±0.3 mm, and bolts and glass panels slide with each other.

Figure 10(a) presents the result of 19-1-CR Hs90, in which the maximum load 
implicates to ±3600N. As a result, the maximum and minimum displacement is found 
to be 3.804 mm and - 4.149 mm, respectively. The average of the peak displacements is 
3.999 mm. Figure 10(b) expresses the load-displacement curves for 19-1-CR Hs65, where 
the maximum load is ±3600N. The maximum and minimum displacements were 3.958 
mm and -3.918 mm, respectively. It is illustrated in Figure 10(c) for 19-1-A5052, and it is 
observed that the maximum load is ±7000N, and the maximum displacement was 0.975 
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mm; the minimum displacement was -0.388 mm. Furthermore, the average displacement 
is ±0.2935 mm.

Figure 11(a) indicates the result of 12-2-CR Hs90 with a maximum load of ±3600N, 
3.884 mm is the maximum displacement, and minimum displacement is determined as 
-3.662 mm, which the average displacement is ±0.111 mm. Figure 11(b) presents the 
displacement results for 12-2-CR-Hs65. The maximum and minimum displacements were 
3.395mm and -3.707 mm, respectively. The maximum load is 3600 N, and the average 
displacement is ±0.156 mm. Figure 11(c) indicates the outcome of 12-2-A5052; the max 
load is ±10000N. As a result, the maximum displacement is 0.495 mm, the minimum 
displacement is -0.746 mm and the average displacement is ±0.6205 mm.

Figure 12(a) depicts the result of 12-1-CR Hs90 on a maximum load of ±3600N, and 
the average displacement is 4.093 mm. Figure 12(b) shows the outcomes of 12-1-CR 
Hs65 with the maximum load of ±3600N. The maximum displacement is 4.560 mm, the 
minimum is 3.315 mm, and the average is 3.938 mm. Figure 12(c) shows the result of 12-
1-A5052 with a maximum load of 5000N. The maximum and minimum displacements are 
0.785 mm and 0.283 mm, respectively. Moreover, the average displacement is ±0.251 mm.

Figure 11. Recycling loading of 12mm thickness glass panel test with 2 bolt holes: (a) 12-2-CR Hs90: (b) 
12-2-CR Hs65; and (c) 12-2-A5052
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Figure 10. Recycling loading of test of 19mm thickness glass panel with 1 bolt hole: (a) 19-1-CR Hs90: 
(b) 19-1-CR Hs65; and (c) 19-1-A5052
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Estimation of the Spring Constants

In the frameless glass structure, axial forces are applied in the tempered glass panels. 
As mentioned, the authors proposed replacing the tempered glass panels with equivalent 
beams and the joints with springs for the mechanical analysis with a model consisting of 
all structural members. The spring constants can be obtained from the load-displacement 
ratio, in which the displacement is measured between the glass panel and bolts under in-
plane loading.

Figure 13(a) presents the recycling curve of the specimens with a rubber cushion, 
which is close to a straight line during increasing loading and shows a non-linear curve 
during unloading. Figure 13(b) shows the load and displacement curve of the specimens 
with the aluminum cushion, which shows non-linear elasticity while loading and unloading. 
Furthermore, the curve appears as a pin junction within the central region, as shown in the 
diagram. It is also determined that aluminum (cushion) slides of approximately ±0.3 mm 
under compression and tension.

Figure 13. Mechanical behavior of the spring constants joint: (a) Chloroprene rubber cushioning material; 
and (b) Aluminum cushioning material
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Figure 12. Recycling loading of test of 12mm thickness glass panel and 1 bolt hole: (a) 12-1-CR Hs90: (b) 
12-1-CR Hs65; and (c) 12-1-A5052
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The proposed mechanical analysis methodology, especially for dynamic mechanical 
analysis during seismic design, is based on equivalent linearization. The equivalent 
linearization replaces each non-linear stiffness with a quasilinear stiffness (Koliopulos et 
al., 1994; Overend, 2007). It inspires authors to find the spring constant for the mechanical 
analysis with equivalent linearization. The spring constant of equivalent linearization is 
directly proportional to the average forces (Pmax and Pmin) and the associated values of the 
average displacements (δmax and δmin). Figure 13 shows the image of spring constants of 
equivalent linearization with the slope of red lines, which connects the peak points of forces 
and displacements. The spring constant of equivalent linearization Keq is calculated in Table 2.

Table 2
Spring constants for equivalent linearization (unit: N/mm)

Spring constants, Keq CR Hs90 CR Hs65 A5052
19mm-2 1248.60 942.65 27363.73
19mm-1 863.72 863.56 1040.5
12mm-2 911.37 955.33 16120.06
12mm-1 829.02 850.44 9641.47

Calculation Formula of Spring Constant for Bending 

This discussion elaborates an equation to calculate the bending spring constant KR from its 
axial spring constant KA determined by the loading tests. Figure 14 exhibits the calculation 
model; a and l indicate the distances between the bolts, C1, C2 and T describe the forces 
acting on the bolts, and δ1, δ2, and δ3 in Equation 1 represent the displacements between 
the bolts and glass panel. 

In this calculation and derivation model shown in Appendix A, the distance from the 
top bolt center to the neutral axis is xn, which the following calculation can derive. 

In this calculation and derivation model shown in Appendix A, the distance from the top 

bolt center to the neutral axis is 𝑥𝑥𝑛𝑛 , which the following calculation can derive . xn= a+l
3

, 

Consequently, the moment can be expressed by the distance between the neutral axis and bolt s, 

which can be modified using Equation 2 in Appendix A. 
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Figure 14. Calculation model for constant spring calculation
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Consequently, the moment can be expressed by the distance between the neutral axis and 
bolts, which can be modified using Equation 2 in Appendix A.
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CONCLUSION

In this study, the authors conducted experiments and theoretical research to evaluate the 
spring constants of structural glass panel joints. Moreover, the spring constant for equivalent 
linearization Keq was summarized in 800-1000N/mm. It was found that the specimen with 
rubber cushion exhibited non-linear behavior. Specimens with aluminum cushions exhibit 
a slip of approximately ±0.3 mm and behavior elastic non-linear during compression 
and tension. It can be set as a pin joint in this region. The spring constant for equivalent 
linearization of specimens with aluminum cushions is summarized as 10000-27000N/mm. 
Future issues include a problem with the mechanism of this test specimen, which caused 
errors and a large amount of residual strain and slippage. The rubber may behave similarly 
and plasticize when the load is increased. It is considered feasible to propose a joint using 
aluminum or other materials. It is also necessary to study the spring constant by changing 
the approximation method based on the results of this experiment. Glass panel bolts from 
the market were investigated to limit the scope of the research. The bolts and their designs, 
including the, serve as the in-plane testing. The thickness of the glass is chosen based on 
experience, consultation, and avoiding too many sets of testing.

The future purpose of this study is to propose the structural design theory of the 
frameless glass structures, a three-dimensional combination glass panel structure. In 
addition, it determines the non-linear behavior elastic region behavior of spring constants 
in material joints and glass panels.
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APPENDIX A

In the session of results and discussions, Figure 14 demonstrates the calculation formula 
of spring constant for the bending model; a and l indicate the distances between the bolts, 
C1, C2, and T describe the forces acting on the bolts, and δ1, δ2, and δ3 represents the 
displacements between the bolts and glass panel. The following Equation 4 indicates the 
basic conditions of force equilibrium. 

T = C1+C2    ;    δ3KA = δ1KA+δ2KA (4) 

In this calculation model, the distance from the top bolt center to the n eutral axis is 𝑥𝑥𝑛𝑛 , 

Equation 5, which the following calculation can derive.  

𝛿𝛿1

𝑥𝑥𝑛𝑛
=

𝛿𝛿2

𝑥𝑥𝑛𝑛 − 𝑎𝑎
=

𝛿𝛿3

𝑙𝑙 − 𝑥𝑥𝑛𝑛
 ;    

𝑙𝑙 − 𝑥𝑥𝑛𝑛
𝑥𝑥𝑛𝑛

∙ 𝛿𝛿1 = 𝛿𝛿1 +
𝑥𝑥𝑛𝑛 − 𝑎𝑎
𝑥𝑥𝑛𝑛

∙ 𝛿𝛿1 ;  

 xn=
a+l
3

(5) 

Consequently, the moment can be expressed by the distance between the neutral axis and the 

bolts as in Equation 6, which can be modified as Equation 7 using Equation 2. 

   M= xn∙C1+(xn-a)∙C2+(l-xn)∙T (6) 

 M=
xn

2+(xn-a)2+(l-xn)2

xn
∙δ1KA (7) 

The bending spring constant KR is defined as Equation 8, where the bending angle 𝜃𝜃 can be 

calculated by Equation 7. Therefore, the bending rigidity spring constant KR can be obtained by 

substituting Equations 8 and 9 into Equation 10.  

   KR=
M
θ

(8) 

 θ=
δ1+δ3

l
= �δ1+

l-xn

xn
∙δ1� ∙

1
l

=
δ1

xn
(9) 
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2
3

∙�a2+l2- a∙l� (10) 
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ABSTRACT

Due to the depleting production of conventional petroleum, heavy oil is turned to as an 
alternative. However, the presence of trace nickel and vanadium in heavy oil poses problems 
for the refining process in producing lighter-end products. Such problems are its tendency 
to poison the catalyst, accumulate during distillation, and corrode the equipment. The 
objective of this work is to remove the metal porphyrins from model oil using the thermally 
stable ionic liquid 1-butyl-3-methylimidazolium octylsulfate, [BMIM][OS] assisted by 
subcritical toluene (above boiling point, 110.6°C and below a critical point, 318.6°C at 
41.264 bar) in a novel attempt. The experiments were conducted at 150ºC to 210ºC under 

a mixing time of 30 to 90 minutes while 
the pressure was monitored. Four metal 
porphyrins are used: nickel etioporphyrin, 
nickel tetraphenylporphyrin, vanadium 
oxide etioporphyrin, and vanadium oxide 
tetraphenylporphyrin. The results show 
that more than 40% of removal is achieved 
for all metal porphyrins, which shows 
great potential for further technological 
improvement. The Nuclear Magnetic 
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Resonance (NMR) shows that the ionic liquid did not decompose at the process temperature, 
which proves great stability. The extraction of metal porphyrins follows the second-order 
extraction model with an R2 of more than 0.98. 

Keywords: 1-butyl-3-methylimidazolium octylsulfate, heavy metals, heavy oil upgrading, metalloporphyrins, 
subcritical toluene 

INTRODUCTION

The growth of population, transportation, and industry growth are the major drivers in 
increasing the demand for petroleum resources (Ali et al., 2018). The International Energy 
Agency reported that heavy oil production from Canada and Venezuela might reach 6 
million barrels daily by 2030. Heavy oil can be defined as crude oil with the American 
Petroleum Institute (API) gravity of 10 to 20º, with high density and viscosity. Heavy oil 
fields are mostly in the United States, Russia, Canada, Venezuela, and the Middle East 
(Santos et al., 2014). 

However, heavy oils contain a trace number of heavy metals, the most abundant being 
nickel and vanadium, which are highly troublesome heavy metals (Mandal et al., 2014). 
The content of vanadium can go up to 1200 ppm, while the content of nickel is up to 150 
ppm (Agrawal & Wei, 1984). The presence of heavy metals can significantly impact the oil 
upgrading processes (Castañeda et al., 2014; Mandal & Alias, 2017; Mandal et al., 2011, 
2012a, 2012b). It can cause the catalysts to be deactivated and poisoned, corrosion to the 
equipment, and raise concerns regarding toxic contents that may lead to environmental 
pollution. 

Several porphyrin series are found in crude oil, with the most common type of porphyrin 
being etioporphyrin (ETIO) and deoxophylloerythroetio porphyrin (DPEP) (Zhao et al., 

Figure 1. The general structure of 
porphyrin

2015). Heavy metals in heavy oil are agglomerated 
in the asphaltene portion as porphyrin compounds 
referred to as metalloporphyrin (Rana et al., 2007). 
Treibs is reported to be the first to demonstrate 
the presence of metalloporphyrin in petroleum 
(Mandal et al., 2014). The general structure of 
porphyrins is shown in Figure 1. 

Due to the drawbacks of conventional 
technologies, interest has grown in exploring 
unconventional methods to remove heavy metals 
from heavy oil. Examples of such methods are 
salting-out separation (Ameur & Husein, 2012), 
the use of zeolites as ion exchangers (Ikyereve et 
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al., 2014), electrochemical (Welter et al., 2009), microbial demetallization (Salehizadeh 
et al., 2007), microwave radiation (Wang et al., 2011), supercritical fluid application 
(Mandal et al., 2011, 2012a, 2012b; Manjare & Dhingra, 2019; Trucillo et al., 2019) and 
biosorption (Beni & Esmaeili, 2020). Furthermore, there are a few methods explored to 
remove heavy metals from various environments, such as using ion exchange textiles 
(Elektorowicz & Muslat, 2008), via hydrochloric with alcohol extraction (Yuan et al., 
2019) and integrated remediation processes (Selvi et al., 2019). However, these methods 
have their limitations. 

Toluene is a good solvent for asphaltene (Painter et al., 2015), making it easier for 
metalloporphyrin extraction as it agglomerates in the asphaltene portion. Subcritical toluene 
is when toluene is above its boiling point (110.6ºC) and below its critical point (318.6ºC 
at 41.264 bar). The subcritical condition of toluene can generate a good environment for 
metal transfer during extraction. Furthermore, maintaining a subcritical condition is much 
easier than a supercritical condition due to the lower temperature and pressure requirement 
(Tavakoli & Yoshida, 2005).

Ionic liquids are salts that appear liquid at temperatures below 100°C and consist 
of cations and anions. Ionic liquids have seen applications for various purposes, such 
as CO2 capture (Bara et al., 2010; Bates et al., 2002; Karadas et al., 2010; Ramdin 
et al., 2012), lubricants (Jiménez & Bermúdez, 2007; Qu et al., 2009), drug delivery 
agents (Dobler et al., 2013; Moniruzzaman et al., 2010; Monti et al., 2017), in biofuels 
(Fadeev & Meagher, 2001; Liu et al., 2012; Fauzi & Amin, 2012; Muhammad et al., 
2015; Vancov et al., 2012), in the food industry (Hijo et al., 2016) and liquid-liquid 
extraction (Huddleston et al., 1998; Sun et al., 2012; Visser et al., 2001; Khaidzir et 
al., 2021). Researchers recognize Ionic liquids as a green solvent due to their unique 
properties, including their thermal stability, nonflammability, negligible vapor pressure, 
wide tunability for anions and cations, low volatility, and recyclability (Kumano et 
al., 2006; Sowmiah et al., 2009). In addition, ionic liquids have recently seen wide 
industrial use for applications in the separations, electroplating, reactions, and gas 
processing industry (Siriwardana, 2015). 

Therefore, this study aims to extract the metalloporphyrin component in the heavy 
oil sample using ionic liquids under subcritical toluene solution as an alternative to heavy 
oil upgrading technology. Four metalloporphyrin components were selected: nickel 
etioporphyrin (NiEP), nickel tetraphenylporphyrin (NiTPP), vanadium oxide etioporphyrin 
(VOEP), vanadium oxide tetraphenylporphyrin (VOTPP), were selected for this study as 
the composition of these metals is significant in the heavy oil sample. A kinetic study on 
the extraction mechanism was also conducted to explain the fundamental behavior of the 
extraction process.
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MATERIALS AND METHODS 

Material and Apparatus

Nickel etioporphyrin (NiEP), nickel tetraphenylporphyrin (NiTPP), vanadium oxide 
etioporphyrin (VOEP), vanadium oxide tetraphenylporphyrin (VOTPP), 1-butyl-3-
methylimidazolium octylsulfate, [BMIM][OS], and toluene were purchased from Avantis 
Laboratory Supply, Malaysia and were used without further treatment. The selection process 
was made using Conductor-like Screening Model for Realistic Solvents (COSMO-RS) 
software, where the prediction of the selectivity, capacity, and performance index toward 
the 4 metalloporphyrin metals. 

All metalloporphyrin structures were drawn and optimized in the TURBOMOLE 
program using its quantum chemical calculation. Functional BP86 with triple-ζ valence 
polarized (TZVP) basis set, a function in density functional theory (DFT), was used to 
optimize the metalloporphyrin structure. The optimized structures were then imported to 
the COSMO-RS software for activity coefficient estimation. Cations and anions for the 
ionic liquids were called from the existing COSMO-RS library. The activity coefficient in 
infinite dilution was used to estimate the selectivity and capacity of ionic liquid towards 
metalloporphyrin. Equations 1 to 3 shows the equation used to calculate the tested ionic 
liquid’s capacity, selectivity, and performance index
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Whereby C∞ is the capacity at infinite dilution, γ1
∞ is the activity coefficient of 

metalloporphyrin at infinite dilution in ionic liquid, γ2
∞ is the activity of toluene at infinite 

dilution in ionic liquid, S12
∞ is the selectivity of metalloporphyrin and toluene towards the 

ionic liquid in infinite dilution, and PI is the performance indicator.
The 12 shortlisted ionic liquids are  1-ethyl-3-methylimidazolium octylsulfate [EMIM]

[OS],  1-ethyl-3-methylimidazolium bis((trifluoromethyl)sulfonyl)imide [EMIM][NTf2],  
1-ethyl-3-methylimidazolium hydrogensulfate [EMIM][HS],  1-ethyl-3-methylimidazolium 
methanesulfonate [EMIM][MS], 1-butyl-3-methylimidazolium octylsulfate  [BMIM]
[OS],  1-butyl-3-methylimidazolium bis((trifluoromethyl)sulfonyl)imide [BMIM]
[NTf2],  1-butyl-3-methylimidazolium hydrogensulfate  [BMIM][HS],  1-butyl-3-
methylimidazolium methansulfonate [BMIM][MS], tetrabutylphosphonium octylsulfate  
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[TBP][OS],  tetrabutylphosphonium bis((trifluoromethyl)sulfonyl)imide  [TBP]
[NTf2],  tetrabutylphosphonium hydrogensulfate [TBP][HS], and  tetrabutylphosnium 
methanesulfonate  [TBP][MS].

Based on the screening process, [TBP]+ cation shows the best performance index, 
followed by [BMIM]+ and [EMIM]+. However, [TBP]+ has low selectivity towards the 
metalloporphyrin complex. Moreover, it is unstable due to the formation of an unwanted 
by-product, phosphine oxide, in the presence of oxygen. 

Meanwhile, for the anion screening, [OS]- and [NTf2]- show potential since both anions 
show good performance index compared to [HS]- and [MS]-. However, a study has shown 
that [OS] was reasonably non-toxic, has an acceptable biodegradability, and is a cheaper 
option compared to [NTf2]- (Dávila et al., 2007; Davis & Fox, 2003). Therefore, [BMIM]
[OS] was selected as the extractant.

The experiments were conducted in a 100 mL autoclave-stirred reactor from Amar 
Equipment Pvt. Ltd., India. The reactor was manufactured from stainless steel, with a 
stirrer and pressure gauge attached, and was designed for temperatures of up to 500ºC 
and pressures up to 20 MPa.

Generating Calibration Curve

Five standard solutions of model oil ranging from 20 to 100 ppm were prepared. The 
samples were analyzed using UV-Visible Spectrophotometer 1800 model from Shimadzu 
Scientific Instrument, US, and were scanned at 200 to 700 nm wavelengths. The analysis 
used 12.5 × 12.5 × 45 mm quartz cuvettes, and toluene was used as a reference. The 
concentration of porphyrin was computed by applying the Lambert-Beer Law.

Experiment Procedure

 A stock solution of model oil was first prepared. Then, 0.015 g of metal porphyrin was 
dissolved in 50 mL of toluene at 30ºC with continuous stirring at 150 rpm. Next, 150 mL 
of toluene was added thrice over a certain period. After the metal porphyrin had completely 
dissolved, the mixture was transferred into a 250 mL volumetric flask, and toluene was 
added till the calibration mark. 

Metal porphyrins were extracted by loading 20 mL of model oil and 2 mL of [BMIM]
[OS] into the autoclave reactor. Then, the mixture was heated up at temperatures of 150 
to 210ºC under mixing times of 30 to 90 minutes, with intervals of 30ºC and 30 minutes, 
respectively. Meanwhile, the pressure throughout the extraction process was monitored. 
Next, the mixture was cooled down at room temperature and transferred into a separating 
funnel. In the 2 layers observed to form, the bottom layer was the extract, and the upper 
layer was the raffinate. After that, the two layers were separated and sent for analysis for 
further examination. 
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The percentage of metal porphyrin extraction was calculated using the following 
Equation 4: 

Removal (%) = [(Ci – Cf)/Ci] × 100  [4]

where Ci is the initial concentration of model oil, and Cf is the final concentration of the 
model oil.

Analysis

UV-Visible (UV-Vis spectrophotometer 1800 model, Thermo Fisher Scientifc Inc., US) 
and Fourier Transform Infrared Spectroscopy (FTIR) coupled with diamond Attenuated 
Total Reflectance (Nicolet iS5, Thermo Fisher Scientifc Inc., US) were used for the upper 
layer which contains model oil. The wavelength of FTIR used ranges from 4000 to 400 
cm-1 with 16 cycles of scanning. Meanwhile, FTIR and Nuclear Magnetic Resonance 
(NMR) (Bruker Advance III 500 MHz, Bruker Corporation, US) was used to analyze the 
bottom layer, which contains [BMIM][OS] and the metal porphyrin. The NMR analysis 
was done at ambient temperature, and dimethyl sulfoxide (DMSO) was used as a solvent.

Kinetic Study

A second-order extraction model was used to determine the mechanism of the metal 
porphyrins extraction. The model was calculated using the following linear Equation 5:

t/Ct = [1/(k2Cs
2)] + (t/Cs)    [5] 

where Cs and Ct are concentrations of metal porphyrin at saturation (mg/L) and metal 
porphyrin at any extraction time (mg/L), respectively, k2 was the rate coefficient of second-
order extraction (min-1), and t was the extraction time (min). Cs and k2 were obtained from 
the slope and intercept of the t/Ct vs. t graph. 

RESULTS AND DISCUSSION

Effect of Temperature

Subcritical Condition. The experiment was carried out to study the effect of temperature on 
metalloporphyrin extraction using subcritical toluene-assisted ionic liquid. The experiment 
was done at 150°C (9 bar), 180°C (10 bar), and 210°C (11 bar). The ionic liquid used in 
this work is [BMIM][OS]. Four types of metalloporphyrin are studied in this work: NiEP, 
NiTPP, VOEP, and VOTPP. The results obtained are shown in Figures 2 to 4.

Figure 2 demonstrates the extraction results for NiEP. It was observed that the 
temperature and mixing time affected the extraction of NiEP differently. The removal (%) 
indicates the efficiency of metalloporphyrin extraction using subcritical toluene-assisted 
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thermally stable ionic liquid. As the mixing time increased, the extraction of NiEP increased. 
It is due to the longer contact time between [BMIM][OS] and the metal complexes, resulting 
in more metal complexes being extracted. However, the removal of NiEP increased from 
30% ± 0.9 to 60% ± 1.1 when the temperature was raised from 150ºC to 180ºC. As rising 
temperatures could reduce the viscosity of the extractant, this also leads to a higher solubility 
of the metal complexes. The solubility increased from 265 µg NiEP/g [BMIM][OS] at 150ºC 
to 399 µg NiEP/g [BMIM][OS] at 180ºC. Then, the extraction of NiEP decreased by 13% 
± 0.75 when the temperature reached 210ºC. The maximum extraction of NiEP is achieved 
at 60%, under a temperature of 180ºC and mixing time of 90 minutes. The most significant 
parameter is temperature. However, the deep knowledge of the fate of metal in this reaction 
remains unclear. Mandal et al. (2012b) stated that the fate of the central metal group in the 
reaction was not explained.

Figure 2. Effect of mixing time and temperature on the removal percentage of NiEP (%)

Meanwhile, Figure 3 illustrates the extraction results for NiTPP. The surface plot shows 
that the removal decreased by 10% (from 50% ± 0.4 to 40% ± 0.9) when the temperature 
increased from 150ºC to 180ºC. Then, it increased up to 60% ± 0.9 of extraction when 
the temperature reached 210ºC, except for the case of 90 minutes of mixing time where 
the extraction was reduced by as much as 20% ± 0.6 as the temperature increased. The 
highest extraction of NiTPP was accomplished at a temperature of 150ºC and a mixing time 
of 90 minutes, where [BMIM][OS] could extract approximately 70% of NITPP. Mandal 
et al. (2011) reported that the fate of a central metal group of NiTPP under supercritical 
conditions remains uncertain. This sentiment was supported by the work of Bonné et 
al. (2001), which also stated that the fate of the central metal group under non-catalytic 
demetallization remained obscure.
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Similarly, the extraction of NiEP was slightly increased when extraction time increased 
from 30 minutes to 60 minutes. Then, it increased by 10% when the extraction time 
increased to 90 minutes. These results indicate that the longer the extraction time, the longer 
the extractant contacted NiEP, thus increasing the NiEP extraction. On the other hand, the 
NiTPP extraction was increased as extraction time increased except for a temperature of 
210ºC, where the NiTPP was slightly decreased. 

Figure 4 shows the effect of temperature on VOEP extraction. As the temperature 
increased from 150ºC to 180ºC, the extraction drastically increased by almost 20% (from 
30% ± 0.5 to 50% ± 0.9). It then increased slightly further by 7% (57% ± 0.8) when the 

Figure 4. Effect of mixing time and temperature on the removal percentage of VOEP (%)

Figure 3. Effect of mixing time and temperature on the removal percentage of NiTPP (%)
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temperature was extended to 210ºC. It is due to the reduction of the viscosity of [BMIM]
[OS], which increases the contact surface, thus leading to higher extraction of VOEP. 
Besides, the reduction in viscosity of [BMIM][OS] also leads to an increase in metal transfer 
in ionic liquid (Germani et al., 2007). Consequently, VOEP extraction was increased as 
temperature increased. However, when the mixing time is increased from 30 minutes to 90 
minutes, the removal of VOEP increases slightly. Mandal et al. (2012a) studied the removal 
of VOEP using supercritical water. The results showed that the conversion rate of VOEP 
showed a significant increase, followed by a slight increase when the temperature was 
raised to 490ºC. It is stated that the reversible reaction took place and reached equilibrium 
within a reaction time of 90 minutes.

Figure 5 reveals the extraction of VOTPP using subcritical toluene assisted [BMIM][OS]. 
Based on the surface plot, the VOTPP extraction was reduced by 10 to 13% extraction (from 
30% ± 0.5 to approximately 20% ± 0.5) when the temperature was increased from 150ºC 
to 180ºC. Then, the extraction was increased by 5 to 10% (approximately 30% ± 0.8) when 
the temperature extended to 210ºC. However, the prediction of the structure of porphyrin 
conformation under several environments was challenging because only low amounts of 
energy were used to change the conformation of porphyrin structure. A deep understanding of 
detailed porphyrin conformation in solution remained obscure due to inadequate knowledge 
of solvent-porphyrin interactions (Fleischer, 1970). 

Figure 5. Effect of mixing time and temperature on the removal percentage of VOTPP (%)

Likewise, the VOEP extraction was significantly increased when extraction time 
increased from 30 minutes to 90 minutes. However, VOEP extraction slightly inclined when 
it operated at 210ºC. On the other hand, the VOTPP extraction declined when the extraction 
time increased from 30 minutes to 60 minutes, then increased when the extraction time 
was extended to 90 minutes.
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Comparison of Metalloporphyrin Removal at Normal Condition and Subcritical 
Condition. Experiments were done to compare the performance of toluene-assisted 
[BMIM][OS] on metalloporphyhrin extraction at normal conditions (below boiling 
point, 90ºC) and subcritical condition (210ºC). The results obtained with the error bar 
are shown in Figure 6. It was observed that subcritical toluene had improved in assisting 
[BMIM][OS] to extract the metalloporphyrin. Nickel porphyrin extraction was higher than 
vanadium porphyrin extraction. It is because nickel porphyrin is more stable with regard to 
demetallization due to the shorter distance of the Ni-Nitrogen bond (Fleischer, 1970). The 
extraction of nickel porphyrin increased from 23% to 36% and from 39% to 60% for NiEP 
and NiTPP, respectively. Meanwhile, the extraction of vanadium porphyrin increased from 
40% to 55% and from 23% to 40% for VOEP and VOTPP, correspondingly.

Figure 6. Comparison of metalloporphyrin extraction at normal conditions and subcritical condition

Analysis

Fourier Transform Infrared Spectroscopy (FTIR). The functional groups of [BMIM]
[OS] were studied regarding their structural changes before and after extraction. Therefore, 
FTIR analysis was carried out. Figures 7 to 10 illustrate the spectra of pure [BMIM][OS], 
pure toluene, [BMIM][OS] after extraction, and pure metal porphyrins (NiEP, NiTPP, 
VOEP, and VOTPP). It was observed that spectra bands above 3000 cm-1 represented the 
C-H at imidazolium rings of [BMIM][OS], while bands of 2927 to 2853 cm-1 represented 
CH2 of alkyl chains. Wavelengths between 1466.05 to 1457 cm-1 show the symmetry and 
asymmetry stretching of C-H scissoring vibrations of CH3-moiety. C-C stretching vibrations 
were observed at a wavelength of 1572 cm-1.

In addition, the spectra bands at 1379 cm-1 refer to the C=C stretching vibrations. The 
spectra peaks of C-N stretching shifted from the wavelength of 1217 cm-1 to 1219-1210 
cm-1. On the other hand, spectra bands at 1057 cm-1 and 982 cm-1 correspond to C-O and 
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S-O stretching vibrations, respectively, while the spectra at 905 cm-1 represent aromatic 
C-H bending vibrations. However, new peaks were detected at wavelengths of 1637 and 
1060 cm-1. These peaks represent C=N and HC=CH of metal porphyrins in [BMIM][OS] 
after the extraction, respectively, indicating that the [BMIM][OS] was able to extract metal 
porphyrins successfully.

Figure 11 compares IR spectra of pure [BMIM][OS], pure toluene, and NiEP solution 
after extraction. It is noted that no new peaks were found in the NiEP solution after the 
extraction, indicating that the [BMIM][OS] does not dissolve into the model oil solution 
while extracting the metalloporphyrins. The same result was obtained for NiTPP, VOEP, and 
VOTPP solutions. It shows that the ionic liquid is suitable for extraction, as the extracting 
agent is immiscible to the solution containing the solute to be extracted.

Figure 11. IR spectra of pure [BMIM][OS], pure toluene, and NiEP solution after extraction

Model oil )NiEP after extraction

Toluene raw

IL raw

Nuclear Magnetic Resonance (NMR). Initially, [BMIM][OS] was thermally stable at the 
operating temperature used in this work. A study of the structural decomposition of [BMIM]
[OS] was carried out using NMR analysis to confirm this. [BMIM[OS] has the molecular 
formula of C16H32N2O4S. Figure 12 demonstrates the NMR spectrum of [BMIM][OS] 
before and after the extraction of metalloporphyrin, where dimethyl sulfoxide (DMSO) 
was used as a solvent.

The 1H NMR peaks of DMSO were 2.5 and 3.5 ppm. Meanwhile, for [BMIM]
[OS], 1H NMR (δ/ppm): 9.157 (s, 1H), 7.79 and 7.72 (two s, 2 × 1H), 4.19 to 4.16 (t, 
2H), 3.867 (s, 3H), 3.717 and 3.69 (t, 2H), 1.802 to 1.749 (m, 2H), 1.5 to 1.459 (m, 2H), 
1.287 to 1.249 (m, 12H), 0.91 (t, 3H) and 0.9 (t, 3H). The comparison of peaks found in 
Figure 12 indicates that the structure of [BMIM][OS] does not decompose during the 
metalloporphyrin extraction process, therefore confirming the thermal stability of [BMIM]
[OS] for the application within this work. Hence, [BMIM][OS] can be recovered for further 
experiments, though the actual recoverable amount of [BMIM][OS] is not further studied 

3,930.00        3,430.00        2,930.00       2,430.00        1,930.00         1,430.00          930.00          430.00
Wavelength, cm-1
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in this work. However, 1H NMR cannot detect the extracted metalloporphyrin in [BMIM]
[OS] due to the limitations of the equipment.

Figure 12. 1H NMR of [BMIM][OS] before and after the extraction

Kinetic Study

The mechanism of metalloporphyrin extraction using subcritical toluene-assisted thermally 
stable [BMIM][OS] was studied by applying a second-order extraction model. Several 
graphs were plotted using Equation 5 for all the different cases of metalloporphyrin 
extraction (Figures 13 to 16). Based on the linear graph, it was concluded that the second-
order model accurately described the experimental data of metalloporphyrin extraction, 
as the data fitted closely in a straight line.

The value of Cs and k were obtained from the slope and intercept of the linear graphs in 
Figures 13 to 16, and all values found in the kinetic study are tabulated in Table 1. The R2 
of the second-order models was higher than 0.98, further supporting that the model fitted 
the experimental data very well. The Cs calculated using the second-order model are close 
to those obtained from the experiment. The value of k increases as the temperature is raised 
from 150ºC to 180ºC, and it decreases when the temperature rise is prolonged until it reaches 
210ºC, except for NiEP. The main finding here is that the extraction of metalloporphyrin is 
faster at temperatures between 150ºC to 180ºC.
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Figure 16. Linear graph of extraction second-order 
model for VOTPP

Figure 13. Linear graph of extraction second-order 
model for NiEP

Figure 14. Linear graph of extraction second-order 
model for NiTPP

Figure 15. Linear graph of extraction second-order 
model for VOEP

The extraction is kinetic and was compared with the pseudo-first-order kinetic model 
(ln (Cs/(Cs-Ct) = k1t). Based on the tabulated data in Table 1, the pseudo-first-order model 
is not in good agreement with an average R2 value of 0.69. Compared with the second-
order kinetic model R2 value of 0.99, the second-order model shows a better fit. The high 
R2 obtained indicates that the sorption process of extraction of metalloporphyrin is based 
on chemisorption. The results demonstrate good agreement with the FTIR spectra gained, 
where new peaks were found in [BMIM][OS] spectra after the extraction, showing that 
the extraction occurred through chemical interactions. Besides, subcritical conditions’ 
pressure resulted in chemisorption as this sorption required high pressure. However, a 
deep understanding of the underlying mechanism of metalloporphyrins removal using 
subcritical toluene-assisted thermally stable [BMIM][OS] is still obscure.

Previous work done by Mandal et al. (2012a, 2012b) reported that the disappearance 
of NiEP and VOEP under supercritical water followed a first-order model. Similar results 
were also reported by Chen and Massoth, where the disappearance rate of nickel porphyrins 
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using CoMo/Al2O3 catalyst followed a first-order kinetic model behavior (Chen & Massoth, 
1988). Tangentially, the disappearance rate of nickel porphyrins using a CoO-MoO3/Al2O3 
catalyst was reported to follow a half-order kinetic model (Hung & Wei, 1980). 

CONCLUSION

The presence of heavy metals in heavy oils presents significant challenges to current 
upgrading technologies, necessitating the development of pretreatment methods to remove 
these heavy metals. Using subcritical toluene-assisted thermally stable ionic liquid, [BMIM]
[OS] shows remarkable results on metalloporphyrin extraction where approximately 60%, 
68%, 58%, and 40% removal is achieved for NiEP, NiTPP, VOEP, and VOTPP respectively. 
The FTIR spectra supported the results, where new peaks were found in [BMIM][OS], 
representing the metalloporphyrins’ structure. Besides, the NMR spectrum shows [BMIM]
[OS] does not decompose during the extraction process, indicating this IL is thermally stable 
at the operational condition. Furthermore, the extraction has proven to follow a second-order 
model, which reveals that the process involves chemisorption. Therefore, the extraction 
efficiency obtained in this work indicates that subcritical toluene-assisted thermally stable 
ionic liquid had the potential for metalloporphyrin removal. For a future perspective, it is 
suggested that a continuous process is required to study the extraction of metalloporphyrin, 
as this work was done by processing per batch. Furthermore, it is proposed to investigate 
the recovery of ionic liquid with the highest extraction of metalloporphyrin. Besides, it is 
recommended to examine techno-economic analysis to study the feasibility of implementing 
this technology on a larger scale.
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ABSTRACT

Thanks to the growth in data storage capacity, nowadays, researchers can use years’ 
worth of mathematical models and depend on past datasets. A pattern of all pandemics 
can be identified through the assistance of Machine Learning. The movement of the 
COVID-19 herd and any future pandemic can be predicted. These predictions will vary 
based on the dataset, but it will allow the preparation beforehand and stop the spreading 
of COVID-19. This study focuses on developing Spatio-temporal models using Machine 
Learning to produce a predictive visualized heat regional map of COVID-19 worldwide. 
Different models of Machine Learning are compared using John Hopkins University 
dataset. This study has compared well-known basic models like Support Vector Machine 
(SVM), Prophet, Bayesian Ridge Regression, and Polynomial Regression. Based on the 
comparison of various metrics of the Support Vector Machine, Polynomial Regression 
Model was found to be better and hence can be assumed to give good results for long-term 
prediction. On the other hand, ARIMA, Prophet Model, and Bayesian Ridge Reduction 

models are good for short-term predictions. 
The metrics such as Mean Absolute Error 
(MAE), Mean Squared Error (MSE), and 
Root Mean Square Error (RMSE) are better 
for Support Vector Machines compared to 
other models. The metrics such as R2 Score 
and Adjusted R-Square are better for the 
polynomial Regression model.

Keywords: ARIMA, Bayesian ridge regression, 
COVID-19, polynomial regression, predictions, 
prophet, support vector machine (SVM)
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INTRODUCTION

Over the last decade, Machine Learning (ML) has emerged as a major field of study as it has 
solved many complex real-world problems. The forecasting areas are the main important 
areas of ML. Various ML algorithms forecast future events for applications like weather, 
disease, and stock market prediction. ML techniques have been used to forecast diseases 
such as breast cancer, coronary artery, and cardiovascular disease. Specifically, this article 
aims to provide real forecasting of COVID-19 cases. 

Five types of pandemics have been seen in recent decades: H1N1 (2009–2014), 
Polio (2014–r2016), Zika (2016–2019), and Ebola (Democratic Republic of Congo). 
On January 30, 2020, the World Health Organization registered COVID-19 as the sixth 
worldwide pandemic. Deaths and morbidities cause a high and huge amount of economic 
loss worldwide. Almost every country infected with a pandemic experienced serious 
health-related concerns, and pandemics negatively impact the socioeconomic situation. The 
COVID-19 pandemic is the greatest threat to public health. WHO has received 608,328,548 
reported cases worldwide, with 6,501,469 deaths (Li et al., 2020). As of September 16, 
2022, Table 1 shows the COVID-19-affected countries worldwide.

Currently, computerized data are collected in a way that makes it difficult to analyze 
and predict disease growth locally and globally. The disease and its progression can be 
successfully mapped using ML algorithms. In order to train an ML model to predict the 
number of global confirmed cases prone to the disease in the coming days, supervised 
models with associated algorithms (like LR, SVR, and time series algorithms) are used to 
analyze data for regression and classification. This proposal collects and pre-processes the 
global dataset and extracts the number of confirmed cases up to a particular date, serving 
as the model’s training set. In order to predict the growth of cases in the upcoming days, 
the model is being trained by supervised ML algorithms.

Table 1
COVID-19 affected countries worldwide as of September 16, 2022 (“World Health Organization,” 2020)

Country name Total cases Total deaths Active cases reported in last 7 days
USA 94,237,260 1,041,323 414,468
India 44,522,777 528,273 38,048
France 33,796,693 151,089 161,584
Australia 10,153,910 50,077 14,682
South Africa 4,015,347 102,146 1,626
UK 23,585,309 189,484 26,045
Brazil 34,558,902 685,121 59,079

Based on massive datasets, we aim to produce an ML model that aims at high-precision 
prediction of the movement of COVID-19 cases (He et al., 2021). This study will help 
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prepare before the peak/waves of COVID-19 strikes. This model’s data collection can be 
used for other (Liu et al., 2018) pandemics over future centuries and allows for stopping/
predicting/simulating viruses and their effect. With the help of various parameters, features 
of regional heat maps changing with time can be added (Shilo et al., 2020), which gives 
any person easy understandability (Looi, 2020). With the rising number of vaccinations 
for COVID-19, the number of cases and deaths might change unpredictably. 

The data was taken for one year only as there were chances of oversampling of data 
(Pullano et al., 2020). This study seeks to exhibit future forecasting on the overall count 
of total cases in India in the next 30 days to contribute to controlling the spread and 
growing count of current cases in India. Models were tested with the last month of data. 
For every date, the global map prediction was analyzed and presented as a map, with 
the impact factor of each country (Allwood et al., 2022; Garrido et al., 2022; Mogensen 
et al., 2022).

The model is assessed for performance measures like accuracy during this procedure. 
Accuracy calculates the model’s performance over unknown data by splitting the number 
of adequately predicted features by the number of accessible features to be forecasted. 
Many ML methods are applied to anticipate and forecast future appearances. SVM classifier, 
Prophet, Bayesian Networks, Polynomial Ridge Regression, and ARIMA are the ML 
methods used for prediction and analysis. According to the information conducted for 
this study, Support Vector Machine and Polynomial regression models were found to be 
better and hence can be assumed to give good results for long-term prediction. They had 
the highest accuracy of all classifiers, and we tested prediction methods when evaluating 
model efficiency (Bird et al., 2020).

Particularly, our research focused on the following objectives.
• The various models are chosen to compare the results (Lu et al., 2020). The three 

models: SVM, Polynomial Regression, and Bayesian Ridge Model, use over one 
year of data to get trained and produce the result for COVID-19 cases (Aarthi et 
al., 2018; Klyushin, 2020). 

• We have added a visualization map of the data collected for over two years, 
showcasing the (Mudenda et al., 2021) region-wise cases, deaths, and recoveries 
with increasing dates. We have used choropleth maps to implement this 
visualization feature to understand the disease with increasing time better. It 
showcases the impact factor for each country with the help of a color bar 
which helps to analyze which country is impacted severely by COVID-19 
immediately.

• The ML models were trained using the COVID-19 Johns Hopkins dataset. This 
dataset is pre-processed and segregated into three subsets: training dataset (70%) 
and, validation dataset (15%), testing dataset (15%). The model performance is 
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evaluated using key metrics such as R2 score, Adjusted R2 score, mean squared 
error (MSE), mean absolute error (MAE), and root mean square error (RMSE). 
We presented the comparison of performance metrics with various models.

RELATED WORKS

Bae et al. (2021) proposed that SEIR and Regression models are used to anticipate disease 
infection worldwide. The number of reported cases over the following 21 days was 
anticipated based on 62 days of training and 5 days of testing. The statistics were not steady 
and exhibited an exponential rise after 40 days, starting on January 22, 2020. Overfitting 
is still a serious issue in disease transmission (Bae et al., 2021).

Rustam et al. (2020) suggested that the model uses four standard forecasting models: 
SVM, LASSO, LR, and ES. Each model estimates three data types for the next 10 days, 
along with the number of freshly infected persons, fatalities, and recoveries. The findings 
demonstrate that the ES beats all other models closely by the LR and LASSO (Rustam et 
al., 2020).

Liu et al. (2020) discussed that the clustering strategy, and even a data augmentation 
technique, is used in machine learning methodology to leverage the geographic 
synchronicity of COVID-19 movement across Chinese regions. Their model can produce 
steady forecasts two days before the actual event. The limitation of this model is that there 
was a constant drop in COVID-19 cases reported over the testing period of our strategies; 
therefore, this approach could not be tested for its ability to recognize pandemic spikes 
across regions (Liu et al.,2020).

Wynants et al. (2020) suggested that SEIR and Regression models are used to anticipate 
disease infection worldwide. The number of reported cases over the following 21 days 
was anticipated based on 62 days of training and 5 days of testing. The statistics were not 
steady and exhibited an exponential rise after 40 days, starting on January 22, 2020. Over-
fitting is still a serious issue in disease transmission time series data (Wynants et al., 2020).

Mahdavi et al. (2021) presented that the model uses four standard forecasting models: 
SVM, LASSO, LR, and ES. Each model estimates three data types for the next 10 days, 
along with the number of freshly infected persons, fatalities, and recoveries. The findings 
demonstrate that the ES beats all other models, closely by the LR and LASSO, while the 
SVM performs poorly in all prediction situations given the available data (Mahdavi et al., 
2021; Quah et al., 2020).

Pan et al. (2021) developed the spatial-temporal-susceptible-infected-removed model 
(STSIR). To make SIR a dynamic system, they combine both intra-city and inter-city 
mobility indices. This model can accurately predict the total pandemic scale using the 
observable index. In terms of predicting the final scale of the pandemic, this model achieves 
an MAE of 7.76 (Pan et al., 2021).
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With Olszewski et al. (2012) model, it is possible to analyze changes in the number 
of cases over time and in space. In addition to considering spatial conditions in terms of 
population distributions, such as places of work, rest, and residence, the methodology also 
uses multi-agent modeling to examine spatial interactions. The model was further enhanced 
by introducing a multi-variant vaccination policy (Olszewski et al., 2021).

SVR and ARIMA models were compared to predict daily imported new COVID-19 
cases in Shanghai, China, by Zhao and Zhang (2022). Their epidemic trend was predicted 
using ARIMA models. The SVR model outperformed the ARIMA model in the study. An 
early warning of the COVID-19 outbreak can help prevent and control the outbreak in 
Shanghai, China.

PRELIMINARIES

Machine Learning Models

SVM Model. A Supervised Learning model is used for solving classification and 
regression problems. Using SVM, n-dimensional space can be easily categorized into 
classes so that future data points can be easily assigned to the right category. (Shaukat et 
al., 2015)

The Support Vector Machine (SVM) is a powerful learning method for binary 
classification. Its main purpose is to find the best hyperplane for correctly dividing data 
into two groups. Aside from that, it excels at dealing with high-dimensional and nonlinear 
data. As a result, we used the SVM model to anticipate confirmed instances, as shown in 
Equation 1.

𝒇𝒇(𝒙𝒙) = 𝒘𝒘𝑻𝑻𝒙𝒙 + 𝒃𝒃 = � 𝒘𝒘𝒋𝒋𝒙𝒙𝒋𝒋
𝑴𝑴

𝒋𝒋=𝟏𝟏
 + 𝒃𝒃 = 𝟎𝟎            (𝟏𝟏) 

Polynomial Regression Model. Polynomial Regression is a method that handles an nth-degree 

polynomial to characterize the link be- tween a dependent variable (y) and an independent variable (x). 

Equation 2 is as follows: 

𝒚𝒚 = 𝒃𝒃𝟎𝟎 + 𝒃𝒃𝟏𝟏𝒙𝒙𝟏𝟏 + 𝒃𝒃𝟐𝟐𝒙𝒙𝟏𝟏𝟐𝟐 + 𝒃𝒃𝟑𝟑𝒙𝒙𝟏𝟏𝟑𝟑 + ⋯𝒃𝒃𝒏𝒏𝒙𝒙𝟏𝟏𝒏𝒏           (𝟐𝟐) 

     (1)

Polynomial Regression Model. Polynomial Regression is a method that handles an 
nth-degree polynomial to characterize the link be- tween a dependent variable (y) and an 
independent variable (x). Equation 2 is as follows:

𝒇𝒇(𝒙𝒙) = 𝒘𝒘𝑻𝑻𝒙𝒙 + 𝒃𝒃 = � 𝒘𝒘𝒋𝒋𝒙𝒙𝒋𝒋
𝑴𝑴

𝒋𝒋=𝟏𝟏
 + 𝒃𝒃 = 𝟎𝟎            (𝟏𝟏) 

Polynomial Regression Model. Polynomial Regression is a method that handles an nth-degree 

polynomial to characterize the link be- tween a dependent variable (y) and an independent variable (x). 

Equation 2 is as follows: 

𝒚𝒚 = 𝒃𝒃𝟎𝟎 + 𝒃𝒃𝟏𝟏𝒙𝒙𝟏𝟏 + 𝒃𝒃𝟐𝟐𝒙𝒙𝟏𝟏𝟐𝟐 + 𝒃𝒃𝟑𝟑𝒙𝒙𝟏𝟏𝟑𝟑 + ⋯𝒃𝒃𝒏𝒏𝒙𝒙𝟏𝟏𝒏𝒏           (𝟐𝟐)      (2)

It is also known as the special case of Multiple Linear Regression in machine learning 
because we modify the Multiple Linear Regression equation with some polynomial terms 
to make it polynomial regression. 

Prophet Model. The Prophet library is a free, open-source library for forecasting 
univariate time series datasets. It is easy to use and designed to automatically find a 
good set of hyperparameters for the model to generate reliable data forecasts. The prophet 
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forecasting model employs a perishable model comprising three primary factors: trends, 
holidays, and seasonality. They are shown in the following Equation 3.

  𝒚𝒚(𝒕𝒕) = 𝒈𝒈(𝒕𝒕) + 𝒔𝒔(𝒕𝒕) + 𝒉𝒉(𝒕𝒕)+∈                (3)

g(t) is a section-wise logistical or linear growth curve used in statistics to describe 
non-periodic variations,
s(t) is seasonal fluctuations that can occur weekly or yearly,
h(t) is the effects of user-provided holidays with varying schedules,
ε estimates of error terms used in any major changes not included in the model.

Exponential smoothing and a prophet use the same method to simulate periodicity 
as a supplement component. Because exponentially declining weights are allocated owing 
to the appearance of the data, the dominant facts are given equal importance in predicting 
than the earlier observations in exponential smoothing.

ARIMA. ARIMA (Auto Regressive Integrated Moving Average) is a type of model that 
describes a time series based on its prior values, i.e., lags and delayed prediction errors, so 
that it can be used to forecast future values. ARIMA models can model any non-seasonal 
time series with patterns, not random white noise.

An ARIMA model is defined by three terms: p, d, and q, where p is the ARIMA 
order and q is the order of the Moving Average (MA). The term d denotes the number 
of differencing necessary to make the time series steady. As a result, the generic ARIMA 
Equation 4 is shown below:

𝒀𝒀𝒕𝒕 = 𝜶𝜶+ 𝜷𝜷𝟏𝟏𝒀𝒀𝒕𝒕−𝟏𝟏 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟐𝟐 + ⋯+ 𝜷𝜷𝒑𝒑𝒀𝒀𝒕𝒕−𝒑𝒑  +  𝜺𝜺 𝒕𝒕 

𝒀𝒀𝒕𝒕 = 𝜶𝜶 + 𝜺𝜺𝒕𝒕 + 𝝓𝝓𝟏𝟏𝜺𝜺𝒕𝒕−𝟏𝟏 + 𝝓𝝓𝟐𝟐𝜺𝜺𝒕𝒕−𝟐𝟐 … +𝝓𝝓𝒒𝒒𝜺𝜺𝒕𝒕−𝒒𝒒  

  𝒀𝒀𝒕𝒕 = 𝒀𝒀𝒕𝒕−𝟏𝟏 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟐𝟐 + ⋯+ 𝜷𝜷𝟎𝟎𝒀𝒀𝟎𝟎  +  𝜺𝜺𝒕𝒕                   (𝟔𝟔) 

    𝒀𝒀𝒕𝒕−𝟏𝟏 = 𝜷𝜷𝟏𝟏𝒀𝒀𝒕𝒕−𝟐𝟐 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟑𝟑 … + 𝜷𝜷𝟎𝟎𝒀𝒀𝟎𝟎  + 𝜺𝜺𝒕𝒕−𝟏𝟏 

    (4)

where Yt is the anticipated target is a constant value plus a linear combination of Y delays 
taken till p lags and the mixture of delayed prediction error taken till q lags.

Similarly, a pure Moving Average (MA alone) model is one in which Yt is determined 
only by the delayed forecast errors, as shown in Equation 5:𝒀𝒀𝒕𝒕 = 𝜶𝜶+ 𝜷𝜷𝟏𝟏𝒀𝒀𝒕𝒕−𝟏𝟏 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟐𝟐 + ⋯+ 𝜷𝜷𝒑𝒑𝒀𝒀𝒕𝒕−𝒑𝒑  +  𝜺𝜺 𝒕𝒕 

𝒀𝒀𝒕𝒕 = 𝜶𝜶 + 𝜺𝜺𝒕𝒕 + 𝝓𝝓𝟏𝟏𝜺𝜺𝒕𝒕−𝟏𝟏 + 𝝓𝝓𝟐𝟐𝜺𝜺𝒕𝒕−𝟐𝟐 … +𝝓𝝓𝒒𝒒𝜺𝜺𝒕𝒕−𝒒𝒒  

  𝒀𝒀𝒕𝒕 = 𝒀𝒀𝒕𝒕−𝟏𝟏 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟐𝟐 + ⋯+ 𝜷𝜷𝟎𝟎𝒀𝒀𝟎𝟎  +  𝜺𝜺𝒕𝒕                   (𝟔𝟔) 

    𝒀𝒀𝒕𝒕−𝟏𝟏 = 𝜷𝜷𝟏𝟏𝒀𝒀𝒕𝒕−𝟐𝟐 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟑𝟑 … + 𝜷𝜷𝟎𝟎𝒀𝒀𝟎𝟎  + 𝜺𝜺𝒕𝒕−𝟏𝟏 

    (5)

where the variance of the error term is the auto-regressive model errors for the relevant 
delays, the errors t and t-1 represent the results of Equations 6 and 7.

𝒀𝒀𝒕𝒕 = 𝜶𝜶+ 𝜷𝜷𝟏𝟏𝒀𝒀𝒕𝒕−𝟏𝟏 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟐𝟐 + ⋯+ 𝜷𝜷𝒑𝒑𝒀𝒀𝒕𝒕−𝒑𝒑  +  𝜺𝜺 𝒕𝒕 

𝒀𝒀𝒕𝒕 = 𝜶𝜶 + 𝜺𝜺𝒕𝒕 + 𝝓𝝓𝟏𝟏𝜺𝜺𝒕𝒕−𝟏𝟏 + 𝝓𝝓𝟐𝟐𝜺𝜺𝒕𝒕−𝟐𝟐 … +𝝓𝝓𝒒𝒒𝜺𝜺𝒕𝒕−𝒒𝒒  

  𝒀𝒀𝒕𝒕 = 𝒀𝒀𝒕𝒕−𝟏𝟏 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟐𝟐 + ⋯+ 𝜷𝜷𝟎𝟎𝒀𝒀𝟎𝟎  +  𝜺𝜺𝒕𝒕                   (𝟔𝟔) 

    𝒀𝒀𝒕𝒕−𝟏𝟏 = 𝜷𝜷𝟏𝟏𝒀𝒀𝒕𝒕−𝟐𝟐 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟑𝟑 … + 𝜷𝜷𝟎𝟎𝒀𝒀𝟎𝟎  + 𝜺𝜺𝒕𝒕−𝟏𝟏 
     (6)

𝒀𝒀𝒕𝒕 = 𝜶𝜶+ 𝜷𝜷𝟏𝟏𝒀𝒀𝒕𝒕−𝟏𝟏 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟐𝟐 + ⋯+ 𝜷𝜷𝒑𝒑𝒀𝒀𝒕𝒕−𝒑𝒑  +  𝜺𝜺 𝒕𝒕 

𝒀𝒀𝒕𝒕 = 𝜶𝜶 + 𝜺𝜺𝒕𝒕 + 𝝓𝝓𝟏𝟏𝜺𝜺𝒕𝒕−𝟏𝟏 + 𝝓𝝓𝟐𝟐𝜺𝜺𝒕𝒕−𝟐𝟐 … +𝝓𝝓𝒒𝒒𝜺𝜺𝒕𝒕−𝒒𝒒  

  𝒀𝒀𝒕𝒕 = 𝒀𝒀𝒕𝒕−𝟏𝟏 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟐𝟐 + ⋯+ 𝜷𝜷𝟎𝟎𝒀𝒀𝟎𝟎  +  𝜺𝜺𝒕𝒕                   (𝟔𝟔) 

    𝒀𝒀𝒕𝒕−𝟏𝟏 = 𝜷𝜷𝟏𝟏𝒀𝒀𝒕𝒕−𝟐𝟐 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟑𝟑 … + 𝜷𝜷𝟎𝟎𝒀𝒀𝟎𝟎  + 𝜺𝜺𝒕𝒕−𝟏𝟏     (7)
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In an ARIMA model, the time series is divided into two classes at most once to keep 
it stationary, and the AR and MA conditions are mingled. As a result, Equation 8 is shown 
below:

𝒀𝒀𝒕𝒕 = 𝜶𝜶 + 𝜷𝜷𝟏𝟏𝒀𝒀𝒕𝒕−𝟏𝟏 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟐𝟐 + ⋯+ 𝜷𝜷𝒑𝒑𝒀𝒀𝒕𝒕−𝒑𝒑  𝜺𝜺 𝒕𝒕  + 𝝓𝝓𝟏𝟏𝜺𝜺𝒕𝒕−𝟏𝟏 +𝝓𝝓𝟐𝟐𝜺𝜺𝒕𝒕−𝟐𝟐 … + 𝝓𝝓𝒒𝒒𝜺𝜺𝒕𝒕−𝒒𝒒 

          (8)

Bayesian Ridge Polynomial Regression Model. Bayesian regression defends poorly 
distributed data using natural processes. Instead of being estimated as a single number, 
the output or answer ’y’ is designed to select from the probability distribution.
The answer y is assumed to be a Gaussian distribution with Xw to design a fully probabilistic 
model, as shown below in Equation 9.

𝒑𝒑(𝒚𝒚|𝑿𝑿,𝒘𝒘,∝) = 𝑵𝑵(𝒚𝒚|𝑿𝑿𝒘𝒘,∝)                (𝟗𝟗) 

 𝒑𝒑 (𝒘𝒘 |𝝀𝝀 ) = 𝑵𝑵 (𝒘𝒘 |𝟎𝟎,𝝀𝝀−𝟏𝟏𝑰𝑰𝒑𝒑) 

      (9)

Bayesian Ridge regression, which computes a probabilistic model of regression issues, 
is one of the most useful variants of Bayesian regression. Spherical Gaussian provides the 
following antecedent for the coefficient w shown in Equation 10.

𝒑𝒑(𝒚𝒚|𝑿𝑿,𝒘𝒘,∝) = 𝑵𝑵(𝒚𝒚|𝑿𝑿𝒘𝒘,∝)                (𝟗𝟗) 

 𝒑𝒑 (𝒘𝒘 |𝝀𝝀 ) = 𝑵𝑵 (𝒘𝒘 |𝟎𝟎,𝝀𝝀−𝟏𝟏𝑰𝑰𝒑𝒑)       (10)

Gamma distributions, the corresponding prior for Gaussian accuracy, are chosen as 
throughout the model fit, the regularization parameters, and the parameters w, alpha, and 
gamma, are computed simultaneously, with the log residual likelihood being maximized. 
Hyper-parameters such as lambda and alpha were tweaked to generate considerably better 
outcomes. 

DATASET DETAILS

The Johns Hopkins University COVID-19 Data Repository is referred for this study and 
used by the Center for Systems Science and Engineering (CSSE). The JHU CSSE’s GitHub 
public repository can be used for educational and academic research. It is publicly available 
at the URL https://github.com/CSSEGISandData/COVID-19. csse_covid_19_time_series 
data consists of two cumulative datasets that Johns Hopkins produces, with the latest files 
updated daily at 23:59 UTC. The attributes such as Country, State/City, Confirmed cases, 
Recovered cases, and Death counts were considered for evaluation. The dataset contains 
192445 records with 10 attributes, 134711 records for training, 28867 records for testing, 
and 28867 records are used for validation.
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EVALUATION PARAMETERS

The parameters Root Mean Squared Error (RMSE), R2 Score, Mean square Error (MSE), 
Mean absolute error (MAE), and Adjusted R-Square (R2adjusted) are considered in the 
evaluation and comparison of Models.

Mean Square Error (MSE)

The square error suggests a different technique for evaluating the existence of reviewing 
models. MSE takes the information distance, concentrates on the return line, and squares 
it. Coupling is essential because it removes the minus number and adds weight to the 
primary differentiation. A little square error indicates how near you are to obtaining the 
optimal condition line.

It is calculated by finding the variance among the original and predicted values of the 
data, then calculating the square of this result, and then taking the average as shown in 
Equation 11.

𝑴𝑴𝑴𝑴𝑴𝑴 =
𝟏𝟏
𝑵𝑵

(�(𝒂𝒂𝒂𝒂𝒕𝒕𝒗𝒗𝒂𝒂𝒗𝒗𝒗𝒗𝒗𝒗 − 𝒑𝒑𝒑𝒑𝒗𝒗𝒅𝒅𝒗𝒗𝒂𝒂𝒗𝒗𝒗𝒗𝒗𝒗)        (𝟏𝟏𝟏𝟏)
𝒏𝒏

𝑱𝑱=𝟏𝟏

 

𝑹𝑹𝑴𝑴𝑴𝑴𝑴𝑴 = √𝑴𝑴𝑴𝑴𝑴𝑴              (𝟏𝟏𝟐𝟐) 

𝑹𝑹𝟐𝟐 = 𝟏𝟏 −
𝑹𝑹𝑴𝑴𝑴𝑴
𝑻𝑻𝑴𝑴𝑴𝑴

             (𝟏𝟏𝟑𝟑) 

     (11)

N is the total number of observations, act_value indicates the actual value, and pred_value 
indicates the predicted value. 

Root Mean Squared Error (RMSE)

When a prediction is made on a dataset, the RMSE is defined as the standard deviation 
of errors. It is similar to MSE; however, the root of its value is considered, as shown in 
Equation 12.𝑴𝑴𝑴𝑴𝑴𝑴 =
𝟏𝟏
𝑵𝑵

(�(𝒂𝒂𝒂𝒂𝒕𝒕𝒗𝒗𝒂𝒂𝒗𝒗𝒗𝒗𝒗𝒗 − 𝒑𝒑𝒑𝒑𝒗𝒗𝒅𝒅𝒗𝒗𝒂𝒂𝒗𝒗𝒗𝒗𝒗𝒗)        (𝟏𝟏𝟏𝟏)
𝒏𝒏

𝑱𝑱=𝟏𝟏

 

𝑹𝑹𝑴𝑴𝑴𝑴𝑴𝑴 = √𝑴𝑴𝑴𝑴𝑴𝑴              (𝟏𝟏𝟐𝟐) 

𝑹𝑹𝟐𝟐 = 𝟏𝟏 −
𝑹𝑹𝑴𝑴𝑴𝑴
𝑻𝑻𝑴𝑴𝑴𝑴

             (𝟏𝟏𝟑𝟑) 

        (12)

R2 Score

The R-squared (R2) scale is a calculating scale used to evaluate review models’ presentation. 
The degree of the relationship between adaptation and inversion models is determined by 
a positive size ranging from 0 to 100 percent (Equation 13).

𝑴𝑴𝑴𝑴𝑴𝑴 =
𝟏𝟏
𝑵𝑵

(�(𝒂𝒂𝒂𝒂𝒕𝒕𝒗𝒗𝒂𝒂𝒗𝒗𝒗𝒗𝒗𝒗 − 𝒑𝒑𝒑𝒑𝒗𝒗𝒅𝒅𝒗𝒗𝒂𝒂𝒗𝒗𝒗𝒗𝒗𝒗)        (𝟏𝟏𝟏𝟏)
𝒏𝒏

𝑱𝑱=𝟏𝟏

 

𝑹𝑹𝑴𝑴𝑴𝑴𝑴𝑴 = √𝑴𝑴𝑴𝑴𝑴𝑴              (𝟏𝟏𝟐𝟐) 

𝑹𝑹𝟐𝟐 = 𝟏𝟏 −
𝑹𝑹𝑴𝑴𝑴𝑴
𝑻𝑻𝑴𝑴𝑴𝑴

             (𝟏𝟏𝟑𝟑)         (13)

RSS denotes squares of residuals sum, and TSS denotes the total sum of squares.
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Adjusted R2 Score

It is a variant of the R2 score. The adjusted R2 score automatically adjusts according to 
various features considered for the prediction model. This metric value increases in case 
new features lead to improvement and decreases in case the new features do not lead to 
much improvement.   Equation 14 denotes the formula for Adjusted R2 score calculation.

𝑨𝑨𝒅𝒅𝒋𝒋𝒗𝒗𝒔𝒔𝒕𝒕𝒗𝒗𝒅𝒅 𝑹𝑹𝟐𝟐 = 𝟏𝟏 −
�𝟏𝟏 − 𝑹𝑹𝟐𝟐�(𝑵𝑵− 𝟏𝟏)

(𝑵𝑵− 𝒑𝒑 − 𝟏𝟏)             (𝟏𝟏𝟏𝟏) 

𝑴𝑴𝑨𝑨𝑴𝑴 =  
∑ �𝒚𝒚𝒋𝒋 − 𝒙𝒙𝒋𝒋�𝒎𝒎
𝒋𝒋=𝟏𝟏

𝒎𝒎
              (𝟏𝟏𝟏𝟏) 

     (14)

R2 denotes sample R-square, N is the total sample size, and p is the predicators count.

 Mean Absolute Error (MAE)

The average of all individual differences between the model predictions and actual data is 
computed by averaging test data (Equation 15). 

𝑨𝑨𝒅𝒅𝒋𝒋𝒗𝒗𝒔𝒔𝒕𝒕𝒗𝒗𝒅𝒅 𝑹𝑹𝟐𝟐 = 𝟏𝟏 −
�𝟏𝟏 − 𝑹𝑹𝟐𝟐�(𝑵𝑵− 𝟏𝟏)

(𝑵𝑵− 𝒑𝒑 − 𝟏𝟏)             (𝟏𝟏𝟏𝟏) 

𝑴𝑴𝑨𝑨𝑴𝑴 =  
∑ �𝒚𝒚𝒋𝒋 − 𝒙𝒙𝒋𝒋�𝒎𝒎
𝒋𝒋=𝟏𝟏

𝒎𝒎
              (𝟏𝟏𝟏𝟏)        (15)

Yj indicates the prediction value, xj indicates the true value, and m indicates the total 
number of data samples.

METHODOLOGY

Many ML methods are applied in this study to anticipate and forecast future appearances 
of COVID-19 cases, such as SVM classifier, Prophet, Bayesian Networks, Polynomial 
Ridge Regression, and ARIMA. The model having the highest accuracy is picked for 
forecasting or prediction during the model evaluation. This proposed work aims to achieve 
future forecasting for the next 10 days to identify the total number of recovery cases, daily 
confirmed cases and death rate. 

The dataset is divided into 70% for training, 15% for testing, and 15% for validation. 
The six models, SVM, Polynomial Regression, Bayesian Ridge Model, ARIMA, and 
Prophet, use data over a range of 1-year data to get trained, validated, and tested to produce 
results with better precision and accuracy. 

First, the data set is retrieved from a webpage. Web scraping makes the extraction 
feasible (Rustam et al., 2020). Following the conclusion of web scraping, the data set is 
related to data wrangle and pre-processing before being saved to the local storage. The 
pre-processed data is now shown for a flawless result, a high-level data set summary. The 
dataset is divided into 70% for training, 15% for testing, and 15% for validation. The 
15% of test data collected from the same dataset is kept hidden from the model during 
one of the training periods; hiding a portion of the dataset aids in discovery. Determine 
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if the model has under-fit or over-fit and some of the most significant challenges while 
developing any model. The ARIMA Model is trained by supplying a training dataset. The 
model is ready for testing once it has been trained. One of the most difficult aspects of 
training any model is over-fitting. Before the model is tested, the Facebook Prophet (Arabi 
et al., 2020) provides the dates for the next 30 days as well as the timestamp to forecast. 
Finally, the time and date stamp provided by Facebook Prophet is applied to the test data 
set. The model is currently being trained on the entire number of active case patterns. The 
ARIMA model has been analyzed and reported on key metrics such as R-Squared Score, 
MAE, MSE, and RMSE (Grasselli et al., 2020)

The Prophet and ARIMA are specifically designed mostly for prediction. Hence, we 
have trained these models with data over 2 years. Bayesian Ridge polynomial reduction, 
Prophet, SVM, and Polynomial regression give almost similar results. These various models 
are trained on the confirmed, recovered, and death cases. Further, ML models have been 
evaluated using various key metrics such as MSE, RMSE, R 2 -score, R 2 adjusted score, 
and MAE, and results are produced. 

The system architecture diagram for data processing, model development, and 
deployment, followed by the monitoring, is shown in Figure 1.

Figure 1. Proposed system architecture
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RESULT 

To analyze the result performance of all the models tested with three different sizes of 
testing, training, and validation datasets. Initially, the dataset is divided into 70% for 
training, 15% for testing, and 15% for validation. This result performance is shown in 
Table 2, with various metrics evaluated in Test 1. Again, the same dataset is split into 80% 
for training, 10% for testing, and 10% for validation. This result is indicated in Table 3, 
with various metrics evaluated in Test 2. Finally, the same dataset is divided into 76% for 
training, 12% for testing, and 12% for validation. This experimental result is indicated 
in Table 4, with various metrics evaluated in Test 3. Among all the tests Support Vector 
Machine and Polynomial regression models were found to be better and hence can be 
assumed to give good results for long-term prediction.

SVM Model

The SVM Prediction and Test Data are very close, showing good results with large datasets 
(Abedini et al., 2017). It takes past data and does the analysis based on that. A higher 
percentage of training will produce more accurate results. There are chances of overfitting 
with large amounts of data, which is avoided by doing the pre-processing. Figure 2 shows 
the SVM model predictions. Big-O notation is used to calculate the complexity of an 
algorithm. An algorithm will process amounts of data, where N is a symbol for amounts 
of data. The lower bound, upper bound and total number of loop iterations determine the 
complexity. The computational complexity of SVM is O(n3).

Polynomial Regression

The Polynomial Regression model (Bae et al., 2021) is much closer to the test data compared 
to the SVM Model, so it shows that we can use this model for prediction. This model also 
provides good results when trained with a large dataset. Polynomial Regression also takes 
the past trend and forecasts the COVID-19 cases. In this model, factors affect it largely. So, 

Figure 2. SVM model predictions Figure 3. Polynomial regression predictions
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it becomes necessary to take appropriate parameters for better prediction. Figure 3 denotes 
the polynomial regression predictions. It uses a linear regression model to fit complex, 
nonlinear functions and datasets. In the m degree polynomial regression with n measured 
values (n ≥ m + 1), the computational complexity is O(n2m).

Prophet

The Prophet also gives a good result but not as good as polynomial regression. It is better 
than the SVM model to be used for prediction. The prophet prediction is slightly lower than 
the test data. Figure 4 shows the Prophet Facebook time series model. It takes all the past 
trends and forecasts the trend. It is good for a large dataset but cannot be forecast longer. 
It gives good results when it is forecast within 25 days.

ARIMA

ARIMA is giving a good result with almost overlapping the test data, but later as the    
COVID-19 cases dip, it cannot continue. This model is specifically built for time series 
models. It gives good results for small values but also needs to be checked with large ones. 
Figure 5 shows that ARIMA gives a good result when the forecast time is within 25 days. 
The model does not face any over-fitting problems, or it can neglect some noise in the data. 
The computational complexity of the ARIMA model is O(n2T), where n is the number of 
parameters (n =p+q+P+Q) where p, q & P, and Q are non-seasonal and seasonal orders 
and T is the length of the time series.

Figure 4. Prophet Facebook time series model Figure 5. ARIMA model predictions

Bayesian Ridge Polynomial Reduction  

Bayesian Ridge is almost giving the same result as SVM. It is not giving good results 
with test data. Figure 6 shows the Bayesian Ridge Polynomial Reduction Model. The 
model is purely based on the number of days; hence noise should be avoided, or it can lead 
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Figure 6. Bayesian Ridge Polynomial Reduction 
Prediction Model

Figure 7. Prediction growth factor

to over-fitting. The trained models can be 
tested with all the data and also predict for 
the forecast 10 days. This model was tested 
with the real-time dataset from March 2020 
to now and forecasted for the next 10 days. 
The over-fitting problem can be solved by 
removing noise during a pre-processing 
phase. Linear Regression has a runtime 
complexity of O(k). Linear regression has a 
long training time but is very efficient during 
testing. Tests/predictions are performed in 
O(k) time, where k is the data’s number of 
features/dimensions.

Growth Factor

It is not possible to determine the growth factor from the data since we only have access to 
the number of cases per day. An experimental daily observation can be used to determine the 
growth factor with various statistical models. The average growth factor is calculated based 
on the 500 days of data observations. The performance was tested with large datasets. It is 
the simplest method for forecasting trends. It calculates the average growth of COVID-19 
cases daily based on the prediction. Figure 7 denotes the prediction growth factor.  
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SVM Prediction

Figure 8 shows the SVM Model predicts that for the next 500 days from January 2022. 
The SVM Model produces an accurate result for past trends. 

Polynomial Regression

This model predicts good results for large datasets. The growth factor is considered for 
monthly or yearly COVID-19 cases. Figure 9 shows Polynomial Regression based on growth 
factor with minimum deviation. This model produces a better result for the present trend.

Figure 8. SVM Prediction based on growth factor Figure 9. Polynomial Regression based on growth 
factor

Bayesian Ridge Regression

This model predicts better results for large 
datasets. The growth factor is considered for 
monthly or yearly COVID-19 cases. Figure 
10 shows Bayesian Ridge Regression based 
on growth factor with minimum deviation. 

ARIMA Prediction

It predicts and forecasts the trends based on 
the input data. It gives the best result for past 
and future trends. Figure 11 denotes that the 

Figure 10. Bayesian Ridge Regression based on 
growth factor
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dotted yellow line predicts the COVID-19 cases compared with actual data. This model 
produces the best results for a small period of forecast days.

Prophet Prediction

The Prophet Model is the open-source time series forecasting algorithm developed by 
Facebook. The black dots that form a line in the figure represent historical training data in 
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the model. The blue line represents the forecast or fitted curve generated for the past and 
the future. The light blue shaded region represents the brands of uncertainty. In COVID-19, 
the growth factor considered for the number of days was 19 cases. Based on the forecasting 
days, it gives peak results for 10-15 days. Figure 12 depicts the Facebook Prophet model 
based on the growth factor (Estenssoro et al., 2022). The graph shows the predicted number 
of cases as well as the uncertainty band that it provides based on seasonality.

Figure 11. ARIMA prediction based on growth factor

Figure 12. Facebook Prophet model based on growth factor

DISCUSSION

The Polynomial Regression and Prophet model produces good results with the number 
of cases it has predicted compared to other models we considered for the COVID-19 
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prophet and polynomial produce good results. The result in Figure 13 denotes that the 
SVM model is good for a stable increase in COVID-19 cases for long-term prediction. 
However, given different scenarios, ARIMA and Prophet are good for predicting the next 
5–10 days. Figure 13 shows the Heat Maps prediction with various models used in this 
proposed work (Dong et al., 2020). 

Figure 13. Heat Maps prediction with various models

Global Visualization

Figure 14 showcases the data visualization, the trends of COVID-19 for each country, and 
the number of cases, deaths, and recovery for each day (27–29). It provides the best and 
easiest manner to understand and analyze the pandemic (Franch-Pardo et al., 2020). The 
ranges are denoted in different shades, starting from 0 cases to 1–5,000, 5,001–50,000, 
50,001–5,000,000, and > 5,000,000.  

Tables 2, 3 and 4 compare performance metrics with machine learning models for 
different test data sets. The dataset is divided into 70% for training, 15% for testing, and 
15% for validation in Test 1, and the performance of various evaluation metrics are shown 
in Table 2. Further, the same dataset is split into 80% for training, 10% for testing, and 
10% for validation in Test 2, and the performance result for various metrics is indicated 
in Table 3. Finally, the same dataset is divided into 76% for training, 12% for testing, 
and 12% for validation in Test 3, and its experimental result is indicated in Table 4 with 
various evaluation metrics. Among all the tests Support Vector Machine and Polynomial 
regression models were found to be better and hence can be assumed to give good results 
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Figure 14. Global visualization

for long-term prediction in terms of producing small errors such as in Mean Absolute Error 
and Mean Squared Error in a different set of tests. 

Table 2
Comparison of performance metrics with various models for Test 1

Model Mean 
Absolute Error 

Mean Squared 
Error

Root Mean 
Squared Error R2 Score Adjusted 

R2 score 
Support Vector Regression 
(Woolf et al., 2021)

3.430898e+07 1.419470e+15 3.767585e+07 0.647203 0.64718

Polynomial Regression 
(Woolf et al., 2021)

4.988888e+07 4.703992e+15 6.858565e+07 0.312027 0.311991

Bayesian Ridge 
Polynomial Reduction 
(Muhammad et al., 2021)

7.051741e+07 5.038594e+15 7.098306e+07 -4.075667 -4.075931

Prophet Prediction 1.081270e+08 1.175406e+16 1.084161e+08 -10.750889 -10.751499
ARIMA 6.914564e+07 5.011705e+15 7.079340e+07 13.341083 -13.341828

Table 3
Comparison of performance metrics with various models for Test 2

Model Mean 
Absolute Error 

Mean Squared 
Error

Root Mean 
Squared Error R2 Score Adjusted 

R2 score 
Support Vector Regression 
(Woolf et al., 2021)

3.772292e+07 1.774247e+15 4.212181e+07 0.648596 0.648578

Polynomial Regression 
(Woolf et al., 2021) 

6.025114e+07 6.806394e+15 8.250088e+07 0.201452 0.201411

Bayesian Ridge Polynomial 
Reduction (Muhammad et 
al., 2021) 

6.893719e+07 4.836871e+15 6.954762e+07 -3.054984 -3.055195

Prophet Prediction 1.068353e+08 1.148542e+16 1.071701e+08 -10.629112 -10.629716
ARIMA 7.480714e+07 5.781636e+15 7.603707e+07 -10.997513 -10.998137
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CONCLUSION

The proposed system compared with Support Vector Regression, Polynomial Regression, 
ARIMA, Poly Prophet, and Bayesian Ridge Polynomial Reduction. Based on the 
comparison of the R2 Score, the R2 score of the Support Vector Machine and Polynomial 
regression models was found to be better and hence can be assumed to give good results 
for the long-term prediction. On the other hand, ARIMA, Prophet Models, and Bayesian 
Ridge Reduction models are good for short-term predictions (Muhammad & Al-Turjman, 
2021). Here, the ARIMA modeling concerning the changing seasonality of the data is 
used to create a Machine Learning model in comparison to support vector regressions. 
The results also showcased the accuracy of SVM along with ARIMA techniques and also 
helped to understand the latest trends in the pattern of the disease, thus enabling further 
preventive measures. We can also improve the accuracy and precision of the predictions 
through these techniques. Additionally, we can add features to implement the predictions 
on the choropleth global map, providing a better understanding of the disease. In the future, 
we can have more precise datasets having details about various strains of the virus, and 
we can implement a strain-specific prediction model for COVID-19 as well in the future.
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ABSTRACT

The current work evaluates cross-sectioned green bilayer powder compact (green BPC) 
of iron (Fe) under different die conditions. At first, finite element-based (FE) simultaneous 
compaction modelling is used to model the uniaxial, one-sided compaction of the green BPC 
of Fe and its interface. A Tri-mesh of 0.03 mm and mesh refinement along the interfacial 
boundary is set up with the condition of each node from both sides of layers (namely lower 
layer, L and upper layer, U) is mapped precisely to ensure its mutual interconnection along 
the horizontal edges of interface. Additionally, the modelling part utilised and validated our 
recently proposed image analysis under the metallographic technique’s standard framework. 
Our approach to model the interface to gain the same effect as from the experimental result 
of green BPC of Fe is in good agreement. It is significantly found that the use of the lubricated 
die condition contributed to increasing the local RD distribution along the interface of the 
green BPC of Fe. In contrast, the distribution is gradually dissuaded from the interface 
for the unlubricated die condition as the applied height: diameter (H:D) ratio increases.

Keywords: Fe, Finite element, green BPC, H:D ratio, 
interface, local RD

INTRODUCTION

Powder Metallurgy (PM) compaction is 
a metal-forming technique to fabricate a 
metal-based powder compact from loose 
powder. This PM workpiece is frequently 
produced at once with one layer and is 
simply known as a green single powder 
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compact (or green SPC). PM compaction is well-known for its effectiveness in delivering 
the near-net shape of green SPC. Thus, any additional machining works are not necessary. 
Enhancement of the strength of green SPC was proposed by notable investigations and 
practically implemented by industries such as green machining technique (Kulkarni & 
Dabhade, 2019) and high-velocity compaction (HVC) (Yuan et al., 2021). Instantly, the 
use of the PM compaction route is widely contributing to various circles of industries, 
for instance, automobile (Masooth et al., 2022), composites (Arifin et al., 2022), military 
products (Santos et al., 2018) and healthcare (Elsayed et al., 2022) industries. 

Nevertheless, the friction condition of a die wall is a major cause that deteriorates the 
homogeneity of produced green SPC under PM compaction, as overviewed by Edosa et al. 
(2022). Past discoveries on techniques in minimising the effect of friction were elaborated 
that included the designed compaction technique (Canta & Frunza, 2003; Grigoriev et al., 
2019; Wang et al., 2009), the initial determination of powder relative bulk density (RBD) 
(Radchenko, 2004), critical consideration of determined H:D ratio and geometrical powder 
compact shape (Cristofolini et al., 2018), the mixing method (Chen et al., 2020) and the 
layering strategy of green SPC to form green BPC in which pioneered by Sopchak and 
Misiolek (2000). This layering foundation had launched for up-to-date manufacturing 
of green BPCs that have been thoroughly designed across different fields specifically 
to formulate drugs (Bellini et al., 2019), Ti6Al4V/20CoCrMo-highly porous Ti6Al4V 
biomedical bilayer (Mihalcea et al., 2021), Ti6al4V-Ti6Al4V/30Ta bilayer for orthopaedic 
application (Chávez et al., 2020), ceramics (Hasan et al., 2019), composites (Wang et al., 
2019), machining, cutting and drilling tools (Ojo-kupoluyi et al., 2019). It is also a valuable 
pattern for generating functionally graded materials (FGMs) (Masooth et al., 2022).

Compared to growing numbers of modelling for other techniques to further predict 
the density quality of green SPC, progression in green BPC has surprisingly outnumbered 
since then, in particular, for metals (Rowe & Nikfar, 2017). It is due to difficulty in classical 
assessment on the percentage of internal porosities that limit the basis in bilayer formulation 
as a modelling start-up wherever concerning its interface. Therefore, each researcher 
had to create a physical test on BPCs to truly assess the structural type of interface and 
its mechanism framework along with doubled compaction steps. They made attempts to 
discover the calibration of BPC parameters through compaction forces (Abebe et al.,2014), 
three-point bending (Favrot et al., 1999), four-point bending (Boonyongmaneerat & 
Schuh, 2006) and flexure (Castrati et al., 2016) experiments are commonly utilised, and 
certain possible datasets had been presented for each test. Henceforth, the identified type 
of interfacial structures was released, such as interlocking (or dry binding) for green BPC 
of Fe (Abebe et al.,2014; Sopchak & Misiolek, 2000), cohesive for pharmaceutical BPC 
of Microcrystalline Cellulose (MCC) and Sodium Dilactose (SDLac) (Castrati et al., 2016) 
as well as pharmaceutical BPC of MCC and lactose anhydrate (Chang & Sun, 2019) and 
adhesive for bilayers of Aluminum Oxide (Al2O3) and Tungsten (W) powder compact 
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(Boonyongmaneerat & Schuh, 2006). Recently, El-Nasr and his team have inspired the 
design of an imaging technique known as a Computer Vision System (CVS) to easy-in- 
access the computation of internal porosities of BPC of Fe without being in contact with 
the powder surface (El-Nasr et al., 2020).

Sinka (2007) modelled the interfacial BPC of MCC layers under a tangential surface 
model for modelling. Accordingly, an assumption of a friction coefficient of 0.5 between 
the layers was stated without experimental validation (Sinka, 2007). Meanwhile, Castrati 
et al. (2016) modelled the diametrical breaking test with the tested interfacial BPC of MCC 
and SDLac assigned as the cohesive model. On the other hand, Yohannes et al. (2017) 
suggested discretising the contact model between individual particles on both sides of 
layers, whereby the contact force model was integrated as elastic and plastic deformation-
dependent of deformed particles. Apart from their experiment, Boonyongmaneerat and 
Schuh (2006) introduced the use of FE-based modelling to handle the discretisation of 
fractural constitutive equations under the fracture mechanism between composite BPC 
of Al2O3 and W. Since the formed interface between the layers is utilised from different 
materials and had undergone the sintered process via firing cycles; therefore, the type of 
interaction is regarded as an adhesive (Boonyongmaneerat & Schuh, 2006). Concerned 
about the development behaviour of BPC of Tungsten Carbide–Cobalt (WC-Co) -based 
cermets under high temperatures, Favrot et al. (1999) included an assessment of the 
interfacial response by implementing factors such as different sizes and percentages of 
WC and Co, respectively on each layer using FE-based modelling. According to them, the 
curvature of the mesh rightfully indicated the interface condition of the compressed bilayer. 
Thus, no assigned model had been addressed for their findings. It was proven through a 
sectioned image from their conducted experiment through cold compaction. In addition, as 
mentioned in a previous report by Thomazic and his team, the assigned two layers of WC 
and Fe were arranged under an axial column shape to each other. Finally, they obtained 
a homogeneous BPC structure whenever Fe is located as a lower (L) layer. The effect of 
the interface is not significant in their cases, but the density gradient was successfully 
reduced (Thomazic et al.,2010). Above all, for all types of bilayer powder investigations 
and evaluation on different mechanical effects, in particular, friction coefficient and other 
interactions between particles that exist along the horizontal layers of BPC are simply 
precluded as caused by the ongoing development of advanced characterisation to gain 
rightful datasets of adhesive-cohesive inter-relation and invalidate the assumption of 
interfacial friction coefficient. Therefore, the constitutive model and its calibrations become 
a hotspot for incoming investigations. This situation rather prolonged the progressive 
modelling of the interface of BPC.

The present research work presents the formation of green BPC of ASC 100.29 Fe 
powder to visualise the evolution of local RD gradient that focuses on the interface to 
strengthen the Fe- based workpieces in metal forming industries. It became the metal of 
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choice, did not require alloying to be useful, and was used to manufacture nails, tools, 
utensils, agricultural equipment, and weapons. Experimentally, adding a layer of green 
SPC to make green BPC of Fe is well known to reduce the local RD gradient. However, 
quantitative-based assessment for local RD distribution and modelling evaluations on the 
interface of green BPC of Fe is not considered for documentation. Plus, a comparative study 
on changes under different die wall conditions and height-to-diameter (H:D) ratio of green 
BPC with constantly applied load compaction of 30 kN and 95 kN for lower, L and upper 
U layers, respectively, were important to be a highlight, therefore, resulted from variation 
in local RD distribution can be analysed. As an output, a significant way to strengthen 
the interface to deliver a robust green BPC of Fe can be emphasised. It can potentially 
contribute to producing defect-free green BPC of Fe.

MATERIAL AND METHODS

Experimental Methods for Validation

Double Steps of Uniaxial One-Sided Compaction. PM compaction was conducted 
using a universal testing machine (model 3382, Instron, UK) with a load cell with a 100 
kN maximum capacity, as depicted in Figure 1. A lower speed of 2 mm min-1 crosshead 
was used in this work. To produce the green BPC under lubricated die condition (labelled 
as sample B), magnesium stearate, MgSn, was used to lubricate the die cavity before 
starting the compaction test. Otherwise, the green BPC without lubricated die condition 
will be released (labelled as sample A). Next, 11 g of loose Fe powder for the first layer 
was prepared and manually filled into the rigid die cavity of 20 mm diameter, D, as seen 
in Figure 1(a). The initial height of the lower layer, HL, was approximately 10 mm. 
Consequently, as depicted in Figure 1(b), the minimum load compaction, Fu of 30 kN, 
was then applied via an upper punch to compact the lower L layer of Fe powder, with the 
bottom punch in a stationary condition. As a result, the height, HL, is reduced to nearly 5 
mm. Prior to the compaction of the upper U layer, as seen in Figure 1(c), another layer of 
Fe powder is compacted under the maximum load compaction, Fu of 95 kN. As a result, 
the upper layer of Fe powder will have the same final height, HU of 5 mm, as shown in 
Figure 1(d). Before the ejection process, the base of the die set tool had been replaced by 
the ejection container, as seen in Figure 1(e), to extrude the green BPC from the die cavity. 
Another sample is repeated using the same procedures. Table 1 lists the two types of green 
BPC produced using the steps of PM compaction.

The Use of Low Speed on Compaction and Ejection Force in the Downward Direction. 
Since a very small mass of loose Fe powder of 11 g is used, a crosshead speed of 2 mm min-
1 is then employed on each green BPC to reduce the possibility of capping at the bottom 
of the green BPC and ensure the bonding of the compressed upper, U layer of Fe powder 
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to the lower, L one. Delamination issues can be avoided with the same speed applied for 
ejection force, thus reducing the impact from the container on its bottom part, as shown in 
Figure 1(e). Theoretically, the low speed of both compaction and ejection forces hinders the 
rise of the springback phenomenon. Then, the obtained cylindrical-shaped green BPC with 
a thickness of 10 mm for sample A and 10 mm for sample B were cross-sectioned following 
the arranged procedures under a metallographic technique as the authors did (Yusoff et al., 
2021). The cross-sectioned were conveniently displayed in Figures 8(a) and 8(b).

Image Analysis Procedures for the Green BPCs. A systematic preparation according to 
the sequence steps of image analysis procedures from phase to phase 4 in Table 2 was used 
for validation with the FE-based model to obtain the final local RD distribution across the 
section of the green BPCs, as in Figure 5. Phase 1 can be represented as per Figures 1(a), 
1(b), 1(c), 1(d), and 1(e). The details of phases (2) and (3) were referred to in the previous 
work of authors (Syamimi et al., 2021).

Figure 1. PM compaction steps for producing the green BPC of Fe

Table 1
Samples produced under PM compaction on lower, L and upper U layers of the green BPCs of Fe

Samples H:D ratio MgSn lubricant applied Fu on L (kN) Fu on U (kN)
A 1.0 No 30 95
B 1.0 Yes 30 95

(a) (b) (c)

(d) (e)

Upper punch

Die 
wall

Powder

Lower punch

10 mm

Upper punch

Die 
wall

Powder

Lower punch

5 mm

Upper punch

Die 
wall

Powder

Lower punch

10 mm

5 mm

Upper punch

Die 
wall

Powder

Lower punch

5 mm
5 mm

Upper punch

Die 
wall

Powder Lower 
punch

5 mm
5 mm

Ejection 
container

Fu

Fu Fu

Fu
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Table 2
The workflow process to calculate local RD distribution of the cross-sectioned green BPCs of Fe

Phase Descriptions
(1) Uniaxial one-sided compaction
(2) Metallographic methods, including grinding and polishing
(3) (a) The cross-section of the green BPC with a final thickness of 10 mm (5 mm for both upper, U 

and lower, L layers) is indicated in Figure 1(e). Next, under a magnification of 100X, a total 
of 525 TIF-based pictures were snapped by the camera through the Olympus BX51 software.

(b) TIF-based pictures were converted into binary images separately via MATLAB software, as 
shown in Figure 2.

(c) A Fortran code was developed to create a uniform rectangular grid representing a magnification 
size of 100X. In addition, a centre-point coordinate (marked as a small red dot colour on each 
centre of the element) was located within the element size of 0.68 mm and 0.40 mm in the 
x-direction and y-direction, respectively. Tecplot software has been used to visualise the data 
retrieved from Fortran in the form of.DAT file. The result of visualisation is indicated in 
Figure 3. The dimensions are given in this rectangular grid's x- and y- directions were based 
on the final thickness of the compressed green BPC of sample B in millimetres (mm).

(4) Under this phase, a one-to-one mapping procedure was performed whereby a binary image of 
sample B was located backwards of the transparent visualised grid, as displayed in Figure 4.
The Origin Lab software was employed to map the part from a result of RD calculation obtained 
in the previous phase into the specified colourised contour. Specific areas with labelled RD 
distribution are shown in Figure 5 to indicate the selected areas as major distribution levels.

Figure 2. A resulting binary image from TIF-based 
pictures after conversion with MATLAB software

Figure 5. The Origin Lab displayed the resulting 
contour of RD values

Figure 3. The visualisation of the regular grid 
arrangement in Tecplot as a result of the performed 
algorithm in Fortran software

Figure 4. A one-to-one mapping procedure was 
performed manually in each region of elements that 
covered the bilayer sample

0            5              10           15          20
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Development of Simultaneous Compaction Model Using FE-Based Modelling

Geometrical Model for Green BPC Compaction. An axisymmetric geometrical model 
was set up similarly in the experiment to compact the loose Fe powder of ASC 100.29 
simultaneously in Abaqus 6.20. Initially, the height H of undeformed Fe powder is 10 
mm. In addition, the pair of punches is always set as same as the die mould’s radius of 
10 mm. Therefore, the length, l, for each punch’s length is 10 mm. Finally, the height, Hd, 
of the die wall is set to follow the height, H, of undeformed Fe powder

FE Parameters for Variation in H:D Ratios. To further analyse the changes in interfacial 
local RD distribution concerning the changes in height, H (mm) of the powder layer, an 
implementation of measurement through the H:D ratio is conducted. As indicated in Table 
3, H:D ratios of 1.0, 1.3, and 1.6 are selected, whereby each height of lower, HL and upper 
HU layers of green BPC are set. A load of compaction, Fu (kN) applied is 30 kN for the 
lower layer, L and 95 kN upper layer, U. For all H:D ratios, modelling procedures are 
applied in each module starting from part and assembly, followed by the property, mesh, 
step module and finally the job modules in Abaqus 6.20. All the modules were done in 
similar ways with the same data. An exception had been granted only for the changes in 
heights of lower, HL and upper HU layers of Fe powder parts.

Table 3
List of H:D ratios under a load of compaction, Fu for green BPCs of Fe of samples A, B, C and D

Samples of green BPC H:D ratio HL (mm) HU (mm) Fu on L (kN) Fu on U (kN)
A 1.0 10 10 30 95
B 1.0 10 10 30 95
C 1.3 13 13 30 95
D 1.6 16 16 30 95

Mesh. Despite using Quad dominated-based mesh on the Fe powder layer, a Tri-based mesh 
is important to utilise both layers of the modelled green BPC with the main element under 
the size of 0.03 mm. With a correct mapping towards the boundary interface, approximately 
100 seedings were used to refine the Tri-based mesh from both sides of the layer. This 
description can be visualised in Figure 6.

The Properties of Green BPCs of Fe. Ranging from Modulus, E to Yield Stress, 𝑝𝑠, the 
properties of ASC 100.29 Fe powder as the material of formed green BPC serve as input 
parameters of built-in Drucker-Prager Cap (DPC) model with an initial local RD of 35 
gmm-3 or 0.5 and final local RD of 70 gmm-3 or 1.0. Table 4 contained the properties 
in which processing under the property module in Abaqus 6.20 for PM compaction. The 
Brewin equations calculate the data (Brewin et al., 2007).
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Figure 6. An arrangement of an FE-based model for undeformed green BPC modelling with a close-up of 
precisely connected nodes between both sides of layers. The red side lines indicate an actual boundary of an 
interface between two compressed layers of Fe

Table 4
List of input parameters for modelled green BPCs of Fe using the built-in Drucker-Prager Cap (DPC) model

Local 
RD

Modulus
𝑬 (MPa)

Poisson 
Ratio

v

Cohesiveness
c (MPa)

Angle of 
Repose tan f

Cap 
eccentricity C

Yield stress
𝒑𝒔

(MPa)

Plastic Strain
𝜺𝒑𝒍

0.5 5644.12 0.0556 0.001 72.48784 0.56465685 12.89 0
0.55 7752.25 0.0607 0.2485472 72.05262 0.57774487 24.78 0.3738570
0.7 16317.06 0.0909 3.0391120 70.85212 0.66822970 110.1 0.6150191
0.75 21301.68 0.1059 6.1909922 70.47973 0.72582784 165.8 0.6840119
0.8 29109.18 0.1234 12.040375 70.11856 0.80407416 242.6 0.7485505
0.85 42633.40 0.1433 22.486328 69.76742 0.90835824 346.2 0.8091751
0.9 68727.35 0.1658 40.517986 69.42531 1.04501934 483.6 0.8663335
0.95 125703.4 0.1907 70.717656 69.09136 1.22144311 662.9 0.9204007
1.0 270046.3 0.2182 119.94670 68.76484 1.44616171 893.7 0.9716940
0.7 16317.06 0.0909 3.0391120 70.85212 0.66822970 110.1 0.6150191
0.75 21301.68 0.1059 6.1909922 70.47973 0.72582784 165.8 0.6840119
0.8 29109.18 0.1234 12.040375 70.11856 0.80407416 242.6 0.7485505
0.85 42633.40 0.1433 22.486328 69.76742 0.90835824 346.2 0.8091751
0.9 68727.35 0.1658 40.517986 69.42531 1.04501934 483.6 0.8663335
0.95 125703.4 0.1907 70.717656 69.09136 1.22144311 662.9 0.9204007
1.0 270046.3 0.2182 119.94670 68.76484 1.44616171 893.7 0.9716940

Upper layer

RP1

Lower layer

RP2RP3
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FEM Parameters for Variation in Die Wall 
Condition in Terms of Friction Coefficient, 
µ. In Abaqus 6.20, the selected interactions are 
manually done under the interaction module. It 
includes the first interaction, assigned between 
the lower punch and the bottom side of the Fe 
powder lower layer. It is followed by the second 
interaction, which consists of the die surface and 
the side of the Fe powder lower layer and the 
third interaction, between the die surface and the 
side of the Fe powder upper layer. In addition, 
the fourth interaction consists of the upper side 
of the Fe powder upper layer and the lower side 
of the upper punch. Lastly, the fifth interaction is 
between the upper side and the lower side of the 
lower and upper layers of Fe powder, respectively. 
The location of each interaction is seen in Figure 7.

Consequently, in Tables 5 and 6, each interaction 
was assigned with friction coefficient values, µ, by 
applying one of the available mechanical constraint 
formulations in Abaqus 6.20, namely the penalty 
contact method. The penalty contact method is a 
type of contact property that falls under tangential 
contact surfaces. To model the interface of 

Figure 7. Each side is numbered to indicate 
the area used to define the interactions 
involved in the modelling of the green 
BPCs of Fe

undeformed green BPC under the lubricated die condition, a value of friction coefficient, 
µ of 0.08, is used. Whereas for the modelling under the unlubricated die condition, a value 
of friction coefficient, µ of 0.18, is used. For unlubricated surfaces, such as indicated under 
interactions of 1 and 4 for the green BPC of the Fe model, a selected value of friction 
coefficient, µ of 0.5, is used.

Table 5
List of employed values for friction coefficient, µ for 
the green BPC of Fe (sample A) under unlubricated 
die condition

Number of interactions µ
1 0.5
2 0.18
3 0.18
4 0.5
5 0.08

Table 6
List of employed values for friction coefficient, µ for 
the green BPC of Fe (sample B) under lubricated die 
condition

Number of interactions µ
1 0.5
2 0.08
3 0.08
4 0.5
5 0.08

RP1

RP3 RP2
4

3

5

2

1
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RESULTS AND DISCUSSION

Few dissimilarities of local RD distribution are found between the sectioned of the green 
BPCs of sample A (unlubricated) and B (lubricated with MgSn). As referred to the left of 
Figures 8(a) and 8(b), both samples mutually appeared smooth around their mid-region 
and the uppermost corner of green BPCs of Fe regions. In contrast, the lowermost corner 
regions were visibly gloomy in colour. These results are fundamentally consistent with 
the works of Rajab and Coleman (1985), Sopchak and Misiolek (2000) and Zadeh (2010) 
for ASC 100.29 Fe powder. Theoretically, the Fe powder particles positioned nearer to the 
die wall and upper punch tend to densify and re-arrange as the compaction force is further 
applied in the gravitational direction. Meanwhile, the darkening regions were deteriorated 
by randomly distributed porosities and less received the effect of densification from the 
upper punch.

However, sample A’s mid-region is devoted to having few scattered porosities. At the 
same time, sample B’s mid-region is almost impossible to have any physically observed 
porosities. Therefore, it is essential to use a high magnification of 100X under the optical 
microscope to gain details measurements regarding local RD distribution across the 
section of green BPCs. As an outcome, the experimental contour for local RD distribution 
is displayed on the right of Figures 8(a) and 8(b). A large range between 0.82 and 0.99 is 
displayed by sample A under unlubricated die condition, whereas a short range between 
0.9 and 0.99 is displayed by sample B.

Figure 8. Experimental local RD distributions obtained for a whole geometrical shape of green BPCs of 
Fe: (a) Sample A; and (b) Sample B

(a)

(b)
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Validation of the Axisymmetric FE-Based Modelling

The modelling of PM compaction for green BPC of samples A and B is validated with the 
experimental results (Figure 9). It is found that, under the modelling part, the unlubricated 
die condition delivered a large gradient of local RD distribution within sample A, indicated 
by the solution-dependent variable (SDV1) contour. Compared to the experimental result, 
each value under the three main regions of the uppermost and lowermost corners and the 
mid-region are nearer to the modelling results by only differences of 0.79%, 2.27% and 
0.79%, correspondingly. Differing to sample B, a small gradient of local RD distribution 
is captured under lubricated die condition. Indeed, the only differences between the 
experiment and modelling were only 0.21%, 1.5% and 0.52% for regions of the uppermost 
and lowermost corner and mid-region, respectively. The validation is conveniently achieved 
by satisfying the basic work on evaluation under PM compaction, whereby the difference 
in percentages with less than 5.0% is allowable (Tweed et al., 2008).

Figure 9. Comparison of RD distributions obtained from experimental work (left) and FE (right) for (a) 
sample A and (b) sample B of green BPCs of Fe

  

(a) (b)

Mesh Convergence and Sensitivity Analysis

A mesh convergence study was performed to determine the optimal element size. The 
relative density convergence plot of eight different element sizes is displayed in Figure 10. It 
was found that an element size of 0.03 mm was able to produce a converged solution within 
a reasonable period. Previous agreements and their convergence have given confidence in 
the predictive capabilities of the proposed model (for compaction).

In Equation 1, 0.98 is an obtained value of local RD from the experiment. Using the 
largest tri-element size of 0.5 mm on the upper and lower layers recorded large errors 
between FEM and the experimental values with errors of 0.035. Finally, using the smallest 
size of 0.1 mm with 110 total seedings, a nearer value of interfacial local RD is obtained, 
as indicated in Figure 11. A good prediction of local RD values in other region parts was 
also obtained, similar to the good prediction at the interface.

𝐸𝑟𝑟𝑜𝑟(𝛥) = 𝑉𝑎𝑙𝑢𝑒 𝑜𝑓 𝑙𝑜𝑐𝑎𝑙 𝑅𝐷 𝑎𝑡 𝑡 ℎ𝑒 𝑖𝑛𝑡 𝑒𝑟𝑓 𝑎𝑐𝑒 (𝐹𝐸) ― 0.98		 (1)
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Local RD Distributions for Variation in H/D Ratios of the Green BPC of Fe Under 
Different Applied Friction Coefficients

In Figures 12(a), 12(b) and 12(c), two modelled green BPC of Fe with their corresponding 
H:D ratios of 1.0, 1.3 and 1.6 were compared under different die conditions. The left and 
right of Figure 12 show the unlubricated and lubricated die results with applied friction 
coefficient values, µ equal to 0.18 and 0.08, respectively. In Figure 12(a), the green BPC 
under lubricated die condition had enhanced its local RD distribution within the average 
of 0.9816 along the interface with the range of local RD distribution between 0.9781 and 

Figure 11. A graph of errors against element sizes (in mm). A picture inside indicated a close-up of the interface 
of the green BPC of Fe at the final compaction stage with a precise connection between its nodes

Figure 10. Mesh convergence analysis
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0.9851. It is noticed that the interfacial 
densification within the green BPC that 
was compressed under the unlubricated die 
condition had not emerged with a recorded 
higher range between 0.9402 and 0.9546.

Same in Figure 12(b), the compressed 
green BPC of Fe with an H:D ratio of 1.3 
did not receive the densification support 
along its interfacial region under the 
unlubricated die condition with local 
RD distribution slightly reducing within 
the range between 0.9323 and 0.9456. 
Compared to the green BPC of Fe that 
was compressed under the lubricated 
die condition, significant horizontal 
densification is discovered between the 
two layers within an increased average of 
0.98. In addition, it resulted in the local 
RD distribution within the range between 
0.9817 and 0.9882.

As Figure 12(c) observed, the 
unlubricated die condition had delivered 
unfamiliar distribution of local RD right 
below its interface with captured average 
values of 0.9686. For the green BPC of 
Fe under the lubricated die condition, an 

Figure 12. Contour results of local RD distribution for 
H:D ratios of (a) 1.0, (b) 1.3, and (c) 1.6

(a)

(b)

(c)

increase of its local RD distribution is seen along its horizontal interface but less covered 
on its lower layer. With the increase of powder thickness with an H:D ratio of 1.6 under the 
unlubricated die condition, higher local RD distribution formed along the side of the die wall. 
Consequently, extended densification of powder particles is seen localised at the middle 
region of the lower layer and thus creates discontinuity of distributed local RD values 
between two compressed layers. Current findings are consistent with the results reported 
by previous literature whereby the mid-region of formed green BPC under unlubricated die 
condition is lower compared to the regions nearer to the side of the die wall.

CONCLUSION

This evaluation on the interface of green bilayer powder compact (BPC) of iron (Fe) 
under two different die wall conditions provides both qualitative and quantitative insights 
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into distributions of the local relative density (or local RD). The study revealed that axial 
friction from the die wall under unlubricated die conditions had disrupted the flowability 
of the compressed upper U layer onto the lower L layer of Fe to form an interlocking type 
of densification. Whereas lubricated die condition supporte d  the interface of BPC 
whereby less friction from the  die wall had allowed for the flowability and promoted 
an interlocking between compressed upper, U layer onto lower, L layer of Fe during the 
second time of PM compaction. This condition would strengthen the bilayer system and 
reduce the local RD gradient across its internal cross-sectioned. The FE-based simultaneous 
compaction modelling results suggest that the nodes along the interfacial boundary between 
upper, U- and lower, L- surface layers of BPC of Fe must be in mutual interconnection to 
gain the interlocking (or dry binding) effect in which similarly obtained in experimental 
results. Also, the modelling study showed that the increment of height to diameter (H:D) 
ratio with constantly applied load magnitude had released less interlocking effect from the 
upper to lower part of the BPC structure. It is estimated that the increase in load magnitude 
must be done proportionally for both layers, i.e., 60 kN and 190 kN for upper, U- and 
lower, L- surface layers, respectively, to get the mid-interlocking effect which will help 
minimise the local gradient as H:D ratio is increased. In addition, it is evidenced that using 
input parameters from Brewin equations with the medium of built-in DPC in Abaqus 6.20 
agrees well with the experimental results of local RD with the condition that the tri-based 
mesh elements with refinement along the interface must be provided. Also, the selection 
of friction coefficient, µ of 0.08 and 0.18 to denote the lubricated and unlubricated die wall 
conditions, respectively, is proved suitable, therefore, benefited the establishment of green 
BPC of the Fe model. It can potentially contribute to producing defect-free green layered 
Fe powder compacts.
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ABSTRACT

The study of soil agrophysical and agrochemical properties is based on ground-based point 
measurements and measurements conducted using radiometric remote sensing systems 
(satellite or airborne). A disadvantage of the existing remote sensing systems using normal 
surface irradiation is the insignificant depth of penetration of the probing radiation into 
the soil layer. It is proposed to use a radar system for remote sensing agricultural lands 
to eliminate this drawback. The system uses a method for assessing the soil’s physical 
and chemical properties based on the interference measurements of direct and reflected 
electromagnetic waves at incidence angles that provide a total refraction effect, i.e., close 
to Brewster’s angle. The possibility of using this method for remote assessment of soil’s 
physical and chemical properties, including the subsurface layer moisture, was established. 
A feature of the bistatic system is that it is necessary to coordinate the mutual arrangement of 
the transmitting and receiving positions, which imposes special requirements on the UAVs’ 
flight algorithm. The UAVs’ relative position makes it possible to form the conditions for 
the manifestation of the total refraction effect, to determine the current value of Brewster’s 

angle, and to fix these conditions for the 
subsequent flight, making it possible to 
measure the soil’s physical and chemical 
parameters. The research results can be used 
to implement precision farming technology 
in hard-to-reach places, large agricultural 
areas, and digital agriculture.

Keywords: Brewster’s angle, flight algorithm, radar 
system, remote sensing, soil moisture, total refraction, 
UAV
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INTRODUCTION

Soil moisture (SM) is one of the most important parameters in agricultural applications 
such as agricultural land mapping (Dari et al., 2021), irrigation planning, flood monitoring 
(S. Wang et al., 2021), draft monitoring (Filion et al., 2016), and yield forecasting (Brook 
et al., 2020). They can promote water-saving agriculture (Tran et al., 2015) and provide 
food security, especially in arid and semi-arid regions (Gago et al., 2015; Martins et 
al., 2021; Fugazza et al., 2022). Traditionally, SM is studied using ground-based point 
measurements based on interpolated lines or grids using geophysical methods (Tavakol 
et al., 2021) (tensiometers, neutron moisture meters, capacitive sensors, thermal impulse 
sensors, underground radars) (Mallet et al., 2021; Xie et al., 2022), which, despite their 
relatively high accuracy, have limited spatial representativeness (several square meters 
maximum) (Brook et al., 2020; Babaeian et al., 2021; Rohil & Mathur, 2022; Rouf et al., 
2021). Over the past 50 years, active satellite observations in electromagnetic spectra (L 
(0.39–1.55 GHz), C (3.9–5.75 GHz) and X (5.75–5.75 GHz) and X (5.75–0.9 GHz), rarely 
P-band) have been used to study SM and multispectral characteristics of vegetation cover 
(Bargiel et al., 2013; Su et al., 2014; Ludeno et al., 2018; Li et al., 2021; H. Wang et al., 
2021). There are also several algorithms (Nguyen et al., 2022), models (Pandey & Jain, 
2022; Yang et al., 2021), and software products (Salam et al., 2019; Kim, 2021; Barca et 
al., 2021) available for real use (Saddik et al., 2021). However, most of the information 
about SM obtained using radiometric remote (satellite) sensing systems (ASCAT, AMSR-E, 
AMSR2, SMAP, SMOS) (Amazirh et al., 2018; Faye et al.,2018; Mandal et al.,2020) are 
usually surface SM (a few millimeters deep for optical and thermal range) (Barca et al., 
2021; Elkharrouba et al., 2022) or near surface SM (a few centimeters deep for X-, C-, 
or L-frequency microwave sensors) (Bandini et al., 2020; Ivushkin et al., 2021). It is not 
possible to estimate the moisture content of the root zone. 

The use of a bistatic (or multistatic) satellite radar system (GNSS-R) (Rohil & Mathur, 
2022) makes it possible to partially solve the sounding depth problem by expanding the 
observation limits (both in angle and operating frequencies) and introducing new parameters 
due to signal scattering (Kaasiku et al., 2021). Despite the prospects for reflectometry of 
global navigation satellite signals (Bhogapurapu et al., 2022), cloud cover, vegetation cover, 
topography, soil structure, climate, and other factors remain significant limitations of the 
applicability of all remote (satellite) soil sensing methods with relatively high measurement 
accuracy (Zhu et al., 2019; Babaeian et al., 2021). 

Using crewless aircraft makes it possible to remove significant limitations for remote 
(satellite) sensing (Tran et al., 2015; Gopaiah et al., 2021). The problem of the limited 
depth of studies of the soil root zone (Sahaar et al., 2022) can be solved by using a radar-
sounding system in the ultrashort wave range (up to 860 MHz). The system registers a 
signal reflected from soil inhomogeneities and carries information about the physical and 
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chemical properties of the soil (Babaeian et al., 2021). The joint use of the multispectral 
cameras installed on the UAV and the radar-sounding system will ensure the necessary 
spatial and temporal consistency of observations of the soil’s physical and chemical 
properties and the state of the surveyed area vegetation cover. 

Thus, the relevance of research is determined by the need to expand information sources 
used in making management decisions in precision farming through radar sounding of 
subsurface soil layers. 

In radar soil sounding, the reflected signal can be represented as the sum of several 
constituents: the signal falling directly on the receiving antenna, the reflected signal from 
the air-surface boundary (air-surface interface), and the reflected signal from the inner 
ground layers located at the entire penetration depth. Given the problem to be solved, the 
reflection from the air-surface boundary is not informative and, conversely, worsens the 
conditions for determining the physico-chemical composition of the subsurface soil layers. 

As is known, when a plane electromagnetic wave is incident on the interface between 
two dielectric media, the fraction of reflected energy is determined by the reflection 
coefficient R. Thus, the purpose of the research is to create conditions under which the 
reflection coefficient from the air-surface interface will tend to zero (R→0), and the energy 
of the incident wave will penetrate the soil to form a reflected signal from the inner layers. 
To satisfy this condition, Bazhenov et al. (2021) propose to use the effect of total refraction, 
i.e., carry out surface irradiation at Brewster’s angle, while the remote radar sensing system 
should be placed on two crewless aerial vehicles (UAVs) and implemented as bistatic. 
Chandra & Tanzi (2018) performed mathematical modeling of subsurface layers’ radar 
sounding to search for and rescue people during earthquakes and other global disasters 
using “oblique” surface irradiation at angles close to Brewster’s angles. They determined 
the key requirements for GPR and research conditions and also confirmed the sufficient 
energy level of the reflected signal to search for objects with an effective scattering surface 
of about 1 m2 to a depth of 10 meters.

The disadvantage of existing approaches is that their implementation requires a priori 
information about the physical and chemical parameters of the soil, namely its dielectric 
constant and specific conductivity. In this case, Brewster’s angle can be calculated from 
the known expressions. At the same time, the dielectric constant and specific conductivity 
of the earth’s surface layer is not constant value and depends on the soil composition and 
structure, the presence of salts, and its moisture content. Therefore, before conducting the 
soil remote sensing with an emphasis on its inner layers, it is necessary to determine the 
value of Brewster’s angle for the specific conditions of radar sounding.

Thus, the scientific task of the study is to develop an algorithm for the flight of two 
UAVs that make up a bistatic radar system for soil sounding, which allows, under conditions 
of a priori uncertainty about the physicochemical parameters of the soil surface, provide 
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the condition (R → 0), determine the current value of Brewster’s angle and subsequently 
maintain flight parameters that make it possible to irradiate the earth’s surface at an angle 
close to Brewster’s angle.

MATERIALS AND METHODS

Determination of the main ways of solving the problem and existing restrictions. 
The Brewster’s angle is determined from the expression for the reflection coefficient 

for a vertically polarized electromagnetic wave (Bazhenov et al., 2021) (Equation 1): 

�̇�𝑅𝑉𝑉 = �̇�𝑍𝐶𝐶2 ⋅𝑐𝑐𝑐𝑐𝑐𝑐 𝜑𝜑−�̇�𝑍𝐶𝐶1 ⋅𝑐𝑐𝑐𝑐𝑐𝑐 𝜙𝜙
�̇�𝑍𝐶𝐶2 ⋅𝑐𝑐𝑐𝑐𝑐𝑐 𝜑𝜑+�̇�𝑍𝐶𝐶1 ⋅𝑐𝑐𝑐𝑐𝑐𝑐 𝜙𝜙
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with the reflection coefficient equal to zero. 
Here, Z C1 is the characteristic resistance of the first medium (air); Z C2 is the characteristic 

resistance of the soil surface layer (in the general case, a complex value); φ is the incidence 
angle of a plane electromagnetic wave on the interface between two media; φ is the angle 
of refraction.

It follows from Equation 1 that to ensure a zero-reflection coefficient Rv, the following 
condition must be met (Equation 2): 
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where Bϕ  is Brewster’s angle. 
The angle of refraction in Equation 2 is determined under Snell’s second law in 

Equation 3,
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where 1 2,n n  is the refractive indices of the first and second medium.
Figures 1(a) and 1(b) show the reflection coefficient’s dependence on the incidence 

angle for radio waves with vertical and horizontal polarizations. In Figure 1(a), the specific 
conductivity of soil is 0.017 S/m, corresponding to dry soil. Figure 1b shows the soil-specific 
conductivity of 0.7 S/m, i.e., highly moistened soil.

As follows from Figures 1(a) and 1(b), an increase in specific conductivity leads to 
a shift in Brewster’s angle towards larger values, and in this case, the minimum value of 
the reflection coefficient is increasingly different from zero.

In the absence of a priori data on the specific conductivity and permittivity, it is not 
possible to determine the value of Brewster’s angle only from the amplitude of the radar 
signal reflected from the earth’s surface since the total received signal may not have a 
pronounced minimum at this angle of incidence. 
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It is proposed to use the interference of direct and reflected waves with the successive 
application of vertical and horizontal polarization to substantiate the algorithm for the 
joint flight of two crewless aerial vehicles that make up a bistatic radar system for remote 
soil sensing, which provides the detection of the total refraction effect. Figure 2 shows the 
conditions for the formation of the interference wave.

In Figure 2, the following designations are accepted: h1 and h2 are the heights of the 
transmitting and receiving antennas, respectively; φ is the angle of incidence; 

respectively; ϕ is the angle of incidence;

L1 и L2; 

 
is the projection on the Earth’s surface of the distance D1 between the transmitting position and 
the place where the reflected signal is formed; 

respectively; ϕ is the angle of incidence;

L1 и L2; 

 is the projection onto the Earth’s 
surface of the distance D2 between the receiving position and the place where the reflected signal 
is formed; 

respectively; ϕ is the angle of incidence;

L1 и L2; 

 is the sum of distances 

respectively; ϕ is the angle of incidence;

L1 и L2;  is 

the path that the direct wave travels. In sum, 

respectively; ϕ is the angle of incidence;

L1 и L2; 

 and 

respectively; ϕ is the angle of incidence;

L1 и L2; 

 are 

Figure 1. The dependence of the reflection coefficient on the angle of incidence: (а) specific conductivity 
of soil is 0.017 S/m; (b) specific conductivity of soil is 0.7 S/m
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Figure 2. Conditions for the formation of the interference 
wave

the path traveled by the reflected wave. 
The instantaneous value of the direct 

wave amplitude at the moment t has the 
form presented in Equation 4,

𝑈𝑈0 = 𝐴𝐴 ⋅ 𝑒𝑒−𝑗𝑗𝑗𝑗𝑗𝑗 ⋅ 𝑒𝑒−𝑗𝑗
2𝜋𝜋
𝜆𝜆 𝐷𝐷0  

𝑈𝑈1 = 𝐴𝐴 ⋅ �̇�𝑅 ⋅ 𝑒𝑒−𝑗𝑗𝑗𝑗𝑗𝑗 ⋅ 𝑒𝑒
−𝑗𝑗2𝜋𝜋

𝜆𝜆 ��ℎ1
2+𝐿𝐿1

2 +�ℎ2
2+𝐿𝐿2

2�
.  

𝑈𝑈Σ = 𝐴𝐴 ⋅ 𝑒𝑒−𝑗𝑗𝑗𝑗𝑗𝑗 �𝑒𝑒−𝑗𝑗
2𝜋𝜋
𝜆𝜆 𝐷𝐷0 + �̇�𝑅 ⋅ 𝑒𝑒−𝑗𝑗

2𝜋𝜋
𝜆𝜆 (𝐷𝐷1+𝐷𝐷2)�. 

            [4]

Here, A is the electric field strength; 
𝑗𝑗 = 2𝜋𝜋𝜋𝜋   is the cyclic signal frequency 
and λ wavelength.
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The instantaneous value of the reflected wave amplitude at the moment t is determined 
by Equation 5: 𝑈𝑈0 = 𝐴𝐴 ⋅ 𝑒𝑒−𝑗𝑗𝑗𝑗𝑗𝑗 ⋅ 𝑒𝑒−𝑗𝑗

2𝜋𝜋
𝜆𝜆 𝐷𝐷0  

𝑈𝑈1 = 𝐴𝐴 ⋅ �̇�𝑅 ⋅ 𝑒𝑒−𝑗𝑗𝑗𝑗𝑗𝑗 ⋅ 𝑒𝑒
−𝑗𝑗2𝜋𝜋

𝜆𝜆 ��ℎ1
2+𝐿𝐿1

2 +�ℎ2
2+𝐿𝐿2

2�
.  

𝑈𝑈Σ = 𝐴𝐴 ⋅ 𝑒𝑒−𝑗𝑗𝑗𝑗𝑗𝑗 �𝑒𝑒−𝑗𝑗
2𝜋𝜋
𝜆𝜆 𝐷𝐷0 + �̇�𝑅 ⋅ 𝑒𝑒−𝑗𝑗

2𝜋𝜋
𝜆𝜆 (𝐷𝐷1+𝐷𝐷2)�. 

     [5]

Considering Equations 4 and 5, the total signal 0 1Σ = +U U U  will be as stated in 
Equation 6:

𝑈𝑈0 = 𝐴𝐴 ⋅ 𝑒𝑒−𝑗𝑗𝑗𝑗𝑗𝑗 ⋅ 𝑒𝑒−𝑗𝑗
2𝜋𝜋
𝜆𝜆 𝐷𝐷0  

𝑈𝑈1 = 𝐴𝐴 ⋅ �̇�𝑅 ⋅ 𝑒𝑒−𝑗𝑗𝑗𝑗𝑗𝑗 ⋅ 𝑒𝑒
−𝑗𝑗2𝜋𝜋

𝜆𝜆 ��ℎ1
2+𝐿𝐿1

2 +�ℎ2
2+𝐿𝐿2

2�
.  

𝑈𝑈Σ = 𝐴𝐴 ⋅ 𝑒𝑒−𝑗𝑗𝑗𝑗𝑗𝑗 �𝑒𝑒−𝑗𝑗
2𝜋𝜋
𝜆𝜆 𝐷𝐷0 + �̇�𝑅 ⋅ 𝑒𝑒−𝑗𝑗

2𝜋𝜋
𝜆𝜆 (𝐷𝐷1+𝐷𝐷2)�.     [6]

Considering the substitution �̇�𝐾 = 𝐴𝐴 ⋅ 𝑒𝑒−𝑗𝑗𝑗𝑗𝑗𝑗  
�̇�𝑈𝑍𝑍 = �̇�𝐾 ⋅ �𝑒𝑒−𝑗𝑗

2𝜋𝜋
𝜆𝜆 𝐷𝐷0 + �̇�𝑅 ⋅ 𝑒𝑒−𝑗𝑗

2𝜋𝜋
𝜆𝜆 (𝐷𝐷1+𝐷𝐷2)�. 

�̇�𝑈𝑍𝑍𝑍𝑍 = �̇�𝐾 ⋅ ��𝑐𝑐𝑐𝑐𝑐𝑐 �
2𝜋𝜋
𝜆𝜆
⋅ 𝐷𝐷0� − 𝑗𝑗 ⋅ 𝑐𝑐𝑠𝑠𝑛𝑛 �

2𝜋𝜋
𝜆𝜆
⋅ 𝐷𝐷0�� +

�̇�𝑍𝐶𝐶2 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜙𝜙 − �̇�𝑍𝐶𝐶1 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜑𝜑
�̇�𝑍𝐶𝐶2 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜙𝜙 + �̇�𝑍𝐶𝐶1 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜑𝜑

. 

⋅ �𝑐𝑐𝑐𝑐𝑐𝑐 �
2𝜋𝜋
𝜆𝜆
⋅ (𝐷𝐷1 + 𝐷𝐷2)� − 𝑗𝑗 ⋅ 𝑐𝑐𝑠𝑠𝑛𝑛 �

2𝜋𝜋
𝜆𝜆
⋅ (𝐷𝐷1 + 𝐷𝐷2)��� .. 

�̇�𝑈𝑍𝑍𝑉𝑉 = �̇�𝐾 ⋅ ��𝑐𝑐𝑐𝑐𝑐𝑐 �
2𝜋𝜋
𝜆𝜆
⋅ 𝐷𝐷0� − 𝑗𝑗 ⋅ 𝑐𝑐𝑠𝑠𝑛𝑛 �

2𝜋𝜋
𝜆𝜆
⋅ 𝐷𝐷0�� +

�̇�𝑍𝐶𝐶2 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜑𝜑 − �̇�𝑍𝐶𝐶1 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜙𝜙
�̇�𝑍𝐶𝐶2 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜑𝜑 + �̇�𝑍𝐶𝐶1 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜙𝜙

. 

⋅ �𝑐𝑐𝑐𝑐𝑐𝑐 �
2𝜋𝜋
𝜆𝜆
⋅ (𝐷𝐷1 + 𝐷𝐷2)� − 𝑗𝑗 ⋅ 𝑐𝑐𝑠𝑠𝑛𝑛 �

2𝜋𝜋
𝜆𝜆
⋅ (𝐷𝐷1 + 𝐷𝐷2)���. 
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, Equation 6 can be written as Equation 7:
�̇�𝐾 = 𝐴𝐴 ⋅ 𝑒𝑒−𝑗𝑗𝑗𝑗𝑗𝑗  

�̇�𝑈𝑍𝑍 = �̇�𝐾 ⋅ �𝑒𝑒−𝑗𝑗
2𝜋𝜋
𝜆𝜆 𝐷𝐷0 + �̇�𝑅 ⋅ 𝑒𝑒−𝑗𝑗

2𝜋𝜋
𝜆𝜆 (𝐷𝐷1+𝐷𝐷2)�. 

�̇�𝑈𝑍𝑍𝑍𝑍 = �̇�𝐾 ⋅ ��𝑐𝑐𝑐𝑐𝑐𝑐 �
2𝜋𝜋
𝜆𝜆
⋅ 𝐷𝐷0� − 𝑗𝑗 ⋅ 𝑐𝑐𝑠𝑠𝑛𝑛 �

2𝜋𝜋
𝜆𝜆
⋅ 𝐷𝐷0�� +

�̇�𝑍𝐶𝐶2 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜙𝜙 − �̇�𝑍𝐶𝐶1 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜑𝜑
�̇�𝑍𝐶𝐶2 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜙𝜙 + �̇�𝑍𝐶𝐶1 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜑𝜑

. 

⋅ �𝑐𝑐𝑐𝑐𝑐𝑐 �
2𝜋𝜋
𝜆𝜆
⋅ (𝐷𝐷1 + 𝐷𝐷2)� − 𝑗𝑗 ⋅ 𝑐𝑐𝑠𝑠𝑛𝑛 �

2𝜋𝜋
𝜆𝜆
⋅ (𝐷𝐷1 + 𝐷𝐷2)��� .. 

�̇�𝑈𝑍𝑍𝑉𝑉 = �̇�𝐾 ⋅ ��𝑐𝑐𝑐𝑐𝑐𝑐 �
2𝜋𝜋
𝜆𝜆
⋅ 𝐷𝐷0� − 𝑗𝑗 ⋅ 𝑐𝑐𝑠𝑠𝑛𝑛 �

2𝜋𝜋
𝜆𝜆
⋅ 𝐷𝐷0�� +

�̇�𝑍𝐶𝐶2 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜑𝜑 − �̇�𝑍𝐶𝐶1 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜙𝜙
�̇�𝑍𝐶𝐶2 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜑𝜑 + �̇�𝑍𝐶𝐶1 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜙𝜙

. 

⋅ �𝑐𝑐𝑐𝑐𝑐𝑐 �
2𝜋𝜋
𝜆𝜆
⋅ (𝐷𝐷1 + 𝐷𝐷2)� − 𝑗𝑗 ⋅ 𝑐𝑐𝑠𝑠𝑛𝑛 �

2𝜋𝜋
𝜆𝜆
⋅ (𝐷𝐷1 + 𝐷𝐷2)���. 
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, [mV/m]. 

     [7]

The reflection coefficient R ̇ for a lossy dielectric such as wet soil will have a complex 
character and different formulas for calculating vertical and horizontal polarization. 
Substituting the formula for calculating the reflection coefficient for horizontal polarization 
into Equation 7, we obtain the expression for the total wave presented in Equation 8:

�̇�𝐾 = 𝐴𝐴 ⋅ 𝑒𝑒−𝑗𝑗𝑗𝑗𝑗𝑗  
�̇�𝑈𝑍𝑍 = �̇�𝐾 ⋅ �𝑒𝑒−𝑗𝑗

2𝜋𝜋
𝜆𝜆 𝐷𝐷0 + �̇�𝑅 ⋅ 𝑒𝑒−𝑗𝑗

2𝜋𝜋
𝜆𝜆 (𝐷𝐷1+𝐷𝐷2)�. 

�̇�𝑈𝑍𝑍𝑍𝑍 = �̇�𝐾 ⋅ ��𝑐𝑐𝑐𝑐𝑐𝑐 �
2𝜋𝜋
𝜆𝜆
⋅ 𝐷𝐷0� − 𝑗𝑗 ⋅ 𝑐𝑐𝑠𝑠𝑛𝑛 �

2𝜋𝜋
𝜆𝜆
⋅ 𝐷𝐷0�� +

�̇�𝑍𝐶𝐶2 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜙𝜙 − �̇�𝑍𝐶𝐶1 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜑𝜑
�̇�𝑍𝐶𝐶2 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜙𝜙 + �̇�𝑍𝐶𝐶1 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜑𝜑

. 

⋅ �𝑐𝑐𝑐𝑐𝑐𝑐 �
2𝜋𝜋
𝜆𝜆
⋅ (𝐷𝐷1 + 𝐷𝐷2)� − 𝑗𝑗 ⋅ 𝑐𝑐𝑠𝑠𝑛𝑛 �

2𝜋𝜋
𝜆𝜆
⋅ (𝐷𝐷1 + 𝐷𝐷2)��� .. 

�̇�𝑈𝑍𝑍𝑉𝑉 = �̇�𝐾 ⋅ ��𝑐𝑐𝑐𝑐𝑐𝑐 �
2𝜋𝜋
𝜆𝜆
⋅ 𝐷𝐷0� − 𝑗𝑗 ⋅ 𝑐𝑐𝑠𝑠𝑛𝑛 �

2𝜋𝜋
𝜆𝜆
⋅ 𝐷𝐷0�� +

�̇�𝑍𝐶𝐶2 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜑𝜑 − �̇�𝑍𝐶𝐶1 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜙𝜙
�̇�𝑍𝐶𝐶2 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜑𝜑 + �̇�𝑍𝐶𝐶1 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜙𝜙

. 

⋅ �𝑐𝑐𝑐𝑐𝑐𝑐 �
2𝜋𝜋
𝜆𝜆
⋅ (𝐷𝐷1 + 𝐷𝐷2)� − 𝑗𝑗 ⋅ 𝑐𝑐𝑠𝑠𝑛𝑛 �

2𝜋𝜋
𝜆𝜆
⋅ (𝐷𝐷1 + 𝐷𝐷2)���. 
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 [8]

For vertical polarization, Equation 7 will be as follows, presented as Equation 9: 

�̇�𝐾 = 𝐴𝐴 ⋅ 𝑒𝑒−𝑗𝑗𝑗𝑗𝑗𝑗  
�̇�𝑈𝑍𝑍 = �̇�𝐾 ⋅ �𝑒𝑒−𝑗𝑗

2𝜋𝜋
𝜆𝜆 𝐷𝐷0 + �̇�𝑅 ⋅ 𝑒𝑒−𝑗𝑗

2𝜋𝜋
𝜆𝜆 (𝐷𝐷1+𝐷𝐷2)�. 

�̇�𝑈𝑍𝑍𝑍𝑍 = �̇�𝐾 ⋅ ��𝑐𝑐𝑐𝑐𝑐𝑐 �
2𝜋𝜋
𝜆𝜆
⋅ 𝐷𝐷0� − 𝑗𝑗 ⋅ 𝑐𝑐𝑠𝑠𝑛𝑛 �

2𝜋𝜋
𝜆𝜆
⋅ 𝐷𝐷0�� +

�̇�𝑍𝐶𝐶2 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜙𝜙 − �̇�𝑍𝐶𝐶1 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜑𝜑
�̇�𝑍𝐶𝐶2 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜙𝜙 + �̇�𝑍𝐶𝐶1 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜑𝜑

. 

⋅ �𝑐𝑐𝑐𝑐𝑐𝑐 �
2𝜋𝜋
𝜆𝜆
⋅ (𝐷𝐷1 + 𝐷𝐷2)� − 𝑗𝑗 ⋅ 𝑐𝑐𝑠𝑠𝑛𝑛 �

2𝜋𝜋
𝜆𝜆
⋅ (𝐷𝐷1 + 𝐷𝐷2)��� .. 

�̇�𝑈𝑍𝑍𝑉𝑉 = �̇�𝐾 ⋅ ��𝑐𝑐𝑐𝑐𝑐𝑐 �
2𝜋𝜋
𝜆𝜆
⋅ 𝐷𝐷0� − 𝑗𝑗 ⋅ 𝑐𝑐𝑠𝑠𝑛𝑛 �

2𝜋𝜋
𝜆𝜆
⋅ 𝐷𝐷0�� +

�̇�𝑍𝐶𝐶2 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜑𝜑 − �̇�𝑍𝐶𝐶1 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜙𝜙
�̇�𝑍𝐶𝐶2 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜑𝜑 + �̇�𝑍𝐶𝐶1 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜙𝜙

. 

⋅ �𝑐𝑐𝑐𝑐𝑐𝑐 �
2𝜋𝜋
𝜆𝜆
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2𝜋𝜋
𝜆𝜆
⋅ (𝐷𝐷1 + 𝐷𝐷2)���. 

𝐴𝐴 = 173 ⋅�𝑃𝑃1⋅𝐺𝐺1
𝑟𝑟

, [mV/m]. 

 [9]

Dependence of the electric field strength at a distance r [km] from the transmitter, 
taking into account the transmitting antenna gain G 1 and the transmitter power P 1 [kW] 
(Equation 10).

�̇�𝐾 = 𝐴𝐴 ⋅ 𝑒𝑒−𝑗𝑗𝑗𝑗𝑗𝑗  
�̇�𝑈𝑍𝑍 = �̇�𝐾 ⋅ �𝑒𝑒−𝑗𝑗

2𝜋𝜋
𝜆𝜆 𝐷𝐷0 + �̇�𝑅 ⋅ 𝑒𝑒−𝑗𝑗

2𝜋𝜋
𝜆𝜆 (𝐷𝐷1+𝐷𝐷2)�. 

�̇�𝑈𝑍𝑍𝑍𝑍 = �̇�𝐾 ⋅ ��𝑐𝑐𝑐𝑐𝑐𝑐 �
2𝜋𝜋
𝜆𝜆
⋅ 𝐷𝐷0� − 𝑗𝑗 ⋅ 𝑐𝑐𝑠𝑠𝑛𝑛 �

2𝜋𝜋
𝜆𝜆
⋅ 𝐷𝐷0�� +

�̇�𝑍𝐶𝐶2 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜙𝜙 − �̇�𝑍𝐶𝐶1 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜑𝜑
�̇�𝑍𝐶𝐶2 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜙𝜙 + �̇�𝑍𝐶𝐶1 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜑𝜑

. 

⋅ �𝑐𝑐𝑐𝑐𝑐𝑐 �
2𝜋𝜋
𝜆𝜆
⋅ (𝐷𝐷1 + 𝐷𝐷2)� − 𝑗𝑗 ⋅ 𝑐𝑐𝑠𝑠𝑛𝑛 �

2𝜋𝜋
𝜆𝜆
⋅ (𝐷𝐷1 + 𝐷𝐷2)��� .. 

�̇�𝑈𝑍𝑍𝑉𝑉 = �̇�𝐾 ⋅ ��𝑐𝑐𝑐𝑐𝑐𝑐 �
2𝜋𝜋
𝜆𝜆
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2𝜋𝜋
𝜆𝜆
⋅ 𝐷𝐷0�� +

�̇�𝑍𝐶𝐶2 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜑𝜑 − �̇�𝑍𝐶𝐶1 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜙𝜙
�̇�𝑍𝐶𝐶2 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜑𝜑 + �̇�𝑍𝐶𝐶1 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜙𝜙

. 

⋅ �𝑐𝑐𝑐𝑐𝑐𝑐 �
2𝜋𝜋
𝜆𝜆
⋅ (𝐷𝐷1 + 𝐷𝐷2)� − 𝑗𝑗 ⋅ 𝑐𝑐𝑠𝑠𝑛𝑛 �

2𝜋𝜋
𝜆𝜆
⋅ (𝐷𝐷1 + 𝐷𝐷2)���. 

𝐴𝐴 = 173 ⋅�𝑃𝑃1⋅𝐺𝐺1
𝑟𝑟

, [mV/m]. 
       

[10]

The results of modeling Equations 8 to 10 in the MathLab environment are shown 
in Figures 3(a) and 3(b). The reflection coefficient’s dependences on the incidence angle 
for vertical and horizontal polarization used in the simulation correspond to Figure 1(a).
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Analysis of the simulation results presented in Figure 3 allows drawing the following 
conclusions:

• The condition of total refraction (Brewster’s effect) is accompanied by a change 
in the nature of the oscillations: at an angle of the incident (and reflected) signal 
smaller than Brewster’s angle, the horizontally and vertically polarized waves 
arriving at the receiver are in-phase, and at a larger angle, a phase shift is observed 
between them;

• the level of the signal that enters the receiver at an angle of the incident (and 
reflected) signal greater than Brewster’s angle, and represents the result of the 
passage of an electromagnetic wave below the air-surface interface, is sufficient for 
subsequent processing and analysis of the soil physical and chemical parameters; 

• comparison of the oscillations of the total signal on vertical and horizontal 

Figure 3. The results of modeling the interference of the incident and reflected waves: (а) field strength, 
V/m; (b) total electric field power, dBm
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polarization can serve as the basis 
for the algorithm of the joint flight 
of two UAVs that make up a bistatic 
radar system for remote soil sensing, 
which ensures the manifestation of 
the total refraction effect.

Figure 4 shows the conditions for 
implementing the flight algorithm (Figure 
5) in determining Brewster’s angle. Initial 
position: UAVs are at the same height at a 
distance of d0, which ensures safe piloting 

Figure 4. The UAVs’ position while determining 
Brewster’s angle
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and the lowest possible value of Brewster’s angle. The radio transmitter on the UAV1 
irradiates the earth’s surface with a radar signal with alternating horizontal and vertical 
polarization. The radio receiver located on the UAV2 receives the signal reflected from 
the earth’s surface and fixes the level of the total reflected signal, changing the type of 
polarization of the received signal synchronously with the transmitting position. 

UAV2 starts horizontal movement in the selected direction with zero roll and pitch 
angles. As UAV2 moves away from UAV1, the angle of incidence increases. The change 
in the level of the reflected signal is recorded in the radio receiver, and sequences of 
measured values of interference wave oscillations are formed in each polarization variant. 
The angle at which the oscillations of a vertically polarized wave shift in phase relative to 
the oscillations of a horizontally polarized wave is fixed as the required Brewster’s angle. 
All algorithm steps (Figure 5) can be repeated to increase the reliability of the result.

Figure 5. Algorithm for the joint flight of the two UAVs’ bistatic radar system for remote soil sensing, which 
ensures the detection of the effect of total refraction
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The termination condition of the algorithm is the opposite of the condition for the 
applicability of the Vvedensky formula presented in Equation 11 when the effect of 
interference of the direct and reflected waves can be neglected:

𝐿𝐿 <
18 ⋅ ℎ1 ⋅ ℎ2

𝜆𝜆
.         [11]

The implementation of the proposed algorithm puts forward requirements for the 
implementational accuracy of the following tasks:

• the implementation of a horizontal flight of a UAV with a receiver in a given 
direction;

• stationary hovering of a UAV with a transmitter at the same height as the moving 
UAV;

• determining the distance between UAVs;
• determination of the distance from each UAV to the place of radio signal reflection 

from the earth’s surface;
• determination of the flight altitude of each UAV.
Both UAVs have GPS/GLONASS navigation systems to solve the navigation task. 

Typically, the GPS signal accuracy of satellite navigation systems in horizontal dimensions 
is approximately 1–2 meters (assuming good sky visibility). Altitude accuracy (over the 
sea) is usually 2–5 times less than positioning accuracy under the same conditions (i.e., 
from 2 to 10 meters under perfect conditions). Since the distance between UAVs is less 
than 100 meters, the reason for positioning errors for both UAVs will be the same, and 
errors will be compensated while determining their relative position.  

The required accuracy of calculating the angular values is 1 degree, which is ensured 
even with positioning errors of 2–3 meters. 

Analysis of the mathematical equations required for algorithm implementation showed 
that the computational complexity for these algorithms is low and can be implemented 
by an on-board RISC microcontroller with a clock frequency of 120 Mhz and a memory 
capacity of 128 KB, in addition to the execution of existing flight control algorithms.

RESULTS AND DISCUSSION

Experimental studies were conducted to validate the efficiency of the proposed algorithm.
Experimental design includes:
• a transmitting Yagi antenna, permanently located at the height of 5.6 m, designed 

for the decimeter range of the television signal; 
• a spike antenna placed on a freely movable base at the height of 1.2 m;
• a Kenwood TK-450S transmitter tuned to a 469 MHz frequency, free from other 

radio transmitting devices operating in the experiment area; 
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• the analyzer of radio engineering paths and signals, portable S362E from Anritsu 
Company;

• TDR 150 moisture meter to measure humidity and conductivity at the radio signal 
reflection spot;

• a transmitting antenna turntable that allows setting the incidence angle in 
increments of 5 degrees.

The vegetation and surface relief at the test site ensured the Raleigh requirement to 
implement specular reflection. The soil dispersion under the entire experiment conditions 
remained unchanged. The general scheme of the experiment was similar to the scheme shown 
in Figure 2. Equation 11 was provided for the range of spatial relationships of the UAVs. 

A series of two experiments were conducted. During the first experiment, the measured 
specific conductivity was σ=0.017 S/m, soil moisture vwc= 19.9%, Brewster’s angle 
calculated value φB =66℃, and the reflection coefficient RV=0.023. The results of the 
experiment are presented in Figure 6(a). 

During the second experiment, the specific conductivity was σ=0.06 S/m, soil moisture 
vwc=34%, the calculated value of Brewster’s angle φB= 67℃, and the reflection coefficient 
value RV=0.089. The results of the experiment are shown in Figure 6(b).

The results of experimental studies show that at an angle of incidence greater than the 
value of Brewster’s angle, a phase shift is formed between the oscillations of interference 
waves with vertical and horizontal polarizations. At higher humidity, an increase in the 
reflection coefficient is observed, resulting in a significant increase in the amplitude of 
the interference waves. An increase in soil conductivity by a factor of 3.5 (from 0.017 to 
0.06 cm/m) provided an increase in Brewster’s angle by only one degree, but at the same 
time, the minimum value of the reflection coefficient increased from 0.023 to 0.089. The 

Figure 6. Results of the experiment: (а) soil specific conductivity 0.017 S/m, soil moisture 19.9%; (b) soil 
specific conductivity 0.06 S/m, soil moisture 34%
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experimental data are in good agreement with the simulation results. At the extremum 
points, the relative arrangement of the amplitudes of the interference waves of horizontal 
and vertical polarization obtained experimentally and by the method of mathematical 
modeling coincides. Some deviations of the experimental data from the calculated ones 
may be due to the representation of the relief when modeling a smooth surface, and in the 
experiment, there was vegetation and minor irregularities (with the Rayleigh constraints 
for specular reflection). Mathematical modeling and experimental studies confirmed the 
possibility of using the emerging phase shift in the oscillations of interference waves with 
horizontal and vertical polarization as a sign of transition through the incidence angle 
with the effect of total refraction. The level of the reflected signal at vertical polarization 
is formed considering the physicochemical parameters of the soil subsurface layers. A 
proportional increase in the signal level is observed with an increase in soil conductivity 
due to an increase in its moisture. 

The obtained experimentally confirmed method of measuring Brewster’s angle by 
comparing the oscillations of horizontally and vertically polarized interference waves 
makes it possible, under conditions of a priori uncertainty in the soil physical and chemical 
parameters, to create conditions for subsurface radar sounding. 

Determination of Brewster’s angle allows calculating the dielectric constant of topsoil 
and estimating the moisture percentage by its change over a certain observation period. 

Using “skew” irradiation of soil at an incidence angle close to Brewster’s angle creates 
conditions for spreading the refracted radio signal in a depth of several meters and can 
be used for determining the groundwater level and estimating the moisture percentage 
accumulated during the autumn-winter period. Based on this information, reasonable 
agricultural decisions can be made for efficient crop production.

The next steps in creating a georadar based on a bistatic system of two UAVs are 
the justification of the receiving and transmitting antennas’ designs, the choice of the 
probing signal’s modulation type, and the formation of requirements for the controller 
of the receiving equipment. The authors associate the most likely direction in receiving 
equipment with SDR technology.

CONCLUSION

An algorithm for the joint flight of two crewless aerial vehicles that make up a bistatic radar 
system for remote sensing of the soil is proposed. Under conditions of absence regarding 
the soil’s physical and chemical parameters, this algorithm makes it possible to determine 
Brewster’s angle at which the subsurface soil layers contribute to the reflected signal. 

The proposed algorithm provides conditions under which the reflection from the air-
soil interface is minimized and allows for solving various problems: to assess soil moisture 
in the root zone, determine the groundwater level and find extensive inhomogeneities. 



2042 Pertanika J. Sci. & Technol. 31 (4): 2031 - 2045 (2023)

Gennady Linets, Anatoliy Bazhenov, Sergey Malygin, Natalia Grivennaya, Тatiana Сhernysheva and Sergey Melnikov

The level of oscillations of interferential waves and their mutual phase shift can serve 
as information markers for assessing the soil’s physical and chemical parameters below 
the air-soil boundary, including moisture.
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ABSTRACT 

Perovskite solar cell (PSC) technologies have recently become a popular research topic. 
The hole transport layers (HTL) are important in establishing stable and efficient PSC by 
regulating charge absorption, interlayer recombination losses, and band alignment. Spiro-
OMeTAD was extensively used as the HTL to fabricate highly efficient PSCs. Despite 
Spiro-OMeTAD having the benefit of providing high PCEs, it is costly, hazardous to the 
ecology, and cannot provide high efficiencies in the lack of additional additives that can 
reduce their stabilities. Inorganic HTL, specifically nickel oxide (NiO), has garnered much 
interest due to its low-cost, enhanced mobility, and strong stability to attain high efficiency. 

This study investigated different precursor 
solutions of NiO synthesis (Method I, 
II, and III) and deposited using the spin 
coating approach. The films were annealed 
at different annealing temperatures (400°C, 
550°C, and 700°C) and evaluated by 
X-ray powder diffraction (XRD), UV-
Vis spectroscopy, and Scanning electron 
microscopy (SEM) to test their structural, 
morphological, and optical characteristics, 
respectively. The findings of XRD revealed 
that a higher annealing temperature increases 
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the crystallite size and decreases the microstrain through the study from Scherrer’s and 
Williamson-Hall’s (WH) equations. From the SEM analysis, the films show uniformity, 
large crystals, and agglomeration of particles. The annealing temperature from 400°C 
to 700°C reduced bandgap energy from 3.6 eV to 2.1 eV. According to the result, NiO 
produced at an annealing temperature of 700°C (Method I) exhibited the best characteristics 
and might be a viable option for HTL in PSCs.

Keywords: Hole transport material, nickel oxide, perovskite solar cells, spin coating

INTRODUCTION

Solar energy is one of the renewable sources that can support the world’s increasing energy 
demand and address the emerging energy crisis caused by the depletion of fossil fuels. 
In comparison with nuclear technology, the worldwide spreading of sunshine (unlike the 
wind, geothermal, or hydropower sources in particular regions) and the lack of dangerous 
waste creation, and the decentralization of energy generation are the major advantages 
over many other renewable energy sources (Mohammadian-Sarcheshmeh et al., 2020), 
(Du John H et al., 2020). Photovoltaic solar cells function by transforming energy into 
electrical energy from incoming photons. Numerous photovoltaic approaches have been 
developed in three generations (Younas et al., 2019). Regarding the various 3G solar cell 
technologies research, perovskite solar cells (PSCs) are now the technology that develops 
most fast (Abbas et al., 2020; Gil et al., 2019; Ibn-Mohammed et al., 2017; Nkele et al., 
2020). Recently, PSCs have globally pushed conventional solar cell methods for resolving 
global energy production, safety, and environmental issues as a cost-effective (Haider et 
al., 2019) and environmentally feasible renewable technology choice (Ebhota & Jen, 2020; 
Mariotti et al., 2020; Roy et al., 2020; Wilson et al., 2020). Ever since this finding, PSCs 
have been researched intensively for the last five years with their distinctive features like 
large absorption coefficients, open-circuit voltage (VOC) (Wang et al., 2017), and long load 
carrier (electron-hole) diffusion length (Wang et al., 2019). Perovskite absorbers are also 
desirable because they are simple to solution-process at low temperatures with low-cost 
chemicals and do not rely on components in limited supplies, unbalanced solvents like 
hydrazine, or high-temperature processing (Pitaro et al., 2022; Yang et al., 2020) 

PSCs are typically made up of charge transport layers called electron transport layers 
(ETL) and hole transporting layers (HTL) that interface with the perovskite material for 
efficient and selective charge absorption(Łuszczek et al., 2021) (Yin et al., 2019). Detailed 
attention was paid to the HTL layer concerning the PSC design. The materials used for 
HTL have a major influence on the performance of PSCs. One of the most popular HTLs 
in PSCs was Spiro-OMeTAD. As a result, the impedance and the interfacial recombine 
loss in PSCs are minimized, enabling to improve of PSCs’ fill factor (FF) and open-circuit 
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voltage (VOC), apart from efficiency in the transmission of holes to the counter electrode (Gil 
et al., 2019). Even though PSCs based on Spiro-OMeTAD have better power conversion 
efficiencies (PCEs), high costs for Spiro-OMeTAD remain important barriers in marketing 
PSCs owing to the extensive and poor productivity synthetic methodology (Shariatinia, 
2020). To enhance the innate conductibility and hole mobility of Spiro-OMeTAD (Wang et 
al., 2017), which also raises the manufacturing cost of PSCs containing Spiro-OMeTAD, 
ionic addition products like bis(trifluoromethane) sulfonamide lithium salt (Li-TFSI) and 
4-tert-butyl pyridine (TBP) and co-doping are also to be added. Due to their inherently high 
selectivity, high ion charge mobility, and cheap overall cost, some inorganic substances are 
investigated as HTLs (Hajakbari et al., 2017). In addition, several inorganic hole transport 
materials (HTM) such as copper thiocyanate (CuSCN), copper iodide (CuI), copper oxide 
(CuO), cuprous oxide (Cu2O), and nickel oxide (NiO) are studied for PSCs. Inorganic 
materials, which can be acquired at a considerably lower cost than organic materials, are 
considered to have a better possibility of becoming a major role in solar cell technology due 
to the stability of their structures in the face of environmental factors, including humidity, 
light, and temperature stress. 

Although organic HTL materials provide great potential, it can be argued that 
inorganic materials, with the refinement of their manufacturing methods, have more 
potential to overcome present impediments in commercialization. Copper-based inorganic 
semiconducting HTM has demonstrated potential for use in dye- and quantum dot-sensitized 
solar cells. The solution technique to deposit these materials ensures that the pores are 
filled, and the resulting broadband gap semiconductors exhibit excellent conductivity, an 
appropriate energy level, and great transparency (Li et al., 2016). However, structures 
containing copper-based inorganic materials have demonstrated poor efficiency and 
stability problems (Nkele et al., 2020). Experts explored how inorganic materials, especially 
NiO, a p-type HTL, are used in organic solar and dye-sensitized solar cells (DSSC) to 
overcome this problem. Numerous research institutions have actively studied DSSCs due 
to their cheap manufacturing cost, non-toxicity, and potential for strong energy conversion 
efficiencies  (Atli et al., 2019; Atli et al., 2018). 

For the development of DSSCs, it is important to develop a counter electrode (CE) 
material with outstanding catalytic activity, inherent stability, and cheap cost (Yildiz et 
al., 2021). It is because sensitizing a p-type material with broadband content, such as 
NiO, could help the interfacial charge-carrying behavior of perovskites and is thus vital to 
forming wide-range device topologies that were noticed since closer exploring into NiO 
HTL. NiO is recognized as a p-type semiconductor with a broad energy bandgap (3.2 to 
4.0 eV) and has considerable promise as a catalyst for replacing Spiro-OMeTAD owing 
to its outstanding features including cheap cost materials, nontoxicity, physical-chemical 
stability, and strong iodine-based catalyst function (Gil et al., 2019), [17]. NiO is a substance 
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that is extremely resistant to thermal and chemical processing and improves the strength of 
PSCs, among several other inorganic hole transporters. In this study, the influence of NiO 
was explored in three different methods by synthesizing with varying precursor solutions. 
The NiO was deposited using a spin-coating procedure and annealed at different annealing 
temperatures (400°C, 550°C, and 700°C). The resultant films were then examined to study 
the morphological, structural, and optical characteristics of NiO using Scanning Electron 
Microscopy (SEM), X-ray diffraction (XRD), and UV–vis spectroscopy, respectively.

HTM is important in collecting holes (positive charges) from the absorber material 
following excitation and directing such charges toward the active electrode. Since HTMs 
are anticipated to enhance the functionality of devices, they were developed to substitute 
the dye in a DSSC and create a solid solar cell (Nkele et al., 2020). In conjunction with 
better performance and durability, a low-cost manufacturing method with strong heat 
and humidity resistance is crucial for achieving a marketable dimension. An ideal HTM 
candidate features inherently high hole mobility, an appropriate energy level, long-term 
stability in the air, and excellent photochemical and thermal durability. Additionally, it 
must be solution-processed to create HTL, particularly when used in typical (n-i-p) PSCs. 
Consideration must also be given to the low cost and simplicity of HTM preparation for 
manufacture on a large scale and additional commercial applications (Li et al., 2021; Park, 
2021).

METHODOLOGY

Material and Preparation

Nickel acetate tetrahydrate (purity, 98%) and diethanolamine (DEA) were bought from 
the Sigma Aldrich website. Besides that, nickel oxide powder, ethanol (purity, 95%), 
potassium hydroxide, and isopropyl alcohol (IPA) were purchased from Chemiz (M) Sdn 
Bhd. Deionized water was used to prepare all aqueous solutions. The substrates of ITO 
glass and beakers were washed with a detergent one by one and dried in the ultrasound 
bath with IPA, ethanol, and deionized water to eliminate pollution and strain on the surface. 
This study synthesized and coated three different precursor solutions (Methods I, II, and 
III) by spin coating techniques on the ITO glass substrate. The sample of NiO films was 
then annealed at various temperatures (400°C, 550°C, and 700°C).

Syntheses of NiO (Method I)

0.622 g nickel acetate tetrahydrate was dissolved in ethanol (15 ml) and IPA (10 ml). 
Afterward, potassium hydroxide (0.56 g), mixed with distilled water (100 mL), was dropped 
into the solution till the pH of the mixture was attained at level 10, as seen in Figure 1. 
The solution was then mixed on the hot plate. The resulting solution in greenish color is 
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refined by rinsing the unreacted chemicals over five times using ethanol. The concentrated 
solution was then dried and placed in the oven for 1 hr. The resulting powder of NiO was 
then acquired to continue the coating procedure and characterization. 

Figure 1. Schematic representation of Method I for synthesizing NiO using nickel acetate tetrahydrate, 
ethanol, and potassium hydroxide

Drying for 1 hr Wash with ethanol (>5 times) Stir at 60oC for 2 hr

Nickle acetate 
tetrahydrate

Dissolve in mixture of 
ethanol and IPA

Add drop wise of KOH to 
adjust pH value until 10

Synthesis of NiO (Method II)

Nickel acetate tetrahydrate, ethanol, and DEA were employed as solutes, solvents, and 
stabilizers. First, 0.1 M nickel acetate was mixed in ethanol and agitated for 2 hr to a pure 
and uniform mixture at 60°C on a hot plate (Figure 2). In the agitation, DEA dropwise 
was added to the mixture. To avoid aggregation or agglomerations, the function of DEA 

Figure 2. Schematic representation of Method II for the synthesizing NiO nickel acetate tetrahydrate, 
ethanol, and DEA

Nickel acetate 
tetrahydrate Dissolve in ethanol

Add drop wise of DEA 
while stirring at 60oC 

for 2 hr

Aged at room 
temperature for 1 

day
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works as a stabilizing agent and increases hydrolysis stability. The nickel acetate molar 
ratio to DEA was maintained at 1:1. The mixture was then stored for a whole day at room 
temperature to enhance its consistency and transform it into a concentrated solution.

Synthesis of NiO (Method III)

NiO powder purchased from Chemiz was just 40 ml ethanol diluted and sonicated for 15 
minutes (min) to maintain that the NiO powder in ethanol was dissolved thoroughly. The 
NiO was then utilized with the spin coater for the additional coating procedure. The three 
different synthesis methods of NiO are summarized in Table 1.

Table 1
A comparison between three different methods (I, II, and III)

Method Precursor
I Nickel acetate tetrahydrate, ethanol, isopropyl alcohol, potassium hydroxide, and distilled water
II Nickel acetate tetrahydrate, ethanol, and DEA
III NiO powder, ethanol

Deposition of Nio Thin Film

Disposing of NiO covered by spin-coating techniques on ITO glass substrates. At 3000 
rpm/s acceleration, the NiO produced was treated by a spin-coater for 30 sec. After spins, 

Figure 3. Illustration for deposition of NiO using spin coating technique for every specimen in all the 
methods (Methods I, II, and III)

Deposition Spinning Drying

NiO thin film samples Annealing at 440oC, 550oC and 
700oC at furnace NiO thin films

Repeated 10x
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organic residues were evaporated on a thermal plate for 15 minutes (min). The coating and 
drying processes were performed for 10 cycles for every specimen to boost the thickness 
of the NiO layer. The samples were progressively rinsed in ambient conditions for 400°C, 
550°C, and 700°C for 1 h. The thin NiO films were finally obtained, as illustrated in Figure 
3. The structural characteristics were defined by X-rays Powder Diffraction (PANalytical 
system) fitted with Cu Kα (0.154056 nm) scanning, which was supplied by a (θ-2θ) scan of 
each NiO thin film. A scanning electron microscope (SEM) performed surface morphology. 
To analyze the morphology of the film, a gold coating was applied to produce a uniform 
surface for SEM investigation analysis and imaging. The absorbance of the films was 
measured using a Shimadzu UV-1800 spectrophotometer within the wavelength range of 
200 to 900 nm.

RESULT AND DISCUSSION

Structural Analysis

Figure 4(a) shows the XRD pattern of NiO thin films from Method I at three different 
temperatures. The XRD pattern of the NiO film at 400°C and 550°C only showed two 
prominent peaks at 37.2° and 79.3°, that is, (1 1 1) and (2 2 2) diffraction of the cubic 
NiO diffraction planes (ICDD 00-044-1159). The NiO film at 700˚C shows well-defined 
spread peaks at 37.2°, 43.3°, 68.2°, 75.2° and 79.4° which correspond to (1 1 1), (2 0 0), 
(2 2 0), (3 1 1), and (2 2 2). No secondary peaks indicated that the Ni was fully oxidized, 
and no NiO formation by-products were detected (Desissa, 2021; Muniandy et al., 2021). 
Based on the XRD, the intensity of every diffraction peak increased as the temperature 
increased, and therefore the peak went sharper from 400°C to 700°C, which is also an 
equivalent statement made (Guo et al., 2017). It was also in conjunction with the studies 
of Temesgen D. Desissa (Desissa, 2021), who discovered that temperatures exceeding 
700°C (about 900°C) lead to an XRD pattern, which suggested that the interface remains 
stable with no more phases. Evidently, with the increase in temperature, the strength of 
all spikes was enhanced. It indicates that NiO films can enhance their crystalline quality 
by increasing temperature. All NiO films showed the highest intensive diffraction peak 
and were orientated at (111). Scherrer’s equation (Equation 1) was applied to measure the 
average crystallite size:

D = 0.9λ / β cos θ     [1]

where D is the crystallite size (nm), λ is the incident wavelength, β is the half-width of the 
diffraction peak quantified in radians, and θ is the peak location. Increasing the annealing 
temperature increases the crystallite size value, leading to larger grain morphology. Table 
2 summarizes the characteristics, including crystallite size, full width at half maximum 
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(FWHM), and position angle examines the influence of different annealing temperatures 
on the structural features of NiO films. The FWHM decreased from 0.3607° to 0.2509°, 
indicating that the crystal formation of the NiO film is enhanced at rising temperatures, 
resulting in a crystallite size increase from 23 to 33 nm. It also explains the high degree of 
ordering and structural improvement of crystallization—in other words, when the intensity 
is increased, the FWHM is minimal and vice versa (Takko et al., 2021). Throughout this 
investigation, it is considered that the crystallite size increases as the annealed temperature 
increases. In order to gain a deeper knowledge of the structural characteristics of the 
materials, we utilized Williamson-Hall (W-H) analysis. The Williamson-Hall (W-H) 
equation (Equation 2) was used to figure out the size of the crystallites and the microstrain 
from the width of the principal XRD peak intensity (Serin et al., 2017; Yildiz et al., 2015):

βhkl = ( 0.9λ 
D�  ) + 4𝜀𝜀 sin θ    [2]

in which D is the crystallite size (nm), λ is the radiation wavelengths (here, CuKα), βhkl 
is the FWHM of the principal peak intensity, ε refers to the microstrain that is caused to 
flaws inside the crystalline lattice, and θ is the diffraction angle. Plots of the β cos θ versus 
4 sin θ for the preferred orientation peaks of the samples are depicted in Figure 5. The 
graph displayed a positive strain for the samples as the annealing temperature increased. 
The findings of the crystallite size derived by the W-H equation are lower than Scherrer’s 
due to peak narrowing induced by micro strain acquired by W-H analysis (Table 2). The 
findings show that as the annealing temperature rises from 400°C to 700°C, the crystallite 
size grows, and the microstrain decreases gradually. The smaller value of the microstrain 
implies that the thin films are more crystalline and have a low number of flaws. It means 
that annealing the film changes the way the atoms are arranged in the crystal lattice, 
which minimizes the lattice imperfections and enhances the overall quality of the crystals 
(Aswathy et al., 2020). The larger crystallite size and reduced microstrain in NiO for the 
sample annealed at 700°C thin film confirm the enhancement of crystalline quality. A 
similar observation also made by, Aswathy et al. (2020) obtained an average crystallite 
size of 19.68 nm with a microstrain of 1.03 × 10-3 at an annealing temperature of 600°C 
for NiO thin films produced by spin coating deposition techniques. Furthermore, as the 
temperature rises, the drop in the FWHM of the diffraction peaks leads to a reduction of 
the slope (c), showing that the strain in the NiO lattice declines progressively (Pagar & 
Shinde, 2021). The tensile stress in the films at high annealing temperatures tends to cause 
the microstrain to change with increasing temperature (Jamal et al., 2019).

The XRD results of NiO films using Method II indicated only hollow peaks, as 
shown in Figure 4(b). No diffraction peaks occurred even after increasing the annealing 
temperature to 700°C. It indicates that the layer is in an amorphous phase containing a 
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Figure 4. XRD pattern of NiO thin film by (a) 
Method I, (b) Method II, and (c) Method III at 
different annealing temperatures (400°C, 550°C, 
and 700°C)

Figure 5. The WH analysis for the NiO thin film by 
Method I (a) 400°C, (b) 550°C, and (c) 700°C. Solid 
lines represent best-fitting lines, while error bars 
represent standard deviations

(a)

(c)

(b)

(a)

(c)

(b)
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solvent agent or nickel salt. A lack of ordered internal structure in the amorphous phase 
in which the atoms and molecules are not arranged in a specific lattice pattern results in 
broader diffraction peaks instead of high-intensity narrower peaks. It may attribute to 
the modification of solvent material which used ethanol instead of 2-methoxyethnaol. 
Furthermore, as described in (Hajakbari, 2020), the XRD patterns show that the NiO thin 
films contain a single cubic crystal arrangement. Nevertheless, a wide peak at 2θ = 24° 
may be seen, corresponding to the quartz substrate. Similar patterns demonstrating the 
impact of annealing were achieved for silver, molybdenum oxide, and zirconium oxide 
thin films (Lupo et al., 2020). The XRD peaks were broad when the annealing temperature 
was raised, which was attributable to an improvement in particle size and crystallinity. 
The FWHM was seen to drop with annealing temperature, which might be attributed to a 
change in the concentration of lattice defects.

In the process of Method III, NiO films had five main prominent peaks of 37.2°, 43.2°, 
62.8°, 75.4°, and 79° of 2 theta angle corresponding to the crystal plane of NiO (1 1 1), (2 
0 0), (2 2 0), (3 1 1) and (2 2 2). The values “d” produced are equivalent to the NiO cubic 
phase with a=b=c=4.170 A°. The diffracted intensity for the planes of (1 1 1), (2 0 0), and 
(2 2 0) keep increasing sharply with an increasing annealing temperature, as observed in 
Figure 4(c). As in Method I, the high diffraction peak was observed at (111) for all the 
samples and obtained the average crystallite size. The crystallite size increased from 38 
to 71 nm using Scherrer’s equation and 15 to 43 nm using the W-H equation—the nickel 

Table 2
Structural parameter for (111) plane of the NiO thin film properties by Method I, Method II, and Method III 

Annealing 
Temperature

hkl 
plane

2 Theta 
(degree) FWHM c × 10 -2 

(nm)
aCrystallite size 

(nm)
bCrystallite 
size (nm) Ɛ × 10 -3

Method I
400°C (111) 37.28 0.3607 1.80 23.24 7.67 0.74
550°C (111) 37.05 0.2844 0.52 29.46 26.56 1.05
700°C (111) 37.05 0.2509 0.55 33.40 33.25 1.00

Method II
400°C - - - - - - -
550°C - - - - - - -
700°C - - - - - - -

Method III
As-deposited (111) 37.0 0.2175 0.93 38.52 15.00 1.03

400°C (111) 37.0 0.2175 0.61 38.52 22.77 1.02
550°C (111) 37.2 0.1388 0.43 60.39 32.02 2.21
700°C (111) 37.5 0.1171 0.32 71.64 43.06 1.19

aFrom Scherrer’s equation
bFrom Williamson-Hall (WH) analysis
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oxidation bond deficiencies on the bounds of grain with enhanced annealing temperature 
from 400°C to 700°C. Compared with the findings given in the journals, Ramesh et al. 
(Mulik, 2019), the findings available in different crystallite sizes were determined to be 
between 40 to 52 nm. The increasing annealed temperature provides crystallites with more 
energy that transfers them into permanent balance sites, resulting in the improvement of the 
crystallinity of NiO (Yang et al., 2019). Similar to Method I, a positive strain is obtained 
as the annealing temperature increases from 400°C to 700°C, illustrated in Figure 6. The 
strain of the sample decreases slowly as the as-deposited sample is annealed to 400°C. 
Subsequently, a quick rise in the strain value was observed at 550°C temperature and 
decreased as it reached 700°C, indicating a lower number of lattice imperfections. It could 
be due to the increasing temperature; the film becomes thick and lacks cracks and voids, 
allowing for faster crystal development (Jamal et al., 2019; Kumar et al., 2017).

Figure 6. The WH analysis for the NiO thin film by Method III (a) as-deposited, (b) 400°C, (c) 550°C, and 
(d) 700°C. Solid lines represent best-fitting lines, while error bars represent standard deviations

(a)

(c)

(b)

(d)
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Morphological Analysis

As illustrated in Figure 7, nanoparticles of green color NiO become black during the 
annealing process, which can be related to the previous results (Renaud et al., 2013), 
leading to a shortage or existence of nickel vacancy. The black-colored NiO films were 
subsequently transformed to bleach, with the rise in the annealing temperatures. The NiO 
thin films using Method I are thermally treated at various temperatures to study the surface 
morphology using SEM, as seen in Figure 8(a), with a magnification of 10,000. The NiO 
films comprise nanocrystalline grain, including a flat homogeneous substrate surface 
covered with top viewpoint for the films by the micrographs. The higher the temperature 
of the films, the more grains grew, and the condition of the films improved. It might be 
attributed to an enhancement in adatoms’ thermal energy, which speeds up the migration of 

Figure 7. NiO films after annealed at (a) 400°C (b) 550°C (c) 700°C

Figure 8. Surface morphologies performed at a magnification of 10.00kX annealed at different temperatures 
(400°C, 550°C, and 700°C) obtained from (a) Method I and (b) Method II

(a) (b) (c)

(a)

(b)
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adatoms to favorable nucleation and growth sites, resulting in larger grain sizes. Christian 
et al. (Lupo et al., 2020) observed comparable SEM results for NiO films. However, there 
are a few small fractures discovered throughout the layer. It might be owing to the higher 
annealing temperatures utilized. The annealed temperature is considered to affect the 
interface structure of NiO films. The increased annealing temperature has a significant 
effect on the crystallite size of NiO (Haider et al., 2019; Yazdani et al., 2018). 

SEM analysis was also conducted for the NiO films from Method III at various annealing 
temperatures [Figure 8 (b)]. The nanoparticles of NiO used in Method III were cubical and 
spherical. It can be seen that atoms are linked to one another from agglomerated particles. 
As the annealing temperature rose from 400°C to 550°C, the grains grew, indicating that 
the NiO films’ structure had improved, as validated by the XRD results. It is clearly shown 
in Figure 8(b)) that certain bigger nanoparticles and strongly gathered when the annealing 
temperature is set to 700°C. A parallel finding was revealed in research (Wu et al., 2017), 
which suggested that this might be attributable to the large surface energy and the pressure 
of nanoparticles. The rise in grain size with raising the annealing temperature to 700°C 
indicates that the crystalline condition of the NiO film has improved. This increment is 
due to an expansion in the thermal energy of atoms, which promotes the movement of the 
atoms to appropriate nucleation and growing positions, leading to the formation of larger 
grains and an improvement in crystallinity. Bigger grain size results in transparent surfaces 
due to the decrease of grain borders and, as a result, fewer scatterings at the grain boundary 
(Sahoo & Thangavel, 2018).

Optical Properties

UV-Vis Spectroscopy was used to evaluate the produced NiO’s optical characteristics, 
shown in Figure 9. The highest absorption peak of the NiO films in Method I was determined 
at a wavelength of about 336 nm. The absorption was greater than in the report presented 
by Ashique Kota and Hyung-Kee Seo (Kotta & Seo, 2019), who found absorption peaks 
at a wavelength of 321 nm. It might be owing to the various techniques and precursors 
employed. The optical energy band gaps of NiO were calculated by Tauc’s equation 
(Equation 3) (Atak & Coşkun, 2017; Muniandy et al., 2021) based on the results from 
UV-Vis absorption spectra:

(αhv) n = A(hv – Eg)     [3]

where hv is photo energy, α is absorption coefficient, and n is 2 for direct bandgap material. 
Based on the equation, it is possible to extrapolate the linear part of (αhv)n to hv, i.e., to 
zero, to the optical band space for the absorption pitch. The band gap energy decreased at 
the higher annealing temperature from 3.6 to 3.1 eV. According to Patil et al. (2011), the 
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bandgap of the NiO materials annealed at 400°C to 700°C is decreased by 3.86 to 3.47 eV. 
The fall in deficient dimensions and the increase in particle size caused the decrease of  Eg 

with a rising annealing temperature (Agbogu et al., 2018; Kayani et al., 2018; Muhammad 
et al., 2022). It is consistent with the results obtained from XRD analysis. According to 
XRD results, the crystallite size has increased as the annealing temperature increases. The 
increase in crystallite size indicated a decrease in the semiconductor’s energy bandgap, 
similar to the findings reported by (Dwivedi et al. 2022; Muniandy et al., 2021; Kumar et 
al., 2017). Compared to bulk NiO (4.0eV), the produced samples exhibit lower Eg values. 
Consequently, the annealing temperature is inversely proportional to the energy band gap. 
The change in bandgap value may also be affected by several other variables, such as 
carrier concentrations, crystallite size, structural characteristics, impurity presence, and 
lattice strain (Dwivedi et al., 2022).

Figure 9. The method I result shows (a) the NiO spectrum of absorption from UV-Vis at various annealing 
temperatures (400°C, 550°C, and 700°C); (b) NiO thin sheet Tauc plot to measure the optical absorption.

(a) (b)

The UV region of NiO film using Method II exhibited the highest absorption at 
about 339nm, although the XRD results did not prevail at any peaks. In addition, with 
the increasing annealing temperature from 400°C to 700°C, as indicated in Figure 10, the 
absorption factor of films increased. It might be due to an improvement in hole density with 
increasing annealing temperature. The higher the annealing temperature, the band gaps 
were observed to drop from 3.5 to 2.7eV. The decrease in the bandgap with an increased 
temperature may be due to crystalline growth and even to a decrease in the interface zone. 
According to the XRD findings, the grain size increased as the temperature increased. As 
grain size expanded, the density of the grain limit of the film decreased, and carriers at 
grain boundaries became less dispersed (Aftab et al., 2021).

Figure 11 shows the highest absorption peaks of NiO thin films using Method III 
in the UV region at about 339 nm wavelength. The absorbance coefficient of annealed 
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Figure 11. Method III outcome indicates (a) the NiO spectrum of absorptions at various temperatures (400°C, 
550°C, and 700°C), and (b) a Tauc plot to evaluate the optical band gap

Figure 10. Method II outcome of NiO film (a) UV-Vis absorption spectrum at a temperature of 700°C, (b) 
Tauc plot for the evaluation of the optical bandgap at 700°C, (c) UV-Vis absorption spectrum at a different 
annealing temperature of the films (as-deposited, 400°C, and 550°C), and (d) Tauc plot of thin films at 
various temperatures for the optical bandgap (as-deposited, 400°C, and 550°C)

(a)

(c)

(b)

(d)

(a) (b)
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films increases as the annealing temperature rises, comparable to Method I and II. The 
absorbance coefficient of films annealed at a lower temperature (400°C) is less than that 
of films annealed at a higher temperature. The NiO films at 700°C efficiently absorbed 
photon energy and displayed greater absorption in the UV band when contrasted to the 
as-deposited and lower temperatures. According to the Tauc displayed graph, the bandgap 
decreases from 2.38 to 2.15eV when the annealing temperature increases from 400°C to 
700°C. It resists chemical flaws or vacancies in the crystal structure, reducing bandgap 
energy. The fall in energy from the bandgap can be associated with increasing grain size 
and decreasing concentration of defect sites that lead to reduced defeat. The bandgap may 
therefore be determined directly by the size of the grain.

CONCLUSION

The NiO nanoparticles were synthesized with three different precursors and deposited using 
the spin coating. Method I, II, and III samples were annealed at different temperatures 
(400°C, 550°C, and 700°C). The NiO thin films were studied in detail according to the 
results obtained from XRD, SEM, and UV-Vis spectroscopy. Comparing these three 
methods, Method I have shown more potential to be an HTL layer resulting in increasing 
crystallite size, reducing microstrain, uniform surface of the film with the absence of 
agglomerated particles and pin-hole free, and decreasing bandgap energies. The thermal 
treatment considerably impacts the structures’ forms, sizes, and energy band gap. The XRD 
result revealed that when the annealing temperature increased, the crystallite size of the 
NiO thin film also increased from 23 to 71 nm obtained from Scherrer’s equation and 7.6 
to 43 nm attained from Williamson-Hall’s (WH) equation. An excellent diffract intensity 
of NiO was demonstrated using Methods I and III. Nevertheless, only hollow peaks were 
found from Method II, even annealed after increasing the annealing temperature to 700°C. 
The surface morphology of Method I NiO thin film exhibited a denser and uniform surface 
in contrast to Method III demonstrated agglomerated particles. Furthermore, the band gap 
energies were decreased from 3.60 to 2.10 eV with an increase in annealing temperature. 
Henceforth, the synthesis of NiO thin film performed well at the annealing temperature of 
700°C, the crystallinity of NiO has enhanced owing to its greater absorption coefficient, 
uniform, and pinhole-free surface area, fast deposition crystallization, and a lower number 
of lattice imperfections occur due to the size and microstrain which aspects that proposed 
NiO as a good candidate for HTM.
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ABSTRACT

End-stage renal disease (ESRD) patients are prone to cardiovascular disease (CVD). The 
search for a biomarker that determines patients at great risk of CVD is still a hot topic 
of study. In the present study, stromelysin-1 and its inhibitor (TIMP1), in addition to 
atherogenic indices, were studied in ESRD patients. We assessed stromelysin-1, TIMP1, 
and lipid profile parameters in the serum of 60 ESRD patients and 30 healthy controls. A 
neural network study was conducted to determine the best factors for predicting ESRD 
patients more susceptible to developing CVD using the cut-off value of the atherogenic 
index of plasma (AIP) >0.24. ESRD patients have dyslipidemia, high atherogenic 
indices, and elevated levels of stromelysin-1 and TIMP1. There is a correlation between 

the rise in stromelysin-1 and its inhibitor 
and several atherogenic indices and lipids 
in those patients. The neural network 
results indicated that the area under the 
curve predicting CVD, using the measured 
eight parameters, was 0.833, with 80 % 
sensitivity and 100% specificity. The relative 
importance of the top four most effective 
input variables that represent the most 
important determinants for the prediction 
of high risk of CVD stromelysin-1 (100%), 
followed by eGFR (77.9%), TIMP1 (66.0%), 
and TIMP1/stromelysin-1 (30.7%). ESRD 
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patients have dyslipidemia and are prone to CVD, and stromelysin-1 is the best parameter 
for predicting CVD in ESRD patients. 

Keywords: Cardiovascular disease, ESRD, lipid profile, Stromelysin-.1TIMP1

INTRODUCTION

End-stage renal disease (ESRD) is the final and fifth chronic kidney disease (CKD) stage. 
ESRD is defined by a glomerular filtration rate (GFR) of less than 15 mL/min/1.73 m2 
for a minimum of 90 days (Benjamin & Lappin, 2021). During this stage, patients must 
receive renal replacement (hemodialysis, peritoneal dialysis, or kidney transplantation)
therapy to stay alive (Benjamin & Lappin, 2021). Approximately 10–15% of the world’s 
population suffers from chronic kidney disease, linked to a lower standard of living and 
a shorter lifespan (Levin et al., 2017). When CKD advances to ESRD, the most common 
therapy is hemodialysis (Gillespie et al., 2015). 

In ESRD patients, cardiovascular comorbidities are common (overall prevalence of 
70.6%), even in young patients (Saran et al., 2017). In ESRD patients, cardiovascular 
disease (CVD)-related mortality varied between 27% and 69% (Neovius, Jacobson, 
Eriksson, Elinder, & Hylander, 2014; Steenkamp et al., 2015). About 1.4 million CVD-
related fatalities and 25.3 million CVD disability-adjusted life years were attributed to 
impaired kidney function (Bikbov et al., 2020). CVD has traditionally been the primary 
cause of death and morbidity among ESRD patients (Cozzolino et al., 2018). CVD is 20 
times more common in those with ESRD than in the general population (Stenvinkel et al., 
2008). Patients with ESRD continue to have a 20-fold greater frequency of CVD than the 
general population (Cozzolino et al., 2018). 

Abnormalities in lipoprotein metabolism and particle size, as well as in lipid metabolism 
and transport, all contribute to CVD. Patients with all phases of CKD have recognized 
risk factors for CVD, including dyslipidemia and lipoprotein abnormalities (Visconti et 
al., 2016). In previous studies, lipid-lowering medication has delayed the course of CKD 
(Kochan et al., 2021; Theofilis et al., 2021). These studies found a direct link between 
blood lipids and the beginning of CKD (Zhang et al., 2014). Serum lipids are linked to 
CKD, although results are mixed (Rahman et al., 2014; Rosenstein & Tannock, 2022); this 
might be because the samples investigated were diverse in composition. Chronic venous 
thromboembolism (VTE) is a leading cause of mortality and disability in CKD patients 
(Thompson et al., 2015). Chronic VTE may be caused by various mechanisms in patients 
with CKD (Gregg & Hedayati, 2018). Dyslipidemia is prevalent in non-dialyze-dependent 
renal patients, patients with nephrotic range proteinuria, patients with ESRD, and renal 
transplant recipients, causing an increased risk of CVD in those patients (Mikolasevic et 
al., 2017). 
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The lipid profile, a common blood test used to monitor and screen for risk of CVD, 
is related to the kidney function level and proteinuria degree (Liang et al., 2020; Vaziri et 
al., 2022). The abnormality in lipoprotein degradation is due to inappropriate activity of 
the lipid metabolic pathways and enzymes, which leads to early-stage kidney failure and 
dyslipidemia, which is also a risk factor for the development of atherosclerosis (Tunbridge 
& Jardine, 2021). These metabolic abnormalities contribute to CKD progression and 
adversely affect renal function (Vaziri et al., 2022).

A set of zinc-dependent endopeptidases known as the matrix metalloproteases 
(MMPs) are secreted by several cells, including macrophages (Hibbs, Hoidal, & Kang, 
1987; Iyer, Patterson, Fields, & Lindsey, 2012) and endothelial cells (Haas, Davis, & 
Madri, 1998). It is also known that MMPs contribute to the breakdown and hydrolysis of 
extracellular matrix (ECM) elements (Altemtam, El Nahas, & Johnson, 2012), triggering 
of chemokines, cells functions, and host defense (Marchant et al., 2014; Rydlova et al., 
2008). Various MMPs are found in nephron compartments, vasculature, and connective 
tissue (Parrish, 2017). Therefore, MMPs exert substantial effects on the physiological 
functions of the body. When their expression is disturbed or their function is dysregulated, 
it can result in the emergence of certain illnesses, such as cancer, diabetes, chronic 
inflammatory diseases, cardiovascular and renal diseases, and neurological disorders 
(Zakiyanov et al., 2019). 

The MMP-3 (stromelysin-1) is a crucial type of MMP that has recently been linked to 
the pathophysiology of chronic kidney disease (CKD) (Andreucci et al., 2021). Additionally, 
abnormal soluble stromelysin-1 serum levels are a risk factor for renal disease and CVD 
(Wang et al., 2021). The stromelysin-1 genetic polymorphisms and changes in its expression 
level are risk factors for cardiovascular disease, atherosclerosis, and renal disease (Cheng 
et al., 2017; Nolan et al., 2013). Mesangial expansion and glomerular damage enhanced 
in tubular atrophy and interstitial lesions were adversely associated with stromelysin-1 
(Suzuki et al., 1997). Hemodialysis patients had higher serum levels of stromelysin-1 
activity (Naganuma et al., 2008b).

One of the MMP inhibitors is the tissue inhibitor of metalloproteinase 1 (TIMP-1), 
a glycoprotein that binds directly to the MMP catalytic site, keeping substrates away 
from the MMPs (Murphy & Nagase, 2008). TIMP-1 is a potent inhibitor of stromelysin-1 
(Hamze et al., 2007). All experiments in vivo and in vitro have displayed the antiangiogenic 
action of TIMP1 (Martin et al., 1999). TIMP1 regulates MMP proteolytic activity at the 
transcriptional and posttranslational levels and in tissues (Tan & Liu, 2012). The integrity 
of connective tissue, particularly cartilage, is thought to be affected by the activity of 
MMPs and TIMPs (Kageyama et al., 2000). In one research, there was an increase in the 
expression of stromelysin-1 and TIMP1 in atrophied tubules that were negatively linked 
with established glomerular mesangial expansion (Suzuki et al., 1997). We speculate that 
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stromelysin-1 and TIMP-1 are essential in ESRD and are probably associated with disease 
complications.

Thus, we aim to investigate the correlation between the lipid profile and atherogenic 
indices with the stromelysin-1 and its inhibitor (TIMP-1) to determine the possible 
interaction between these parameters in ESRD patients. Also, we used the levels of these 
biomarkers to predict the risks of developing CVD in ESRD patients.

METHODOLOGY

Subjects

We recruited 60 patients with ESRD (32/28 male/female) with an average age of 
46.45±10.29 years who participated in this case-control study. Each patient had a history 
of acute kidney injury (AKI) that developed into renal failure and was treated by dialysis. 
The patients were gathered in the Al-Hakeem General Hospital and Al-Sadr Medical City 
dialysis units between December 2021 and February 2022 in the AL-Najaf governorate 
of Iraq. A thorough medical history that considered the existence of any systemic diseases 
was used to examine patients. The research excluded patients with diabetes, hepatic 
conditions, and CVD. A senior physician diagnosed the patients using the tenth version of 
the International Statistical Classification of Diseases and Related Health Problems (2021 
ICD-10-CM Diagnosis Code N18.6). The included patients were diagnosed with chronic 
renal failure in the end stage and on hemodialysis as a treatment regimen in addition to 
the routine drug regimen. 

All patients received calcium carbonate, epoetin alpha (Eprex®), heparin, and 
continuous folic acid or iron and folate formula (Fefol®). Thirty healthy people (19 men and 
11 women) were recruited as a control group without observable physical diseases. Their 
ages are 47.09±6.83 years old, which matches the patients’ ages. The study complied with 
international and Iraqi rules governing ethics and privacy. All participants, or first-degree 
relatives of patients, provided written informed consent before participating in this study. 
The study received approval from the Institutional Review Board (IRB) of the Faculty of 
Science at the University of Kufa in Iraq (Document number 622/2021), which adheres 
to the International Guideline for the Protection of Human Subjects of the Declaration of 
Helsinki.

Measurements

After a 12-hour fast, participants’ venous blood samples were taken between 8 and 9 in 
the morning. The venous blood samples were collected in serum gel tubes. Before the test, 
samples were aliquoted among three fresh Eppendorf® tubes and kept at -80 °C for further 
analysis. Prior to the hemodialysis session, serum was taken to evaluate all parameters. 
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ELISA kits provided by Melsin Medical Co., Ltd., Jilin, China, were used to determine 
the amounts of serum stromelysin-1 and TIMP1. The kits’ inter-assay CV percent was less 
than 10%, and their sensitivities were under 0.1 ng/ml. Spectrophotometric measurements 
of glucose, albumin, urea, uric acid, inorganic phosphate, and creatinine were made using 
ready-to-use kits from Biolabo® (Maizy, France). According to the Modification of Diet 
in Renal Disease (MDRD) study equation (Levey et al., 2007), Equation 1 was used to 
determine the estimated glomerular filtration rate (eGFR): 

eGFR =175 x (S.Cr)-1.154 x (Age)-0.203 x 0.742 [if female] x 1.212 [if Black] (1)

The Friedewald formula (low-density lipoprotein cholesterol, LDLc = Total cholesterol, 
TC [Triglyceride (TG)]/2.19 + High-density lipoprotein cholesterol, HDLc) was used to 
calculate LDLc. The formula can be used when cholesterol and TG concentrations exceed 
400mg/dl (Friedewald, Levy, & Fredrickson, 1972). Castelli’s Risk Indices (CRI) are based 
on TC, LDLc, and HDLc, and they are categorized into two indices; CRI-I and CRI-II 
(Castelli, Abbott, & McNamara, 1983). Mathematically, it is calculated as CRI-I = TC/
HDLc and CRI-II = LDLc/HDLc. Atherogenic Index of Plasma (AIP) is a logarithmically 
transformed molar ratio of TG to HDLc (AIP= Log10 [TG/HDLc] ratio) (Dobiásová, 
Frohlich, Sedová, Cheung, & Brown, 2011). We utilized the atherogenic coefficient (AC), 
an indirect assessment of cholesterol found in lipoproteins: very low-density lipoprotein 
cholesterol (VLDLc), intermediate-density lipoprotein cholesterol (IDLc), and LDLc to 
the HDLc fraction. It is expressed mathematically as AC = (TC – HDLc)/HDLc or  AC = 
(Non-HDLc)/HDLc (Bhardwaj et al., 2013).

The patients were also classified according to the values of AIP obtained into two 
groups: ESRD with a high risk of CVD (AIP>0.24) and low or medium risk of CVD 
(AIP<0.24) (Dobiasova, 2006). 

Statistics

We employed the χ2-test to examine the relationships among the nominal variables and 
the analysis of variance (ANOVA) to study group differences in continuous variables. In 
addition, we utilized Pearson’s product-moment and Spearman’s rank-order correlation 
coefficients to investigate the correlations between stromelysin-1 and TIMP1 and their 
ratio to all other biomarkers. Depending on the preceding study, we used neural network 
analysis to examine the relationship between the diagnosis (ESRD with a high risk of CVD 
(AIP>0.24)) and biomarkers as input variables (Moustafa & El-Seddek, 2020). In the current 
study, the neural network (NN) analysis of SPSS was used according to the manual of the 
software (https://www.ibm.com/products/spss-neural-networks). NN involves the nodes 
that are known as neurons. The neurons are structured into layers and connected using 
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variable connection weights. Each layer can have several different neurons with various 
transfer functions. While no one definition adequately describes the complete model family, 
the neural network is a massively parallel distributed processor with a natural predisposition 
for storing and making accessible experience knowledge (Gurney, 2018). 

It mimics the brain in two ways: the network acquires information via a learning 
process, and the knowledge is stored using interneuron connection strengths known as 
synaptic weights (Ripley, 2007). The automated feedforward architecture, or multilayer 
perceptron neural network model, explored the link between biomarkers (input variables) 
and the diagnosis of high CVD risk (output variables). We used two hidden layers, each 
with up to four nodes, 20-50 epochs, and minibatch training using gradient descent to train 
the model’s hidden layers. The halting condition was satisfied by a single, consecutive 
step with no further reduction in the error term. It was necessary to take three samples 
to ensure the final network was accurate: a holdout sample (6.8%), a training sample 
(71.2%); and a testing sample (22.0%); all of which were used to prevent overtraining. 
We calculated the error, the relative error, and the relevance and importance of each 
input variable. A priori power analysis conducted to compute the required sample size 
for a bivariate correlation, using a 2-tailed test at α=0.05 and assuming an effect size of 
0.26 with a power of 0.80, shows that the sample size should be 90. Power analysis for 
unequal sample sizes (ratio 2/1) shows that the analysis of parameter differences between 
60 patients and 30 controls is > 0.8. We employed the IBM SPSS Windows version 27, 
2017, to perform all statistics.

RESULTS

Demographic and Clinical Data

Table 1 displays the demographic and clinical information for the ESRD and healthy 
control groups. The results showed no significant difference in the demographic 
characteristics (age, sex ratio, tobacco use disorder (TUD), height, weight, body mass 
index (BMI), and family history) between ESRD patients and the healthy control group. 
The routinely measured parameters showed that ESRD is accompanied by high serum 
urea, creatinine, uric acid, phosphate, and a decrease in the eGFR in ESRD. The results 
of the lipid profile showed a state of dyslipidemia. There is an increase in TG (p<0.001), 
total cholesterol (p=0.002), HDLc (p<0.001), VLDLc (p<0.001), and LDLc (p=0.001), 
in addition to a significant increase in the atherogenic indices CRI-I, CRI-II, AC, and 
AIP (all p<0.001). Stromelysin-1 and TIMP1 in ESRD patients were also significantly 
elevated (p=0.007 and p=0.005, respectively) compared with the control group. In 
addition, the TIMP1/Stromelysin-1 ratio showed no significant difference among patients 
and healthy control. 
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Correlation Between Stromelysin-1, TIMP1, and TIMP1/stromelysin-1 with All 
Parameters

Stromelysin-1 significantly correlates with creatinine (ρ=0.257, p<0.05), urea  (ρ=0.269, 
p<0.05), inorganic phosphate (Pi) (ρ=0.241, p<0.05), TIMP1 (ρ=347, p<0.01), TG 
(ρ=0.367, p<0.01),  total cholesterol (ρ=0.252, p<0.05),  VLDLc (ρ=0.366, p<0.01), LDLc 

Table 1
Demographic and clinical data of end-stage renal disease (ESRD) patients and healthy controls group

Parameter Control ESRD patients F/χ2 df p
Age    (year) 47.09±6.831 46.46±10.285 0.096 1/88 0.758
Sex    F/M 11 ⁄ 19 28 ⁄32 2.015 1 0.156
Height  cm 162.22±11.152 165.3±12.146 1.392 1/88 0.241
Weight  kg 74.38±13.072 66.48±10.25 9.851 1/88 0.002
BMI   kg/m2 28.646±6.396 24.363±3.110 17.85 1/88 <0.001
TUD   No/Yes 29 ⁄1 55 ⁄5 0.012 1 0.998
Duration of Disease Years - 4.896±2.575 - - -
Family history  No/Yes 30 ⁄ 0 54 ⁄ 6 3.679 1 0.055
Creatinine mg/dl 1.441±2.005 8.782±3.803 102.564 1/88 <0.001
Urea    mg/dl 28.31±7.507 157.16±53.383 183.453 1/88 <0.001
Pi     mg/dl 5.013±0.661 7.298±0.870 165.551 1/88 <0.001
Uric acid  mg/dl 4.722±0.845 6.050±1.566 19.69 1/88 <0.001
TG    mM 1.268±0.449 1.636±0.370 17.305 1/88 <0.001
Total cholesterol mM 5.142±0.602 5.606±0.688 10.094 1/88 0.002
HDLc   mM 1.193±0.228 1.006±0.205 15.515 1/88 <0.001
VLDLc  mM 0.577±0.205 0.747±0.169 17.599 1/88 <0.001
LDLc   mM 3.373±0.508 3.852±0.660 12.572 1/88 0.001
CRI-I 4.532±1.287 5.782±1.305 18.829 1/88 <0.001
CRI-II 3.020±1.120 4.013±1.200 14.599 1/88 <0.001
AC 3.532±1.287 4.780±1.305 18.829 1/88 <0.001
AIP 0.016 ± 0.165 0.209±0.118 40.663 1/88 <0.001
eGFR mL/min /1.73 m2 99.070(74.842-

124.407)
6.396(4.673-

10.141)
0.105 1/88 <0.001

Stromelysin-1  ng/ml 49.005(28.830-
97.540)

73.804(50.596-
115.046)

MWUT 1/88 0.007

TIMP1    ng/ml 530.360(215.970-
862.799)

725.953(526.173-
1056.849)

MWUT 1/88 0.005

TIMP1/Stromelysin-1 9.600(5.010-
17.953)

8.955(5.014-
16.324)

MWUT 1/88 0.742

Note. A, B, C: Pairwise comparison, BMI: Body mass index, TUD: Tobacco use disorder, eGFR: estimated 
glomerular filtration rate, Pi: inorganic phosphate, TIMP1: tissue inhibitors of metalloproteinase-1, TC: Total 
cholesterol, TG: triglycerides, HDLc: high-density lipoprotein cholesterol, LDLc: low-density lipoprotein 
cholesterol, VLDLc: very-low-density lipoprotein cholesterol, CRI-I and CRI-II: Castelli’s Risk index I & 2, 
respectively, AC: Atherogenic coefficient, AIP: atherogenic index of plasma. 
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(ρ=0.226, p<0.05), CRI-I (ρ=0.291, p<0.01), CRI-II (ρ=0.250, p<0.05), AC (ρ=0.291, 
p<0.01), and AIP (ρ=0.397, p<0.01) (Table 2). In contrast, an inverse correlation was found 
between stromelysin-1 with TIMP1/stromelysin-1 ratio (ρ=-0.348, p<0.01), and eGFR 
(ρ=-0.224, p<0.05). Serum TIMP1 level significantly correlates with height (ρ=0.267, 
p<0.05), weight (ρ=0.224, p<0.05), TIMP1/Stromelysin-1 ratio (ρ=0.605, p<0.001), TG 
(ρ=0.435, p<0.01), total cholesterol (ρ=0.211, p<0.05), VLDLc (ρ=0.435, p<0.01), CRI-I 
(ρ=0.240, p<0.05), AC (ρ=0.240, p<0.05),, and AIP (ρ=0.427, p<0.01). 

Table 2
Correlation of Stromelysin-1, : tissue inhibitors of metalloproteinase-1 (TIMP1), and their ratio with all other 
parameters

Parameters Stromelysin-1 TIMP1 TIMP1/Stromelysin-1
Sex 0.059 0.15 0.037
Age -0.127 0.095 0.081
TUD 0.087 0.182 0.033
Family history 0.045 0.099 -0.025
Duration of Dis 0.132 0.121 0.019
Height 0.017 0.267* 0.111
Weight -0.024 0.224* 0.167
BMI -0.018 0.113 0.072
Creatinine 0.257* -0.015 -0.026
Urea 0.269* 0.067 0.093
Pi 0.241* 0.068 0.028
Uric acid 0.009 0.111 0.010
Stromelysin-1 1.000 0.347** -0.348**

TIMP1 0.347** 1.000 0.605**

TIMP1/Stromelysin -0.348-** 0.605** 1.000
TG 0.367** 0.435** 0.183
Total cholesterol 0.252* 0.211* 0.032
HDLc -0.186 -0.153 -0.041
VLDLc 0.366** 0.438** 0.186
LDLc 0.226* 0.164 0.018
CRI-I 0.291** 0.240* 0.071
CRI-II 0.250* 0.186 0.044
AC 0.291** 0.240* 0.071
AIP=Log(TG/HDL) 0.397** 0.427** 0.205
eGFR -0.224* -0.180 0.024

Note. BMI: Body mass index, TUD: Tobacco use disorder, eGFR: estimated glomerular filtration rate, Pi: 
inorganic phosphate, TIMP1: tissue inhibitors of metalloproteinase-1, TC: Total cholesterol, TG: triglycerides, 
HDLc: high-density lipoprotein cholesterol, LDLc: low-density lipoprotein cholesterol, VLDLc: very-low-
density lipoprotein cholesterol, CRI-I, and CRI-II: Castelli’s Risk index I & 2, respectively, AC: Atherogenic 
coefficient, AIP: atherogenic index of plasma.
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Neural Network Study

The results of neural network information of the model on ESRD patients for predicting 
ESRD patients with a high risk of CVD (AIP>0.24) versus ESRD patients with low 
or medium risk of CVD (AIP<0.24) are presented in Table 3. The NN analysis used 
feedforward architecture because the network connections flow from the input layer to 
the output layer without any feedback loops. In this analysis, the input layer contains the 
predictors. The hidden layer contains unobservable nodes or units. The value of each 
hidden unit is some function of the predictors; the exact form of the function depends in 
part upon the network type and part upon user-controllable specifications. The last layer 
is the output layer contains the responses. Since the history of default is a categorical 
variable with two categories, it is recorded as two indicator variables. Each output unit is 
some function of the hidden units. 

Again, the exact form of the function depends partly on the network type and 
controllable specifications. There are 8 units (measured parameters) in the input layer 
(layer containing factors for predicting the CVD risk). The hyperbolic tangent and identity 
were used as activation functions in the hidden layers, and identity was used in the output 

Table 3
The results of neural networks with ESRD with a high risk of CVD (AIP>0.24) and low or medium risk of 
CVD high disease activity (AIP<0.24) as the reference group

Models AIP>0.24 vs. AIP<0.24
Input Layer Number of units 8

Rescaling method Normalized
Hidden layers Number of hidden layers 2

Number of units in hidden layer 1 3
Number of units in hidden layer 2 2
Activation Function Hyperbolic tangent

Output layer Dependent variables AIP>0.24 vs. AIP<0.24
Number of units 2
Activation function Identity
Error function Sum of squares

Training The sum of the squares error term 7.594
% Incorrect or relative error 31.7%
Prediction (sensitivity, specificity) 58%, 75.6%

Testing The sum of Squares error 1.826
% Incorrect or relative error 7.7%
Prediction (sensitivity, specificity) 80.0%, 100%
AUC ROC 0.833

Holdout % Incorrect or relative error 40.0%
Prediction (sensitivity, specificity) 33.3%, 100%

Note. AUC ROC: area under the curve of receiver operating curve
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layer to train this model, which has two hidden layers with three units in layer 1 and two 
units in layer 2. The area under the curve (AUC) of the receiver operating characteristic 
(ROC) was 0.833, with a sensitivity of 80 % and a specificity of 100 %, in each of the three 
data sets. It is shown in Figure 1 how significant each of the model’s input variables is in 
terms of the model’s predictive ability. In terms of predictive capability, stromelysin-1 is 
the best model (100%) for the prediction of high-risk CVD, followed by eGFR (77.9%), 
TIMP1 (66.0%), TIMP1/Stromelysin-1 (30.7%), creatinine (29.7%), urea (21.1%), Uric 
acid (6.6%), and Pi 1.1%.

Figure 1. The importance of the biomarkers for predicting end-stage renal disease (ESRD) patients with a 
high risk of cardiovascular diseases by neural network analysis. 
Note. Pi: inorganic phosphate; S.Cr: serum creatinine; B.Ur: blood urea; UA: uric acid; eGFR: estimated 
GFR; TIMP1: tissue inhibitors of metalloproteinase-1

DISCUSSION

The state of dyslipidemia in ESRD patients represents the first key finding of the 
current study, as seen in Table 1. Dyslipidemia is expressed as hypercholesterolemia, 
hypertriglyceridemia, and hypoalphalipoproteinemia (low HDLc), reflecting the increased 
incidence of dyslipidemia consequences, especially CVD and renal disease progression 
(Mesquita et al., 2010). The increase in the atherogenic indices CRI-I, CRI-II, AC, and AIP 
confirms our patients’ CVD risk. Chronic inflammation and atherogenic dyslipidemia have 
long been implicated as key risk factors for CVD mortality and morbidity in individuals 
with ESRD (Shifris, 2020). Once hemodialysis commences in ESRD patients, they develop 
an atherogenic serum lipid profile. Total cholesterol, LDLc, TG, and VLDLc levels were 
elevated in regular hemodialysis patients compared to irregular hemodialysis patients 
(Maurya et al., 2018). 
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The increasing number of dialysis sessions is associated increase in the level of TC and 
LDLc, TG, and VLDLc levels in regular chronic renal failure (CRF) patients indicating 
the bad prognosis of hemodialysis on the levels of lipid profile parameters. HDLc level 
decreases as compared to irregular hemodialysis patients. Patients on hemodialysis must 
be treated for dyslipidemia to avoid CVD (Maurya et al., 2018). Dyslipidemias are present 
in male and female CRF patients regardless of sex, and the hemodialysis procedure does 
not affect this (Sharma, Shah, Gorasia, & Baria, 2012). There are a variety of mechanisms 
through which circulating fatty acids or saturated fats, which may accumulate in the kidneys, 
might cause renal lipotoxicity (Lin & Duann, 2020). When there is inflammation and 
fibrosis in the kidney, renal lipotoxicity may lead to oxidative stress and albuminuria and 
control the intracellular signaling pathways in renal lipid metabolism (Nishi et al., 2019). 
Renal tubular epithelial cells are critical to developing renal fibrosis due to incomplete 
fatty acid oxidation (Kang et al., 2015).

Another major finding in the current research is that stromelysin-1 and TIMP1 were 
significantly increased in ESRD patients compared to healthy control, as seen in Table 1. 
The current findings are consistent with a prior study indicating that ESRD patients (before 
and after hemodialysis) showed an increase in several MMPs, including stromelysin-1, 
and two TMP inhibitors of MMPs, including TIMP1 (Velasquez-Mao et al., 2021). After 
dialysis, stromelysin-1 decreased on average in those patients (Velasquez-Mao et al., 
2021). Serum stromelysin-1 is probably a substantial predictor of chronic inflammation 
(Ishizaki, Matsunaga, Adachi, & Miyashita, 2004). All dialyzed patients had considerably 
higher median TIMP1 values than controls (Musiał & Zwolińska, 2011). Stromelysin-1 is 
suggested to be involved in the pathophysiology of CKD (Andreucci et al., 2021) because it 
is increased in hemodialysis patients (Preston et al., 2002). Since recent studies have shown 
a tight relationship between the MMP/TIMP system and oxidative stress and inflammation 
in hemodialysis patients, several putative dialysis-related trigger factors may be responsible 
for ESRD (Pawlak et al., 2005). The proteolytic activity of MMPs, including stromelysin-1, 
is controlled by endogenous inhibitors, especially TIMP1 (Tan & Liu, 2012). TIMP1 has 
an erythroid potentiating activity, B cell apoptosis suppression activity, and its inhibitory 
effect on MMPs (Stetler-Stevenson, 2008). Therefore, the elevation of MMP3 and TIMP1 
results from increasing inflammation and blood homeostasis, which are important factors 
in CVD development (Cui, Hu, & Khalil, 2017; Sarnak et al., 2003).

Table 2 showed several important correlations between stromelysin-1, TIMP1, and their 
ratio with other measured parameters in ESRD patients. The link between stromelysin-1 and 
its inhibitor TIMP1 and lipid-associated oxidative stress indicators can be used to extract 
the relationship between lipid profile parameters and the abovementioned parameters. It 
is found that oxidative stress activates MMPs (Jacob-Ferreira et al., 2013; Martínez & 
Andriantsitohaina, 2009) and increases MMP-3 protein levels in human cell lines (Alge-
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Priglinger et al., 2009) and disease (Chung et al., 2013). Also, increased stromelysin-1 
levels are found in inflammatory diseases (Geneva-Popova, Popova-Belova, Popova, 
Chompalov, & Batalov, 2022; Marônek et al., 2021). It is found that oxidative stress 
activates latent resident myocardial MMPs (Hunt et al., 2002). Nitric oxide and oxidative 
stress can disturb the cysteine switch leading to converting proMMPs to activate MMPs 
(Gaffney, Solomonov, Zehorai, & Sagi, 2015). TIMP-1, which resides in the catalytic site 
of MMP, thus, regulates activity (Zakiyanov et al., 2019). Protein degradation by TIMPs 
can be influenced by the relative amounts of enzymes in action and their inhibitors in the 
body (Arpino, Brock, & Gill, 2015). 

Stromelysin-1 was more highly linked with tubular atrophy and interstitial lesions than 
mesangial expansion and glomerular damage (Suzuki et al., 1997). Serum stromelysin-1 
levels correlate significantly with disease duration (NAGANUMA et al., 2008a). High 
BMI and central obesity are linked to an increased risk of CKD. A higher waist-to-hip 
ratio was linked to lower GFR, lower effective renal plasma flow, and a higher filtration 
percent, which was revealed by multivariate analysis. The same results were obtained 
after adjusting for sex, age, mean arterial pressure, and BMI (Kwakernaak et al., 2013). 
The pathogenesis of kidney injury may be influenced by inflammation, oxidative stress, 
endothelial dysfunction, prothrombotic state, hypervolemia, adipokine derangements, and 
obesity (Kazancioğlu, 2013; Mirrakhimov, 2012). 

The neural network results in Table 3 indicated good predictability of the measured 
parameters (lipid profile parameter excluded) in discriminating between ESRD patients 
with high risk for CVD and lower-risk patients. Stromelysin-1, followed by eGFR, 
TIMP1, and the TIMP-1/stromelysin-1 ratio, are the top four parameters validated for 
predicting ESRD patients with a high risk of CVD seen in Figure 1. In previous work, 
significantly higher plasma levels of TIMP1 were observed in individuals with CVD 
(Peeters et al., 2015). Before starting dialysis, individuals with ESRD have a higher risk 
of CVD, but after starting dialysis, their dyslipidemia becomes better. Additionally, to 
improve the quality of life of CKD patients in terms of the non-development of risk 
factors for cardiovascular diseases, adequate dialysis treatment and timely monitoring 
of lipid profile should be done in conjunction with other modes of therapy such as a 
properly advised diet, modifications to lifestyle, and treatment that lowers lipid levels 
(Saini et al., 2021). 

A new biomarker of atherosclerosis and CVD is AIP, and the relevant studies revealed 
that AIP accurately predicts CVD more than routine lipid profile (Essiarab, Taki, Lebrazi, 
Sabri, & Saile, 2014). Patients on peritoneal dialysis had significantly greater AIPs, which 
were found to be related to peritoneal dialysis (Lee et al., 2017). AIP was significantly 
increased in ESRD patients (Erdur et al., 2013). In males, higher serum TG and AIP levels 
were shown to be related to a substantial deterioration in renal function. In women, neither 
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serum lipids nor AIP was associated with significant kidney function declines (Huang et 
al., 2021). Serum lipid profile components (TC, TG, HDLc, and LDLc) are a less reliable 
predictor of CVD risk than CRI-I and CRI-II, which have similar risk evaluations (Bhardwaj 
et al., 2013). Higher serum TG/HDLc ratio was associated with an increased risk of all-cause 
and CVD mortality in ESRD patients undergoing peritoneal dialysis. A simple criterion 
based on these findings could be used to identify people with a higher-than-average risk 
of cardiovascular mortality (Wu et al., 2015). ESRD patients’ pericarditis and pericardial 
effusion are often caused by toxic metabolites building up, increased albuminuria, decreased 
creatinine clearance, and difficulties maintaining normal blood pressure during dialysis 
(Rehman et al., 2017). 

Another cause of the increased risk of CVD in ESRD patients is the elevation in serum 
urea. CKD patients with elevated serum urea levels had a higher risk of CVD outcomes 
and death (Laville et al., 2022). Various metabolites may generate or be absorbed due to 
elevated serum urea levels, leading to malnutrition, inflammation, and uremic toxicity 
(Crespo-Salgado et al., 2016). TIMP1 is expressed in human glomeruli and is upregulated 
in glomerulosclerosis (Carome et al., 1993). Even though TIMP1 overexpression is present 
in fibrosis and may contribute to it in the absence of MMP inhibition, TIMP1 deletion 
cannot stop it since other TIMPs are likely compensating by upregulating. Thus, it cannot 
be prevented (Kim et al., 2001). Patients with diabetic kidney disease (DKD) have MMP/
TIMP modulation abnormalities in clinical studies. The dysregulation of MMP/TIMP 
is documented in clinical research conducted on DKD patients. In patients with DKD, 
increasing glomerular lesions are associated with reductions in serum TIMP1 and TIMP-2 
levels and increases in serum and urine TIMP1 levels (Mora-Gutiérrez et al., 2020; Rysz 
et al., 2007). 

CONCLUSION

There is a state of dyslipidemia with high atherogenic indices and increased stromelysin-1 
and TIMP1 in ESRD patients. The increase in stromelysin-1 and its inhibitor are correlated 
with some atherogenic indices and lipids. The neural network results indicated good 
predictability of the top four parameters (stromelysin-1, followed by eGFR, TIMP1, and 
the TIMP-1/stromelysin-1 ratio) in discriminating between ESRD patients with high risk 
for CVD from the lower-risk patients. 
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ABSTRACT 

The effectiveness of student learning in an online laboratory environment requires 
appropriate measurements from the cognitive, affective, and psychomotor (CAP) domains. 
However, current self-reporting perceived CAP instruments are general and focused on 
non-technical fields, hence unsuitable for comprehensively measuring and evaluating 
technology and engineering (TE) online laboratory courses. This work aims to develop 
and validate a new instrument to measure perceived CAP learning domains in technology 
and engineering (TE) online laboratory courses. An initial instrument with 22 questions to 
assess CAP attributes was developed based on adaptation and expert consultation. About 
1414 questionnaires were deployed and obtained a response rate of 25%, which meets 

the requirement of a confidence level of 
90% with a 5% error. Principal Component 
Analysis (PCA) and Exploratory Factor 
Analysis (EFA) were used to further reduce 
the items to 13. Items reliability was verified 
using Cronbach Alpha. The finalized items 
consist of 5 cognitive, 4 affective, and 4 
psychomotor items. For cognitive, the five 
items relate to students’ perception of self-
directed learning, reproducing study guides 
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for future students, organizing their tasks and solving problems, relating lab works with 
fundamental concepts and theories, and completing all tasks. The four affective items are 
associated with students’ perception of active involvement in learning, communication of 
findings, collaboration with team members, and awareness of safety and requirements. 
The four psychomotor items are linked to students’ perceived attainment in performing 
the experiment, visualizing the procedure, demonstrating technical skills, and operating 
the equipment. The tool is verified to self-measure CAP attainment for online laboratories.

Keywords: Affective, bloom taxonomy, cognitive, instrument validation, learning domains, learning 
measurement, online laboratory, psychomotor

INTRODUCTION 

A deadly virus (known as COVID-19), which started in Wuhan, China, has caused a 
worldwide pandemic (Nature News, 2020). The COVID-19 pandemic has led to the closure 
of many tertiary institutions to prevent the spread of the disease (Murphy, 2020). Many 
higher learning institutions in Malaysia quickly adopt e-learning under the online distance 
learning (ODL) mode (Tan, 2021). The ODL also includes laboratory courses using the 
traditional model of face-to-face instruction. In an online setting, some institutions have 
conducted laboratory courses via virtual labs, remote control labs, or video-based labs 
(Zhai et al., 2012). Virtual labs adopt the use of simulation tools and virtual reality. Remote 
laboratories enable students to access and perform experiments in the lab from remote 
areas. In contrast, video-based labs provide an overview of a physical lab for the students 
to visualize the whole experimental process and its outputs through a video demonstration. 
These methods were widely adopted during the pandemic period.

The emergence of any methods in teaching and learning, whether offline or online, 
places the need to evaluate student learning outcomes to evaluate the impact on learning. 
Hence, online laboratories may impact the learning outcomes and experiences that must be 
evaluated comprehensively. Chan and Fok (2009) measured students’ perception of traditional 
and virtual laboratories on whether the laboratories are easy to understand, operate, flexible, 
stimulating, and satisfying. Kapilan et al. (2021) distributed a perception survey on mechanical 
engineering students’ learning experiences in fluid mechanics virtual laboratories during 
the pandemic to gauge students’ experience and cognitive learning, such as improvement in 
knowledge or skill set, the effectiveness of the virtual laboratories, the flow and usefulness of 
the course. Chowdury et al. (2019) developed nine questions to obtain students’ feedback on 
the effectiveness of the delivery and students’ learning experience for the online laboratory 
conducted via video demonstration and computer simulations.

One of the immediate challenges with online laboratories is the difficulty of achieving 
hands-on practical skills effectively (Gamage et al., 2020; Lewis, 2014). In addition, other 
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learning attributes need to be measured and evaluated, such as integrating theory with 
practice, experimental design and problem-solving skills, data recording and analysis; 
communication and interpersonal skills; technical judgment, and professional ethics 
(Davies, 2008). From a pedagogical perspective, these attributes can be categorized into 
cognitive, affective, and psychomotor (CAP) learning domains. These categories of learning 
in the cognitive, affective, and psychomotor domains were introduced by Bloom et al. 
(1956). A well-known definition of cognitive learning derived from Bloom et al.  (1956) is 
“recall or recognition of knowledge and the development of intellectual abilities and skills.” 
The cognitive domain includes knowledge, comprehension, application of knowledge to 
solve a problem, analysis; evaluation; and knowledge creation (Anderson et al., 2001). 
Affective learning is “an increasing internalization of positive attitudes toward the content or 
subject matter” (Kearney, 1994). The affective domain focuses on developing attitudes and 
behavior, consisting of five attributes: interests, opinions, emotions, attitudes, and values 
(Anderson et al., 2001; Krathwohl et al., 1964). Simpson (1974) defined the psychomotor 
domain as having five attributes: detecting cues to response (perception), performing a 
specific act under guidance (guided response); performing a learned task independently 
(a mechanism); performing a complex action; altering an act to respond to a new situation 
(adaptation), and the developing new acts (origination).

The immediate challenge is measuring CAP learning independent of the course content, 
instructor, student grades, institution, academic level, and other limiting factors. Rovai 
et al. (2009) developed a self-reporting instrument to measure perceived CAP learning 
that gathers student perception on these domains to address this. It is measured from the 
student’s viewpoint, independent of course content and academic assessments. Perceived 
CAP was implemented to compare online and offline courses (Carpenter-Horning, 2018). 
Kawasaki et al. (2021) conducted perceived CAP learning on fifty-six third-year nursing 
students who took emergency remote teaching during the pandemic. Like Rovai et al. 
(2009), the authors developed a 9-item self-reporting instrument that explicitly measures 
CAP in nursing skills. In another work, Rachmawati et al. (2019) developed questionnaires 
to measure students’ cognitive, affective, and psychomotor learning in the bakery industry. 
There was other research on evaluating the learning outcome, but questionnaires were not 
shared (Triyanti et al., 2021).

Based on the literature reviewed, a comprehensive instrument to measure perceived 
CAP learning for online laboratory courses in technology and engineering major (TE) 
has not yet been developed. Some instruments that measure the effectiveness of online 
laboratories have been developed (Chan & Fok, 2009; Chowdury et al., 2019; Kapilan et al., 
2021) but mainly focus on the student learning experiences and feedback and do not assess 
the CAP achievements. Besides, the authors did not provide evidence that these instruments 
were validated. Although the instrument from Rovai et al. (2009) can be used to evaluate 
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any course, it could only provide a general achievement of CAP. The instrument cannot 
scrutinize some important attributes of learning related to online laboratories, whereas 
other CAP instruments focus on non-technical fields (Kawasaki et al., 2021; Rachmawati 
et al., 2019). Therefore, a comprehensive instrument may help practitioners evaluate 
CAP attributes of TE online labs, such as knowledge of the subject matter, experimental 
design, problem-solving skills, hands-on competencies, valuing of occupational safety and 
health, professional attitudes, and ethics. These are some detailed attributes not measured 
comprehensively by currently available instruments.

Given the need to comprehensively measure CAP’s effectiveness in TE online 
laboratory courses, this work aims to develop and validate an instrument to collect perceived 
CAP domains of learning in TE online laboratory courses. Based on the existing self-
reporting instrument for CAP and consultation with experts, this research developed and 
validated an extended self-reporting instrument suitable to measure CAP learning in TE 
online labs. The methodology implemented in this research includes cleaning the data, 
validating the questions’ reliability, and finalizing the instrument (MacLeod et al., 2018; 
Martin et al., 2020). The results and discussions highlight findings from the data analysis 
and the instrument’s limitations. 

METHODS

Development of Self-Reporting Instrument to Measure Perceived CAP Domains

Table 1 lists the attributes of the abilities under each CAP area by referring to Davies (2008) 
and Rovai et al. (2009). New attributes were added based on consultation with experts. 
The items developed for the instrument are then compared against the list of abilities to 
determine the suitable CAP category. 

Table 1
Attributes of cognitive, affective, and psychomotor (CAP) learning

Cognitive Affective Psychomotor
● Ability to relate theory and 

practice*
● Ability to collect and 

analyze data*
● Ability to analyze and solve 

problems*
● Ability to understand 

and apply knowledge 
independently**

● Ability to organize 
knowledge**

● Ability to regulate attitude of 
learning*

● Ability to collaborate with others*
● Ability to communicate results and 

findings*
● Ability to communicate effectively 

with instructor/peers*
● Ability to evaluate the learning 

experience* 
● Ability to value safety and ethic***

● Ability to demonstrate the 
practical skills learned**

● Ability to perform 
laboratory work safely***

● Ability to handle actual 
equipment after learning 
stimulated/video-based 
experiments***

● Ability to conduct 
experiments via guided 
responses*

*(Davies, 2008), ** (Rovai et al., 2009), *** New attributes
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Instrument Development 

The items in the instrument for this research are selected and modified based on previous 
research (Chowdury et al., 2019; Chan & Fok, 2009; Kapilan et al., 2021; Rachmawati et 
al., 2019; Rovai et al., 2009). In addition, some items are developed based on consultations 
with subject matter experts. The newly developed instrument for verification has 22 items, 
as shown in Table 2. Each item was developed to measure targeted attributes in Table 
1 and categorized into CAP domains. Some items may be interpreted for two different 
areas and later would be verified statistically on the more suitable category (refer to 
column 1 of Table 2). There were five cognitive items, eleven for affective, and six for 
psychomotor. The fourth column of Table 2 indicates that the item was developed based 
on adaptation and improvising (AI) from related sources. New items were developed 
based on consultation with experts. The previous research shows that most items measure 
cognitive and psychomotor perspectives. Therefore, more affective items were developed 
for this instrument. 

Table 2
Twenty-two (22) cognitive, affective, and psychomotor (CAP) items to measure perceived student learning 
(original questionnaire)

CAP 
Area Label Items Description Source

C C1 I can organize course material into a logical structure AI Rv

C C2 I cannot produce a course study guide (compilation of topics, exercises, 
learning activities) for future students AI Rv

C C3 I can self-learn, understand and apply the lessons and concepts in this 
course AI Rv

C C4 I cannot organize my tasks, apply appropriate methods and solve related 
problems to achieve the desired outputs AI Chdh

C C5 I cannot relate the online lab experiments to fundamental concepts and 
theories AI Chdh

A A1 I changed my attitude about the course subject matter as a result of this 
course. AI Rv

A, P A2 I am actively involved in the learning process through the online lab. AI Chdh
A A3 I prefer hands-on experiments compared to online lab AI Chan

A A4 I can communicate my findings and results through reports and oral 
presentations AI Rchw

A A5 I can collaborate well with others in my group AI Rchw
A A6 I feel that tasks can be assigned effectively during an online lab AI Rchw

C, A, P A7 I cannot complete all the required group tasks effectively and timely AI Rchw

A, P A8 I am aware of the safety requirements when working in a physical lab 
compared to an online lab New Items

A A9 I cannot discuss and clarify issues effectively with my instructor via the 
available communication platform New Items
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The developed items are a combination of positive statements and negative statements. 
It is to ensure that the participants are paying attention and alert when doing the survey. The 
respondent then chooses the option of a 5-point Likert scale answer, with one representing 
strongly disagree and five representing strongly agree. Questions with inconsistent 
responses will be eliminated during the statistical validation process.

Data Collection

The survey instrument was deployed via Google Forms across four public/private higher 
learning institutions in Malaysia on multiple courses and cohorts of online laboratories. 
These courses include programming for Year 1 Computer Science students (to represent 
Technology fields) and engineering labs for Year 1 to Year 3 Electrical/Electronic 
Engineering students. Due to the pandemic, all these courses were delivered online. A 
total of 1414 surveys were sent, and 349 responded to the survey. The response rate of 
25% is within the typical response rate of 5% and 30%. Participation is voluntary, and 
there is no reward for completing the survey. Using a sample size calculator (https://www.
calculator.net/sample-size-calculator.html; https://www.surveysystem.com/sscalc.html; 
https://www.qualtrics.com/au/experience-management/research/determine-sample-size/; 
https://select-statistics.co.uk/calculators/sample-size-calculator-population-proportion/), 
it is safe to conclude that the sample size of 300 participants and above qualifies for the 
confidence level of 90%, with a 5% error margin. 

CAP 
Area Label Items Description Source

A A10 I can discuss and clarify issues effectively with my peers via the available 
communication platform New Items

A A11 I believe computer simulation can replace actual experiments. AI Chdh

A, P P1 I can perform the online lab experiments multiple times, unrestricted by 
laboratory space, rules, and safety concerns New Items

C, P P2 I cannot complete the online lab independently AI Rchw

P P3 I cannot handle the lab's equipment without the lab supervisor's assistance 
through the online lab videos AI Chdh

P P4 I can visualize the procedure for using the lab's equipment through the 
online lab videos AI Chdh

P P5 I can demonstrate to others the physical/technical skills learned in this 
course New Items

P P6 I can operate actual equipment confidently after conducting online lab 
experiments using simulated/virtual equipment AI Chdh

Notes. Rchw (Rachmawati et al., 2019), Chdh (Chowdhury et al., 2019), Rv (Rovai et al., 2009), and Chan 
(Chan & Fok, 2009)

Table 2 (continue)
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Validation of the Instrument

The following steps were taken to analyze the data: 
1. Cleaning the data, 
2. Performing Exploratory Factor Analysis (EFA) to identify the groupings of the 

items and the possible elimination of unrequired items, 
3. Performing Cronbach Alpha Analysis (CAA) to ascertain internal reliability and 

consistency of items within the same group, and 
4. Performing Inter-Item Correlation to identify whether a group’s items are repetitive 

or redundant.

Cleaning the Data

All 349 respondents should and had answered all the questions. Out of the 349 respondents, six 
(6) respondents disagreed with the data to be used in the research. Therefore, their responses 
were excluded for further analysis, resulting in the total number of respondents for statistical 
analysis being 343. As the questions were all set as compulsory, all respondents answered 
all the questions. There were no outliers in the responses, as the answers are in the Likert 
scale range (1–5). Therefore, it was not required to remove outliers’ data before the analysis.

Next, the negatively stated items need to be reverse-coded. The negative statement 
items with the keyword “cannot” in Table 2, i.e., items labeled C2, C4, C5, A7, A9, P2, 
and P3, were reverse coded. It is done by reversing the value of the response for negative 
statement items. The value for one is reverse-coded to five; two is reverse-coded to four, 
and three remains, four is reverse-coded to two, and five is reverse-coded to one, using 
the SPSS software.

Performing Exploratory Factor Analysis (EFA). Exploratory factor analysis (EFA) 
is one of the factor reduction methods. Under SPSS, the Principal Component Analysis 
(PCA) is conducted as part of the EFA process. The PCA calculates the inter-correlation 
among the items, which will cause the items to be clustered into principal components. 
Hence, PCA can reduce items to category areas that account for the most variance. The 
PCA process identifies the number of relevant components. Each set of components is 
known as the principal component. It also means that each component is distinctively 
different from another. The initial number of principal components is identified using the 
Eigenvalues of the covariance matrix greater than one. For example, if three Eigenvalues 
of the covariance matrix are greater than one, then there are three principal components for 
the items. Assuming that the items in Table 2 are distinctively different for this research, 
the PCA will cluster the items into three components, each representing the cognitive, 
affective, and psychomotor domains, respectively. Hence, the items should converge to 
three components: cognitive, affective, and psychomotor, after the items are reduced using 



2096 Pertanika J. Sci. & Technol. 31 (4): 2089 - 2103 (2023)

Sim Tze Ying, Ng Kok Mun, A’zraa Afhzan Ab Rahim, Mitra Mohd Addi and Mashanum Osman

PCA. The PCA results will also reveal whether it passes the Kaiser-Meyer-Oikin (KMO) 
sampling adequacy above 0.5 and the commonality of each item above 0.3.

Factor rotation is part of the step in EFA to arrive at the rotated component matrix. 
There are two ways to do the factor rotation, i.e., oblique or orthogonal. The orthogonal 
rotation requires the factors to be uncorrelated, while the oblique rotation allows the 
factors to correlate. It is necessary to explore the oblique rotations first to get a correct 
factor structure (Jolliffe, 2014). Therefore, the oblique rotation test, i.e., the Oblimin test in 
SPSS, was conducted. The choice between using the oblique or orthogonal depends on the 
values in the Principal Component Correlation Matrix (PCCM) produced by the oblique 
rotation. Absolute values in PCCM closer to one indicate that the factors are correlated; 
hence, the oblique rotation is suitable for implementation. Values closer to zero indicate 
that the factors are unrelated, so the orthogonal rotation is suitable. The threshold for this 
research is 0.5. The oblique rotation method will be used if any of the absolute PCCM 
values is 0.5 or greater. Otherwise, the orthogonal rotation should be used. An example of 
orthogonal rotation in SPSS is the Varimax rotation. The rotated component matrix will 
display the factor loading value for each item. If an item has values for two components, 
the higher factor loading above 0.5 will be considered. 

Performing Cronbach Alpha (CA) Analysis and Inter-Item Correlation. Cronbach 
alpha (CA) analysis measures the consistency within a component or group. This step is 
done after all items are grouped into the same component in the EFA. Each item within 
each component is analyzed using CA. The reliability coefficient of 0.70 is considered 
reliable and will be used as the baseline for measurement. The CA value of 0.70 is reliable, 
and values lower will require justification (Waltner et al., 2019). Next, an inter-item 
correlation was conducted to evaluate the correlation across all items—the inter-item 
correlation matrix measures if the questions measure the same aspect. Acceptable inter-
item is between 0.2 and 0.5, a value greater than 0.7 is very similar, and a value of 1.0 
is the same question.

RESULTS AND DISCUSSION

Exploratory Factor Analysis (EFA)

Six of the 349 respondents disagreed with the data used in the analysis. Therefore, only 
343 responses were analyzed. The PCA revealed that the KMO measurement of sampling 
adequacy is at 0.889. This sampling adequacy is good as it exceeds the required minimum 
of 0.50. According to Bartlett’s test of sphericity, the significance is at 0.000. It means at 
least one correlation exists between the 22 items analyzed. The extraction of commonalities 
indicated that all 22 items have a value greater than 0.30. Therefore, we do not need special 
consideration to eliminate questions at this initial analysis stage.
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Based on the PCA result, the number of components is indicated by eigenvalues 
greater than one. The rotation method was then applied to identify the items related to 
each component, using either the oblique or orthogonal method. As all the absolute values 
for the PCCM are less than 0.5, the orthogonal rotation method was applied to derive the 
rotated component matrix. The PCA and rotation method will be repeated after each round 
of item elimination to obtain the final validated instrument that converges into three CAP 
components.

Figure 1. Scree plot from PCA

Based on Figure 1, there are four components with Eigenvalues greater than one. 
However, the fourth component just slightly exceeded one. Figure 2(a) shows that the fourth 
component has only two items. According to (Laerd Statistics, 2018), each component 
should not be fewer than three items. A component with fewer than three items is weak 
and unstable. Hence, the fourth component is insignificant. As the fourth component has 
less than three items, the two items (i.e., A1 and A3) were eliminated from the following 
rotation list. With the elimination of these two items, PCA and orthogonal rotation were 
conducted for the remaining 20 items.

Figure 2(b) shows the orthogonal rotated component matrix for 20 items. The results 
show that items C1, A10, A2, and A4 have factor loadings across two components. The 
four items can potentially be measured in two components. Higher factor loading signifies 
a stronger relationship between the items and the component. Therefore, factor loadings 
with a higher value will be considered. It means C1 and A10 will be considered under 
component 1, not component 3. A2 and A4 will be considered under component 3 and not 
component 1. Component 1 has more psychomotor items; component 2 has more cognitive 
items, whereas all affective items were successfully grouped in component 3.
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The next step is excluding items in Figure 2(b) that do not belong to the same 
component. It is done by comparing with the items in Table 2. Component 1 is considered 
a psychomotor component as it contains more psychomotor items. Based on Table 2, items 
C1, C3, A6, A10, and A11 were removed from the list in component 1 as these items did 
not measure psychomotor attributes. Component 2 is considered a cognitive component 
as it has more cognitive items. Hence, items with labels from psychomotor and affective 
such as A7, A9, P2, and P3, are considered for removal. Based on Table 2 (refer to labels 
in column 1), the authors opined that “complete tasks” in A7 and P2 can be considered a 
problem-solving process involving psychomotor, affective, or cognitive processes in A7 
cognitive or psychomotor process in P2. Hence, these two items can be considered in any 
one of these learning domains. Figure 2(b) results grouped A7 and P2 with cognitive items. 
Therefore, “completing the tasks” is categorized as a cognitive process. It is supported by 
literature gathered in Elif (2018), where scientists agreed that problem-solving is an activity 
that requires domain knowledge and appropriate cognitive strategies. By maintaining items 
A7 and P2, only A9 and P3 were eliminated from component 2.

After eliminating seven items in the previous step, the orthogonal rotation matrix for 
the new list is shown in Figure 2(c). Figure 2(c) shows the orthogonal rotated component 
matrix for 13 items. Only A2 and A4 have factor loading for two components. Both items 

Figure 2. Rotated component matrix for (a) 22 items, (b) 20 items, and (c) 13 items

(a) (b) (c)
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have higher factor loading values in component 3, so A2 and A4 will be categorized under 
component 3. Finally, after three iterations, the original list of 22 items was reduced to 13 
and successfully grouped in the respective CAP components using the EFA. 

Cronbach Alpha Analysis (CAA)

Cronbach Alpha Analysis was conducted on component 1 (cognitive) with C4, C5, C2, 
A7, and P2. The Cronbach Alpha Analysis generated a value of 0.803. Therefore, all five 
items are relevant to component 1. Figure 3 shows items-total statistics and inter-items 
correlation matrix for component 1. The inter-item correlation matrix shows that each 
question measures independent yet related aspects.

The second component (psychomotor) is P6, P4, P5, and P1. The Cronbach’s Alpha 
(CA) value is 0.802. At this stage, the best practice is to delete items to obtain higher internal 
reliability (i.e., higher CA value). For example, Figure 4 item-total statistics indicated that 
deleting the item with the label P1 will increase the reliability value to 0.816. However, this 
deletion is unnecessary because the current reliability value exceeds 0.70. The inter-item 
correlation matrix indicates that all items tend to measure similar aspects.

The third component (affective) contains the items containing A2, A4, A5, and A8. The 
Cronbach Alpha’s value for this component slightly exceeded the minimum value of 0.70 

Figure 3. Cronbach alpha analysis for component 1 (cognitive)

Figure 4. Cronbach alpha analysis for component 2 (psychomotor)
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at 0.702. The item-total statistics in Figure 5 indicate that the reliability can be increased 
to 0.719 by deleting item A8. However, as the current reliability value is sufficient, the 
deletion of A8 is insignificant. Hence, A8 is a valid item in the third component. The inter-
item correlation matrix in Figure 5 has values between 0.2 and 0.5, indicating that each 
item measures related yet independent aspects.

Figure 5. Cronbach alpha analysis for component 3 (affective)

Finalized Questionnaire

Upon completing the Exploratory Factor Analysis (EFA) and Cronbach alpha analysis, the 
finalized questionnaire is shown in Table 3.

Table 3
Thirteen (13) cognitive, affective, and psychomotor (CAP) items to measure perceived student learning 
(finalized questionnaire)

Questions Survey Items Label
I1 I cannot produce a course study guide (compilation of topics, exercises, learning 

activities) for future students
C1r

I2 I cannot organize my tasks, apply appropriate methods and solve related problems to 
achieve the desired outputs

C2r

I3 I cannot relate the online lab experiments to fundamental concepts and theories C3r
I4 I cannot complete the online lab independently C4r
I5 I cannot complete all the required group tasks effectively and timely C5r
I6 I am actively involved in the learning process through the online lab. A1
I7 I can communicate my findings and results through reports and oral presentations A2
I8 I can collaborate well with others in my group A3
I9 I am aware of the safety requirements when working in a physical lab compared to an 

online lab
A4

I10 I can perform the online lab experiments multiple times, unrestricted by laboratory 
space, rules, and safety concerns

P1

I11 I can visualize the procedure for using the lab's equipment through the online lab 
demonstration

P2

I12 I can demonstrate to others the physical/technical skills learned in this course P3
I13 I can operate actual equipment confidently after conducting online lab experiments 

using simulated/virtual equipment
P4
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CONCLUSION 

The research successfully developed and validated a 13-item self-reporting instrument 
of perceived learning according to the CAP domains for technology and engineering 
online laboratory courses. This instrument was validated and refined statistically using 
perceived CAP responses from computer science and engineering students. Compared 
to the previous research instruments, this newly developed instrument has more items 
covering CAP learning. The items for each area are well balanced, with cognitive having 
five items, affective having four items, and psychomotor having four items. This study only 
validates this instrument or questionnaire, which can be used to study the reality of online 
lab learning. It will be the basis for studying the reality of online labs upon implementation. 
Hence, this instrument can assist practitioners in measuring and analyzing the related 
attributes of CAP learning in engineering and technology online laboratories. 

This pilot study was only conducted with computer science and engineering students. 
This research can be extended to make this tool suitable for science and mathematics. 
Hence, future works on the instrument will be conducted in the science and mathematics 
courses to fine-tune this instrument to be a suitable tool for all science, technology, 
engineering, and mathematics (STEM) courses. The instrument can be implemented for 
face-to-face lab sessions by modifying the psychomotor items, as the existing psychomotor 
items are designed to measure perceived CAP learning for online lab sessions during the 
COVID-19 pandemic. 
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ABSTRACT 
Bearing is an important part of the induction motor, whose function is to help the rotor spin. 
It contributes the highest percentage of damage compared to other parts. When operated 
in this condition, it causes overheating, imbalance in the rotation of the rotor shaft, sparks, 
and noise pollution to the environment. A bearing monitoring system must be implemented 
and developed to avoid further damage. Furthermore, a non-invasive technique through 
sound signals was developed in this study. A sound signal is easy to overlap with the noise 
from other sources. Environmental noise is unavoidable during data collection, affecting 
health monitoring accuracy (HM). Therefore, this study aims to develop an HM method for 
sound-based induction motors based on measurement differences, load variation, frequency 
calculations, and statistics. The distance measured was used as an independent variable of 
the non-machine noise. The load variations were also applied as required, and the operation 
of the motor varies according to users’ needs. In an effort to prevent negative environmental 
impacts, noise monitoring was carried out from the motor operation, and the results showed 
an HM of accuracy of 83.09%. The best distance for performing HM conditions is 100 cm and 

83.59 dB(A). The noise value does not exceed 
the industrial worker threshold. Therefore, 
close surveillance of the motor’s condition 
tends to be conducted with or without a load. 
It is because the load variation does not affect 
the accuracy of health monitoring. 

Keywords: Fault detection, health monitoring, 
machine condition diagnosis, sound 
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INTRODUCTION

The induction motor is called an ‘asynchronous motor’ because it operates at speed less 
than the synchronous and is one of the most important components of a spinning rotor. 
A survey by the Electric Power Research Institute (EPRI) shows that the percentage of 
damage to motor parts in bearings, stators, and rotors is 41%, 36%, and 9%, respectively 
(Barusu & Deivasigamani, 2020). Bearing is a motor component whose function is to 
help the rotor spin, and the relative motion between the outer and inner races makes it 
susceptible to damage. Small damage to the bearing causes more severe deterioration of 
other parts (Das & Ray, 2020). In addition to mechanical factors, bearing damage is caused 
by external factors such as contamination, corrosion, brinelling, installation, and lubrication 
errors. Brinelling is a phenomenon that gives rise to the formation of indentations in the 
race bearings due to excessive load, while Installation errors occur due to incorrect set-
up of the bearing on the shaft. Furthermore, lubrication errors are caused by insufficient 
or excessive lubricant application, leading to overheating and accelerating the process of 
bearing damage (He et al., 2020). 

 The negative effect of damage to motor parts should be avoided as early as possible 
by providing proper maintenance. Therefore, Health Monitoring (HM) and Fault Diagnosis 
(FD) of industrial driving machines are important for maintenance actions and should be 
conducted regularly and routinely. Further action should be taken to effect restoration when 
the tool is operating abnormally. In addition, the advantages of the HM system include 
predicting early damage, more optimal maintenance actions, minimizing surveillance 
costs, and increasing industrial productivity and motor reliability (Amanuel et al., 2021). 

The general stages in conducting HM include data acquisition, namely collecting 
information from the instrument used (current, vibration, thermal, and sound). The second 
stage is data processing, which includes several methods, such as time domain data analysis, 
Fast Fourier Transform (FFT), Wavelet Transform (WT), Hilbert-Huang Transform (HHT), 
and Soft Time Fourier Transform (STFT). The third stage is making decisions regarding 
the treatment based on diagnostic and prognostic methods (Goyal et al., 2021). HM has the 
advantage of a microphone as a low-cost sound sensor and does not require contact with 
the diagnosed engine part. However, the drawback is that the sound signal easily overlaps 
with other sources and sometimes does not change when there is a change in the rotation 
of the engine components (AlShorman et al., 2021). 

Because it has the advantages of a low price and simple application, HM, through 
sound regulation, began to be developed further. Sound signals are superior to HM using 
vibrations, indicated by a significant spike in amplitude when the motor part is abnormal 
(Nirwan & Ramani, 2022). Accuracy is needed to follow up the maintenance phase. The 
effect of placing the microphone as sound data acquisition needs to be considered, hence, 
as not to cause the capture of noise signals originating from background sound as HM data 
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is susceptible to environmental noise. Consequently, placing the microphone 30 cm from 
the rotor avoids overlapping sound signals from other sources (Glowacz et al., 2018). With 
the same consideration, several studies placed the microphone 50 cm from the machine 
body (Zhong et al., 2018). The importance of sound signal distance on accuracy results 
promotes this research regarding HM bearing and induction motor noise calculation at 
various measuring distances and loads. Load variations are tested as an approach to be 
operated on, with different loads according to the user requirements. HM was developed 
by processing sound signals using the FFT algorithm. Band-pass filtering was used to 
determine the frequency of failure as a diagnosis of bearing conditions. The result of the 
test was presented in the form of a percentage of detection accuracy. The best measurement 
distance was determined by considering the highest HM accuracy and noise that does not 
exceed the threshold that harms the environment. Statistical analysis was used to analyze 
the proposed hypothesis. This study greatly contributes to the development of HM bearings 
with non-invasive techniques through sound signals, followed by an analysis of the effect of 
variations in distance and load on the accuracy of HM bearings. The proposed method offers 
solutions that are considered by comparing similar studies. Statistical analysis provides 
the benefit of avoiding excessive noise by not neglecting the main importance of HM 
accuracy. Therefore, the proposed method is an effective, simple, inexpensive alternative 
to HM and minimizes noise exposure for industrial workers, especially machine operators.

MATERIALS AND METHODS

The developed HM bearing considers noise, non-engine noise variables, and load variations. 
The conceptual framework of the study is shown in Figure 1. The induction motor tested 
has specifications of 1.5 kW, 380 V, 3.68 A, 3 phases, and 4 poles. The treatment to 
determine the effect of non-machine sound is carried out by recording and diagnosing 
bearing conditions from sound signals with distances of 0cm (S1), 50cm (S2), 100cm 

Figure 1. Study conceptual framework
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(S3), 150cm (S4), 200cm (S5), and 250cm (S6). In addition, the effect of the load value 
variable is tested on the HM system with a value of 0 Newton (L1), 10 Newton (L2), 20 
Newton (L3), 30 Newton (L4), 40 Newton (L5), and 50 Newton (L6). The noise in all 
tests is observed as information and warning of the sound level generated by the motor to 
avoid negative environmental impacts early. The hypotheses obtained include whether the 
non-machine noise and the load variation variable affect the accuracy of bearing health 
monitoring. From this, it is known that the performance of the induction motor health 
monitoring system is free from the influence of non-engine noise. The flowchart of this 
study is depicted in Figure 2.

Figure 2. Flowchart of the study

Figure 3 shows the configuration of the HM being tested. The sound amplitude value 
in the frequency domain is used for the FD bearing. The time sound signal obtained from 
the microphone is transformed into the frequency domain. The sound signal transformation 
algorithm applied is Fast Fourier Transform (FFT). It is an algorithm derived from the 
Discrete Fourier Transform (DFT) calculation. Mathematically, the FFT of a discrete signal 
is Xn using N points (Karyatanti et al., 2019) (Equation 1). 
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𝑋𝑋𝑛𝑛 = �𝑥𝑥𝑛𝑛𝑒𝑒
−𝑖𝑖2𝜋𝜋𝑘𝑘𝑁𝑁𝑛𝑛

𝑁𝑁−1

𝑛𝑛=0

         k = 0,1,2,…,(N-1)  (1)

In one cycle, a signal is sampled several N and is grouped into 2, namely odd and even. 
Then, each group is divided into 2 continuously until 2 samples are left. Each group is 
subjected to DFT per 2 samples. In radix-2 FFT, the DFT process is conducted by dividing 
the sample N DFT by a number to the power of two, enabling many steps as p, which is 
determined by 2p = N.

Each sound source has its frequency, and to determine the specific sound produced 
by motor bearing, this study proposed using a band-pass filter. The frequency value is 
unique and used as the FD observation point. When the bearing is damaged, it causes the 
induction motor to produce different harmonic frequencies. It is because the flux density 
in the air gap becomes asymmetrical and affects the inductance in the stator. Signals 
carrying harmonic information describe defective or non-ideal conditions that occur in 
them (Nirwan & Ramani, 2022).

Figure 3. HM bearing configuration

Health monitoring Microphone 
SPL meter

Induction motor Load

Figure 4 shows the bearing section based on calculating frequency characteristics and 
tested bearing conditions. Where ω = angular velocity, N= number of ball bearings, d = 
diameter of ball bearings, Dp = diameter of pitch, and ϴ= contact angle. A spike in amplitude 
occurs when the bearing rotates, and a ball defect occurs (Ewert et al., 2020). The frequency 
of the ball bearing is formulated as Ball Spin Frequency (BSF) as in Equation 2:



2110 Pertanika J. Sci. & Technol. 31 (4): 2105 - 2121 (2023)

Iradiratu Diah Prahmana Karyatanti, Nuddin Harahab, Ratno Bagus Edy Wibowo, Agus Budiarto and Ardik Wijayanto

    (2)

The fBSF harmonic frequency is obtained from Equation 3. Where fp is the harmonic 
frequency, fv s is the frequency of the bearing component of Equation 2, and k is the 
constant k=1,2,3,...

𝑓𝑓𝑝𝑝 = |𝑘𝑘.𝑓𝑓𝑣𝑣|       (3)

Statistical testing for the effect of distance and load variation on HM accuracy using 
a Completely Randomized Design (CRD) approach. The CRD Equation 4 is as below: 

𝑌𝑌𝑖𝑖𝑖𝑖 = 𝜋𝜋 + 𝜏𝜏𝑖𝑖 + 𝜀𝜀𝑖𝑖𝑖𝑖        (4)

with 
Yij = observations on treatment i and repetition j, π = general average, τi = effect of 
treatment i, εij = random effect on treatment i, repetition j, i = 1,2, … , t and j = 1,2, …, r

Figure 4. Bearing (a) front view; and (b) healthy and damage bearing

(a) (b)

RESULTS AND DISCUSSION

The sound characteristics tend to change when the motor is loaded. The value of the load 
greatly affects the rotational speed of the motor and gives the effect of changing the sound. 
Tests were conducted when the motor was not loaded and was measured in comparison 
with the initial conditions of the motor. The noise measurements in the healthy and the 
damaged motor at various distances and loads are shown in Table 1. The data retrieval was 
conducted for 30 seconds by recording. Table 1 shows that the farther the distance from the 
sound source, the lower the noise level. Various noise levels were produced both in healthy 
and damaged conditions. When the motor operates under damaged and loaded bearing 
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conditions, there is an increase in noise. 
The noise threshold value in the industrial 
environment is 85 dB(A) (Aminian et al., 
2021). Motors as industrial propulsion tools 
operate mostly under high load conditions. 
Hence, the noise level does not get worse, 
and because of this, monitoring is needed. 
From this test, noise measurement is not 
recommendable as a parameter to determine 
motor conditions. Although the damage 
caused increased noise, the location of the 
faulty part is usually unknown. Therefore, 
the HM system is needed as a bearing 
monitoring system.

Effect of Non-Machine Noise on HM 
Bearing Accuracy 

Table 1 
Average motor operating noise under conditions of 
healthy and damaged bearings 

Treatment Noise healthy 
bearing db(A)

Noise Damaged 
bearing db(A)

S1 87.92 88.42
S2 80.97 85.24
S3 76.31 83.59
S4 72.31 82.03
S5 70.24 80.36
S6 72.50 79.85
L1 82.91 85.24
L2 87.81 89.03
L3 86.96 87.09
L4 85.86 89.00
L5 86.27 86.96
L6 85.96 89.50

The sound signal from the microphone is processed by FFT, band-pass filtering and the 
motor bearing condition is analyzed. By applying Equations 3 and 4, the amplitude of each 
frequency is observed to determine the bearing condition. It is declared defective when the 
test amplitude exceeds the healthy value. The HM results are accurate when each harmonic 
frequency states many damaged conditions because the bearing test reconstructed the 
defective condition. Figure 5 shows the HM results of the sound signal in the frequency 
domain by testing different sound measurement distances. The blue sound graph is the 
signal for the healthy motor condition, and the red color is the test signal.  

Figure 5. Sound signal in the frequency domain in bearing damage test with various measurement 
distances: (a) Treatment S1

(a)
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Figure 5 (continue).  Sound signal in the frequency domain in bearing damage test with various measurement 
distances:(a) Treatment S1; (b) Treatment S2; (c) Treatment S3; and (d) Treatment S4

(b)

(c)

(d)
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(e)

(f)

Figure 5 (continue). Sound signal in the frequency domain in bearing damage test with various measurement 
distances:(e) Treatment S5; and (f) Treatment S6

Each condition is tested four times; the results represent the actual situation. Figure 5 
shows the sound signal from the first test data (r1). At the measurement distance of 0 cm, 
the first data found that all harmonic frequencies had a lower amplitude than the reference. 
Therefore, they did not detect damage. This result is a detection error because the bearing 
is damaged. When presented, the detection accuracy in testing data 1 is 0%.

At the measurement distance of 50 cm, it was found that in the r1 data, five harmonic 
frequencies did not detect the bearing damage. Hence the HM accuracy is 72.22%. The test 
is conducted on all conditions of the measurement distance variation with four repetitions. 
Table 2 shows the tabulation of the influence of non-machine noise on the accuracy of 
HM bearings.

The validity of the data for CRD analysis is tested for homogeneity and is carried 
out with Levene’s test. The significance value (p) > 0.05 is said to be homogeneous, 
while if (p) < 0.05, hence the data is not homogeneous. HM data with the measurement 
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distance variations get a calculated value of 0.831. When the value is greater than 0.05, 
homogeneity is achieved. Parametric statistical analysis requires data with a normal 
distribution; therefore, carrying out the Anderson-Darling normality test is necessary. The 
results showed that the P-value is 0.196, which means it is greater than the value of 0.05. 
Hence, it is stated that the HM data is normally distributed.

Hypothesis testing using CRD with the calculation of the analysis of variance is 
shown in Table 3. From the ANOVA, the effect of distance measurement as a treatment of 
non-machine noise factor on the accuracy of HM gets an F-count value greater than the 
F-table. Hence the hypothesis (H1) is accepted. It means that there is an effect of distance 
measurement, as a non-machine sound factor, on the accuracy of HM. When analyzed 
through the coefficient of determination (R Square), the influence of non-machine sound on 
the accuracy of HM contributes 98.87%. At the same time, other factors cause the remaining 
1.13%. The R square value of 0.75, 0.50, and 0.25 belongs to the strong, moderate, and 
weak categories, respectively (Gouda et al., 2020). The results found that non-machine 
sound is a strong category. 

Table 3 
Analysis of variance on the effect of non-machine sound on the accuracy of HM

Source of Diversity Free Degrees Sum of squares Middle square F-count F-table
Treatment 5 17513.7 3502.74 314.56 2.77

Galat 18 200.4 11.14
Total 23 17714.1

Further analyses use the Tukey test or Honest Significance Difference (HSD) to discover 
the best measurement distance. Tukey’s test is used to compare all treatment pairs after the 
analysis of variance was performed. The principle is to compare the difference between each 
average with a critical value (w). When the absolute value of the average difference being 
compared is more than or equal to the critical value, it is stated that the two averages are 
significantly different (Priyastama, 2020). The follow-up tests showed that HM produces 

Table 2
Data tabulation of the effect of non-machine noise on the accuracy of HM bearing

Non-machine 
sound

Repetition (r)
Average

1 2 3 4
S1 0 5.55 0 0 1.3875
S2 72.22 66.66 61.11 66.66 66.6625
S3 83.33 83.33 88.88 88.88 86.105
S4 66.66 61.11 61.11 61.11 62.4975
S5 72.22 72.22 77.77 77.77 74.995
S6 55.55 55.55 61.11 61.11 85.33
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the best accuracy with a measuring distance of 100 cm and the largest average of 86.10. 
The noise experienced by industrial machine maintenance operators when sound data is 
taken at 100 cm from the machine body is contaminated with the noise of 83.59dB(A). 
This value is still below the specified noise permit (85 db(A)). 

Effect of Motor Load Variation on HM Bearing A ccuracy

The operation of electric motors in the industry is always under load conditions. The load 
varies depending on the desired production capacity and is used as the basis for all tests 
on electrical machine systems. Figure 6 shows a sound signal in the frequency domain 
transformed by the FFT algorithm in testing the condition of the motor under load. The 
bearing conditions are known by comparing the amplitude values for each harmonic 

Figure 6. Frequency domain sound signal under: (a) Treatment L1 with 0N load; and (b) Treatment L2 
with 10N load

(a)

(b)
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Figure 6 (continue). Frequency domain sound signal under: (c) Treatment L3 with 20N load; (d) Treatment 
L4 with 30N load; and (e) Treatment L5 with 40N load

(c)

(d)

(e)
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frequency. Each sound signal is observed up to the 18th harmonic frequency with the 
sound signal for 30 seconds. Table 4 shows the results of HM accuracy by conducting four 
tests repeatedly until it is observed that all HM results get a high percentage of accuracy.

The CRD variance analysis showed that the F-count (0.06) was smaller than the 
F-table (2.77). Hence, the H1 hypothesis is rejected. It means that loading does not affect 
the accuracy of HM. The analysis of R Square showed a value of 14.29%. Hence, the 
independent variable (load variation) is categorized as weakly affecting the accuracy 
of HM. Therefore, HM bearings are performed on the motor operating without or with 
different load values. 

Table 4 
Tabulation of the effect of load variations on the accuracy of HM

Load Variation
Repetition (r)

Average
1 2 3 4

L1 83.33 83.33 88.88 88.88 86.105
L2 72.22 88.88 88.88 77.77 81.9375
L3 77.77 83.33 83.33 77.77 80.55
L4 77.77 83.33 88.88 77.77 80.55
L5 83.33 83.33 88.88 77.77 82.3275
L6 88.88 83.33 88.88 77.77 84.715

General average 82.86417

Some previous research was discussed to develop the HM system further. Table 5 
presents the differences between the previous research and the proposed development. It 
shows the differences in data input, signal processing techniques, noise measurement, the 
effect of non-machine variables on HM accuracy, and load variations. One of the health 

Figure 6 (continue). Frequency domain sound signal under: (f) Treatment L6 with 50N load

(f)
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monitoring systems that must be developed is to examine the effect of environmental noise 
on the accuracy of HM (AlShorman et al., 2020). The proposed method contributes to the 
development of bearings by considering noise, measuring distance, and load variations. 
Using non-invasive techniques, FFT signal processing, and band-pass filtering, the bearing 
approach provides promising diagnostic results. It is necessary to consider the backfill 
distance when performing motor monitoring actions to obtain low noise and good HM 
accuracy.

Table 5 
Similar HM research

Works HM Data Signal processing 
technique

Noise 
Monitoring

Non-machine 
Sound Effect

Motor load 
variation

Elasha et al. 
(2017)

Vibration FFT No No discussion on 
measuring distance 

Yes

Daraz et al. 
(2018)

Sound signal, 
vibration

FFT No No discussion on 
measuring distance

No

Nirwan and 
Ramani 
(2022)

Sound signal, 
vibration

FFT No No discussion on 
measuring distance

Yes

Lucena-Junior 
et al. (2020)

Sound signal signal analysis based 
on chaos using a 
density of maxima 
(SAC-DM)

No No discussion on 
measuring distance

Yes

Glowacs et al. 
(2018)

Sound signal MSAF-20-
MULTIEXPANDED

No Fixed measuring 
distance of 30 cm

Yes

Zhong et al. 
(2018)

Sound signal Ensemble empirical 
mode decomposition

No Fixed measuring 
distance of 50 cm

No

AlShorman et 
al. (2020)

Review Artificial Intelligence 
Methods

provide future 
challenges and 
trends for the 
next researcher to 
discuss the effect of 
environmental noise

AlShorman et 
al. (2021)

Sound signal Review all technique Review,  challenges 
and future trends are 
also discussed

Proposed 
method

Sound signal FFT Yes Best measurement 
distance analysis on 
HM accuracy and 
noise

Yes

CONCLUSION

With non-invasive techniques through motor sound and signal processing using the FFT 
algorithm, the HM system produces an average accuracy of 83.09%. Therefore, this 
technique is recommendable as an alternative to HM in preventing negative environmental 
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impact. When the results of the HM state that the bearing is in a damaged condition, 
maintenance actions should be conducted to prevent damage to other motor parts. The 
operation of faulty motor parts increases the noise level. According to the analysis data, 
the noise of the damaged bearing conditions is above the threshold intensity of 85dB(A). 
Hence, it needs to be maintained for the safety of industrial workers. Sound data retrieval 
for HM is influenced by non-engine noise and variations in motor loading. The sound of 
the engine easily overlaps with that of the non-machine or the vibration from the engine 
body. The CRD statistical analysis showed that hypothesis (H1) was accepted. It means 
that the measurement distance, an independent variable of non-machine sound, affects the 
accuracy of the HM. The Tukey test indicated that the best HM accuracy was obtained at 
100 cm with the noise level not exceeding the intensity value of 83.59 dB(A). The effect 
of loading on the motor does not affect the accuracy of the HM. Hence the condition of 
the motor part is diagnosed with or without load. Therefore, as negative environmental 
prevention, HM is conducted at any time and periodically when the motor operates with 
or without load.

The proposed HM provides the advantages of a simple and inexpensive technique. 
Hence it is recommendable as an alternative for monitoring the condition of other motor 
parts, for example, the rotor bar, stator, and shaft balance. Further research needs to be 
conducted on the severity of bearing damage. The reliability of the HM does not need to 
be doubted when tested with minor damage. The signal processing technique could be 
developed using deep learning methods and signal to filter for noise reduction, affecting 
HM accuracy. The weakness of the proposed method is that changes strongly influence 
the determination of the bearing frequency in motor speed. Therefore, speed measurement 
accuracy is needed to prevent errors in conducting FD bearings.  
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ABSTRACT
Researchers have worked on positive leader propagation models and proposed different 
theoretical and numerical approaches. The charge simulation method (CSM) has traditionally 
been chosen to model the quasi-static electric field of each stage of leader propagation. The 
biggest drawback of the CSM is that the calculation is complicated and time-consuming 
when dealing with asymmetric electric field structures. On the contrary, the finite element 
method (FEM) is more suitable and reliable for solving electrostatic field problems with 
asymmetric and complex boundary conditions, avoiding the difficulties of virtual charge 
configuration and electric field calculation under complex boundary conditions. This paper 
modeled a self-consistent streamer-leader propagation model in an inverted rod-plane 
air gap based on FEM and the voltage distortion method (VDM). The voltage distortion 
coefficient was analyzed to calculate the streamer length and space charge. The physical 
dynamic process of the discharge was simulated with the help of COMSOL Multiphysics 
and MATLAB co-simulation technology. The results show that the initial voltage of 
the first corona is -1036 kV, close to the experiment value of -1052 kV. The breakdown 
voltage of -1369 kV is highly consistent with the experimental value of -1365 kV. The 
largest streamer length is 2.72 m, slightly higher than the experimental value of 2.3 m. 

The leader velocity is 2.43×104 m/s, close 
to the experiment value of 2.2×104 m/s. 
This model has simple calculations and can 
be used in complex electrode configurations 
and arbitrary boundary conditions without 
simplifying the model structure, making the 
model more flexible.
Keywords: COMSOL, FEM, leader progression model, 
space charge, streamer, voltage distortion method 
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INTRODUCTION

Long-gap discharge experiments under various electrode structures carried out by Les 
Renardières Group (1972, 1974) have made people systematically recognize the phenomenon 
and characteristics of the leader discharge. Based on the understanding of the physics of 
leader inception and development, the leader propagation method (LPM) was introduced to 
simulate the process of leader discharge in the 1970s. In engineering applications, such as 
lightning protection design, LPM is recommended as a more physically reasonable method 
to evaluate the lightning protection performance of grounded structures under the influence 
of lightning downward leader (Cigre, 2021). Theoretical approaches and numerical models 
of positive leader discharge based on LPM have been developed in the past few decades.

Rizk (1989) developed a mathematical model for stable leader inception and breakdown 
of rod-plane gaps under positive switching impulse voltage based on the basic theory of the 
electrostatic field. This model was successfully extended to conductor-plane gaps and could 
predict the 50% breakdown voltage for a wide range of air spacing. However, this model 
cannot simulate the dynamic process of leader development.

Bondiou and Gallimberti (1994) proposed a self-consistent leader inception and 
propagation model (SLIM) based on the mass, momentum, and energy conservation 
equations. In this model, the output of each discharge stage is used as the next stage’s input, 
and the input parameters are only the electrode geometry and the applied voltage waveform. 
However, the model involves many physical parameters, making the calculation process 
complex.

Based on the Bondiou & Gallimberti model, Goelian et al. (1997) introduced a numerical 
model to calculate the space charge and the streamer length using the voltage distortion 
method (VDM). However, the function used to calculate the streamer space charge is related 
to the electrode structure and to the streamers’ length, number, and radius. So, the calculation 
process is much more complicated. At the same time, the model only considers the case 
where the electrode voltage is constant, while the electrode voltage is a constantly changing 
voltage in most actual situations. 

Becerra and Cooray (2006a) proposed a simplified self-consistent upward leader model-
based VDM. In this model, the calculation of streamer space charge is simplified by using the 
electrode geometry coefficient KQ multiplied by the area difference between the background 
voltage U1 and the streamer voltage U2. However, the model chooses the geometric coefficient 
KQ as a constant value and does not further analyze the factors affecting KQ. In addition, to 
simplify the calculation, the model replaces the distribution of the background voltage U1 with 
a straight-line segment, exaggerating the areas enclosed by U1 and U2 so that the calculated 
space charge of the streamer may be larger than the actual value. Simplified VDM proposed 
by Becerra and Cooray (2006a) is widely used in leader discharge simulation, such as the 
research done by Mohammadi et al. (2019) and Gu et al. (2020).
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The models mentioned above use the charge-simulated method (CSM) to calculate 
the electric field distribution generated by the applied voltage and streamer space charge. 
The disadvantage of the CSM is that the calculation process will become so sophisticated 
when encountering asymmetric and complex electric field structures that the computation 
time and computational memory requirements become large. Because of this, it is 
often necessary to simplify the complex electric field structure into a simple structure, 
leading to a large error between the calculated and actual results. For the problem of the 
electrostatic field, the finite element method (FEM) is a more effective and reliable method 
for the electrostatic boundary value problems. Especially when dealing with asymmetric 
electrode structures and complex boundary conditions in practical engineering, FEM 
can take advantage of its faster calculation speed and higher calculation accuracy. The 
research done by Talaat et al. (2019), Becerra (2013), Zhou et al. (2018), and Diaz et 
al. (2018) has proved that.

Today’s advancement of FEM commercial software, such as COMSOL, has multiphysics 
coupling functions and powerful computing capabilities and has been widely used in 
engineering applications and scientific research. For example, Gao et al. (2020), Hnatiuc 
et al. (2019), Brezmes and Breitkopf (2014), and Arevalo et al. (2012) used COMSOL 
Multiphysics to simulate the discharge process in air. Rodrigues et al. (2019), Yang et al. 
(2017), Chen et al. (2016), and Xu and Chen (2013) used COMSOL Multiphysics to research 
the characteristics of lightning strike protection in engineering.

The main goal of this paper is to develop a positive self-consistent leader Inception 
and propagation model of an inverted rod plane under the switching impulse voltage based 
on the latest physical knowledge obtained in DC discharge experiments. The calculation 
adopts the FEM and the VDM to calculate the streamer length and steamer space charge 
at every step of the discharge process. Based on the previous calculation, the velocity 
and the length of the leader, the length of the final jump, and the breakdown voltage can 
be calculated. The model can complete the self-iterative calculation through COMSOL 
and MATLAB co-simulation technology. The validity of this model can be verified by 
comparing it with experimental results in the literature. Ultimately, this numeric model will 
be extended to simulate the development process of the positive upward leader generated 
from EHV TLs under the impact of the lightning downward leader so that the lightning 
shielding performance of EHV TLs can be evaluated.

INPUT PARAMETERS AND METHODOLOGY

Design Parameters for Simulation Model

In order to verify the validity of the simulation, the size of the simulation model is the 
same as the actual experimental model (He et al., 2012). The electrode system of the model 
is an inverted rod-plane structure (Figure 1). The plane electrode is suspended in the air 
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at 5 m above the ground and is connected to 
the generator of switching impulse voltage. 
The rod electrode covered with a spherical 
head is placed on the grounded and directly 
grounded. A negative standard switching 
impulse voltage with an amplitude of 1500 
kV is applied to the plane electrode. The 
geometric parameters and applied voltage 
of the experimental setup are shown in 
Table 1. Figure 1. The inverted rod-plane electrode structure 

of the experiment

Applied voltage Vapp

z (m)

r (m)

H

h
ra

D

Table 1
Geometric parameters and applied voltage of the simulation model

Parameter item Parameter value Unit
The height of the rod h 2 m
The radius of the rod ra 15 cm
The length of the air gap H 3 m
The side length of plane D 6 m
The amplitude of the applied voltage Vapp 1500 kV
The wavefront/tail time of Vapp Tf/Tt 250/2500 μs

Simulation Modeling

A 2D symmetrical model is built in COMSOL Multiphysics (Figure 2). The boundary 
conditions are constrained: 1 is a high voltage boundary, 2 and 3 are zero potential, and 4 
is an infinite element domain. The infinite element domain replaces the infinitely extending 
space around the electrode system. The electric field does not change abruptly on the inner 
boundary of the infinite element domain, while on the outer boundary of the infinite domain, 
the electric potential is zero. The model is symmetric, so only half of the computational 
domain is shown in Figure 2.

Figure 2. 2D axisymmetric simulation model
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Meshing is the key to FEM calculation. 
The index for judging the quality of meshing 
is the element quality. COMSOL provides 
seven element quality measurement 
tools: skewness, maximum angle, volume 
versus circumradius, volume versus 
length, condition number, growth rate, and 
bending skewness. Skewness is suitable 
for most mesh types and is adopted as the 
measurement tool of mesh quality for this 
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model. Skewness refers to the degree of closeness between the mesh element and the equal-
angle ideal element. The calculation method is shown in Equation 1, where θe is the vertex 
angle of the ideal element, and θ is the vertex angle of the divided mesh element, as shown 
in Figure 3. Green represents the high-quality meshes, and red represents the low-quality 
meshes. The mesh element quality measure is between 0 and 1, with 1 being extremely 
high quality and 0 being extremely poor quality. The criteria for the mesh element quality 
are shown in Table 2.

𝑆𝑆𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1 − max�
𝜃𝜃 − 𝜃𝜃𝑘𝑘

180− 𝜃𝜃𝑘𝑘
  ,
𝜃𝜃𝑘𝑘 − 𝜃𝜃
𝜃𝜃𝑘𝑘

�                                                                               [1]

Figure 3. Schematic diagram of 
mesh skewness measurement

Table 2
The criteria for the mesh element quality

Skewness Mesh element quality
< 0.02 Extremely poor

0.02 ≤ Skewness < 0.2 Poor
0.2 ≤ Skewness < 0.35 Basic
0.35 ≤ Skewness < 0.75 Medium

0.75 ≤ Skewness < 1 High
1 Extremely high

Figure 4. Mesh element quality in rod head region in a 2D axisymmetric 
model

The rod head

Local amplification

Adaptive meshing is used in this model. 
Except for the infinite element domain, 
which uses a regular quadrilateral mesh, the 
rest of the domains are all triangular meshes. 
The mesh quality of the rod electrode head, 
which is of most concern, is shown in Figure 
4. The curvature of the rod electrode head 
is large, so the quality of the mesh element 
is relatively poor, as shown in the yellow 
part in Figure 4.

After applying a locally refined mesh to the rod electrode head region, the number of 
low-quality elements is reduced (Figure 5). From the mesh statistics, after local refinement, 
the minimum and average element quality are improved (Table 3). The average element 
quality of this model is above 0.9, indicating that the mesh quality is high.
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The Streamer-Leader Propagation Model 

Many experimental studies have shown that the positive leader discharge process consists 
of five stages: initial streamer formation, streamer-leader transition, streamer-leader system 
development, final jump, and gap breakdown. If the radius of the positive electrode is larger 
than the critical radius, a stable streamer-leader discharge system can be generated after the 
initial corona (Les Renardières Group, 1972, 1974). This model does not cover the case 
where the radius of the positive electrode is smaller than the critical radius.

The theory of positive streamer discharge holds that the applied external electric 
field supplies the energy to generate the primary electron avalanche on the surface of 
the positive electrode (Nijdam et al., 2020). When the number of positive charges of the 
primary avalanche is greater than the critical value of 108 (Naidu & Kamaraju, 2013), the 
electric field generated by these charges is equivalent to the external applied electric field 
will induce secondary electron avalanches near the anode electrode. The secondary electron 
avalanches are attracted to the tail of the main avalanche, and the electrons are absorbed, 
leaving the newly generated positive charges in the tail of the main avalanche. This process 
continues to repeat, thus forming a streamer that develops from the anode to the cathode. 
It is generally considered that the critical field strength of the positive streamer inception 
is 2600 kV/m (Cooray, 2014; Gallimberti et al., 2002).

Table 3 
Meshing statistics of the 2D axisymmetric model

Mesh parameters Before refinement After refinement
Number of elements 6030 7117

Number of triangle elements 5365 6452
Number of quadrilateral elements 665 665

Minimal element quality 0.5503 0.5836
Average element quality 0.9102 0.9152

Figure 5. Comparison of mesh element quality before and after mesh refinement in the region of the rod 
head: (a) Before mesh refinement; and (b) After mesh refinement
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After the initial streamer is formed, multiple branched streamers in a dendritic shape 
are formed during its development. The free electrons generated by the branched streamers 
flow into the anode through the common streamer stem. As the streamers’ current increases, 
the streamers’ stem is heated. When the temperature exceeds 1500 K, thermal ionization 
greatly increases the electrical conductivity at the streamer stem, which turns the streamer 
stem into a high-temperature and high-conductivity leader channel ( El-Zein et al., 2018; 
Gallimberti et al., 2002). 

xS
1 xS

i xS
i+1

xL
1 xL

i

Rod Plane

Streamer zone

Leader channel
Coronal sheath

x

x

Figure 6. Schematic diagram of the streamer-
leader system development

The field strength in the leader channel 
is relatively low, generally considered 30–50 
kV/m (Becerra & Cooray, 2006a; Rizk, 
2009). When the leader channel extends 
forward, most of the voltage of the anode is 
transmitted to the leader’s head through the 
leader channel, which is equivalent to the 
forward extension of the anode. When the 
field strength of the leader’s head reaches 
the critical intensity of air discharge, a 
new streamer is generated. This process is 
repeated to form a streamer-leader discharge 
development system (Figure 6). As the leader 
travels from the previous streamer zone, the 
streamer space charges form a corona sheath 
around the leader channel. Whether the leader 
can continue to develop depends on whether 
the streamer discharge at the leader’s head 
can continuously provide energy to maintain 
the thermal ionization of the leader channel.

When the streamer at the head of the 
leader reaches the cathode, the final jump 
occurs. As a result, the leader channel quickly 
bridges the remaining gap, and a strong 
short-circuit current flows through the leader 
channel to break down the entire gap.

The Calculation of the Initial Streamer Length and Streamer Space Charge 

The potential distribution generated by the applied voltage in the rod-plate gap is an 
exponential distribution curve, referred to as the potential background V1 for short. During 
the streamer development, the streamer space charge will cause electric field distortion 
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in the gap between the electrodes. It is 
generally considered that the electric field 
inside the streamer zone is constant, and the 
value is about 450 kV/m–500 kV/m (Ding 
et al., 2016; Rizk, 2020; Petrov & Waters, 
2021). Therefore, the voltage distribution in 
the streamer region is a linear curve, referred 
to as the streamer potential V2 for short. 
The difference between these two voltage 
curves can calculate the degree of voltage 
distortion. In this way, the voltage distortion 
method (VDM) can be used to calculate the 
streamer length and space charge (Figure 7).

The horizontal axis x in Figure 7 is the 
gap length, and the vertical axis V is the 
potential in the gap. The abscissa length 

Figure 7. Calculation of streamer length and streamer 
space charge by VDM
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xs corresponding to the intersection of V1 and V2 is the length of the initial streamer. The 
streamer space charge can be calculated by multiplying the area A enclosed by the two 
curves by the voltage distortion coefficient KQ (Equation 2).

𝑄𝑄 = 𝐾𝐾𝑄𝑄𝐴𝐴 = 𝐾𝐾𝑄𝑄 � (𝑉𝑉2 − 𝑉𝑉1)𝑑𝑑𝑑𝑑
𝑑𝑑𝑘𝑘

0
                                                                                                     [2]

The Calculation of the Subsequent Streamer-Leader System

For this simulation model, the rod electrode radius is 15 cm, greater than the critical radius 
of 12.5 cm (He et al., 2012). Therefore, a stable development leader can be formed once 
the initial streamer is generated, which is also confirmed by the experiments (He et al., 
2012). The discharge develops in a stepwise fashion. As mentioned earlier, continuous 
leader development depends on the charge provided by the streamer discharge at the head 
of the leader. The step length of the leader can be calculated by Equation 3 (Becerra & 
Cooray, 2006b), where Qi is the space charge generated at ith step discharge in μC, τ is the 
charge density of the leader channel in μC/m.

𝑙𝑙𝐿𝐿
𝑖𝑖 =

𝑄𝑄𝑖𝑖
𝜏𝜏

              [3]

Regarding the charge density of the positive leader channel, Gallimberti et al. (2002) 
considered it to be 20–50 μC/m. Petrov and Waters (2021) considered it to be 20 μC/m. 
Rizk (1989) and Becerra and Cooray (2006b) considered it 45–50 μC/m. Experiments by 
Wang et al. (2016) also indicated that the positive leader channel’s charge density is 40–50 
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μC/m. Li et al. (2013) experiments confirmed the charge densities in the 30–50 μC/m. 
The experiments of Zeng et al. (2013) showed that the charge density is 30–70 μC/m. 
By artificially triggered lightning experiments, Lalande et al. (2002) observed a positive 
leader charge density of 65 μC/m. In this paper, the charge density of the positive leader 
channel is 25 μC/m.

The diameter of the leader channel is generally considered to be several millimeters, 
and this model takes 2 mm. The leader channel’s voltage drop is calculated using Equation 
4, where EL is the average field strength of the leader channel in kV/m, and lL

i is the step 
length of the leader development to the ith step. The leader channel EL’s average field 
strength is 50 kV/m.

𝑉𝑉𝐿𝐿𝑖𝑖 = 𝐸𝐸𝐿𝐿𝑙𝑙L
𝑖𝑖            [4]

Figure 8. The streamer-leader system propagation 
and the potential gap distribution at step i
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The velocity of the positive streamer development is on the order of 105 m/s. The 
experiments of Ding et al. (2016) and He et al. (2012) show that the average development 
speed of the positive streamer is 1×105 m/s. 
Cooray (2014) considered it to be 2×105 m/s. 
However, Nijdam et al. (2020) considered the 
velocity of the streamer to be on the order 
of 105–106 m/s. In this paper, the positive 
streamer’s average velocity is assumed to 
be 1×105 m/s. 

The potential distribution in the gap 
during the streamer-leader propagation is 
shown in Figure 8. VL

i-1 is the voltage drop 
of the leader channel at step i-1. V2

i-1 is the 
streamer voltage at step i-1. Once a new 
streamer is generated at the head of the leader 
channel, the streamer voltage decreases to 
V2

i due to the voltage clamping of the leader 
channel. The shaded area in Figure 8 is the 
area of voltage distortion caused by the 
newly generated streamer space charge. The 
newly generated streamer space charge can 
be calculated by multiplying this part of the 
area by the voltage distortion coefficient KQ. 
The abscissa intersection xS

i of the two curves 
V1

i and V2
i is the position of the new streamer 

head, and the length of the new streamer can 
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be obtained by subtracting the length of the leader channel VL
i-1 from xS

i. Vapp
i-1 and Vapp

i are 
the applied voltage on the plane at step i-1 and step I, respectively.

The streamer space charge at step i can be calculated by using Equation 5. xL
i-1 represents 

the leader channel length at step i-1. xS
i-1 and xS

i represent the position of the streamer head 
at steps i-1 and i, respectively.

𝑄𝑄𝑖𝑖 = 𝐾𝐾𝑄𝑄 � �𝑉𝑉2
𝑖𝑖 − 𝑉𝑉2

𝑖𝑖−1�
𝑑𝑑𝑆𝑆𝑖𝑖−1

𝑑𝑑𝐿𝐿𝑖𝑖−1
d𝑑𝑑 + 𝐾𝐾𝑄𝑄 � �𝑉𝑉2

𝑖𝑖 − 𝑉𝑉1
𝑖𝑖�

𝑑𝑑𝑆𝑆 𝑖𝑖

𝑑𝑑𝑆𝑆 𝑖𝑖−1
d𝑑𝑑                                                   [5]

This model only needs to input the electrode parameters and apply voltage waveform 
to simulate the dynamic process of streamer-leader propagation. Using the co-simulation 
technology of COMSOL Multiphysics and MATLAB, the streamer-leader size and applied 
voltage amplitude of each step of the discharge process can be calculated in MATLAB 
according to the voltage distribution of V1 and V2 output by the COMSOL model. The 
output of the previous step of the simulation is used as the input of the next step, and the 
model can realize self-iterative calculation. The simulation flowchart is shown in Figure 9.

RESULTS 

The Critical Inception Voltage of the Streamer

Before the initial streamer is generated, there is no free-charge distribution in the plane-rod 
gap. The voltage distribution in the air gap is a Laplace function (Equation 6), where V is 
a scalar potential distribution function.

−∇2𝑉𝑉(𝑑𝑑,𝑦𝑦, 𝑧𝑧) = 0                                                                                                                           
𝑉𝑉(𝑑𝑑,𝑦𝑦, 𝑧𝑧) = 𝑉𝑉0                                                                                                                                [7] 

𝑉𝑉(𝑑𝑑,𝑦𝑦, 𝑧𝑧) = 0                                                                                                                                  [8] 

𝐸𝐸�⃑ (𝑑𝑑,𝑦𝑦, 𝑧𝑧) = −𝛻𝛻𝑉𝑉(𝑑𝑑,𝑦𝑦, 𝑧𝑧)                                                                                                               [9] 

      [6]

At the boundary, the potential is constant. For the high-voltage electrode, the potential is 
the applied voltage (Equation 7), and for the ground electrode, the potential is 0 (Equation 8).
−∇2𝑉𝑉(𝑑𝑑,𝑦𝑦, 𝑧𝑧) = 0                                                                                                                           

𝑉𝑉(𝑑𝑑,𝑦𝑦, 𝑧𝑧) = 𝑉𝑉0                                                                                                                                [7] 

𝑉𝑉(𝑑𝑑,𝑦𝑦, 𝑧𝑧) = 0                                                                                                                                  [8] 

𝐸𝐸�⃑ (𝑑𝑑,𝑦𝑦, 𝑧𝑧) = −𝛻𝛻𝑉𝑉(𝑑𝑑,𝑦𝑦, 𝑧𝑧)                                                                                                               [9] 

      [7]
−∇2𝑉𝑉(𝑑𝑑,𝑦𝑦, 𝑧𝑧) = 0                                                                                                                           

𝑉𝑉(𝑑𝑑,𝑦𝑦, 𝑧𝑧) = 𝑉𝑉0                                                                                                                                [7] 

𝑉𝑉(𝑑𝑑,𝑦𝑦, 𝑧𝑧) = 0                                                                                                                                  [8] 

𝐸𝐸�⃑ (𝑑𝑑,𝑦𝑦, 𝑧𝑧) = −𝛻𝛻𝑉𝑉(𝑑𝑑,𝑦𝑦, 𝑧𝑧)                                                                                                               [9] 

      [8]

Given the boundary potential, the problem of finding the spatial electric field 
distribution is the Dirichlet boundary problem. Due to the uniqueness of the electric field 
distribution, the unique function of the spatial potential distribution can be obtained by 
solving the Laplace Equation 6. The electric field strength vector is the negative value 
of the gradient of the scalar potential function; that is, the relationship of Equation 9 is 
satisfied. Based on these basic equations, the electric field distribution in the inverted rod-
plane gap is calculated. 
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Figure 9. The simulation flowchart of the streamer-leader propagation model
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−∇2𝑉𝑉(𝑑𝑑,𝑦𝑦, 𝑧𝑧) = 0                                                                                                                           
𝑉𝑉(𝑑𝑑,𝑦𝑦, 𝑧𝑧) = 𝑉𝑉0                                                                                                                                [7] 

𝑉𝑉(𝑑𝑑,𝑦𝑦, 𝑧𝑧) = 0                                                                                                                                  [8] 

𝐸𝐸�⃑ (𝑑𝑑,𝑦𝑦, 𝑧𝑧) = −𝛻𝛻𝑉𝑉(𝑑𝑑,𝑦𝑦, 𝑧𝑧)                                                                                                               [9]      [9]

The input voltage is a 250/2500 μs switching impulse voltage formed by a double 
exponential function with an amplitude of 1500 kV (Figure 10). With the gradual increase 
of the applied voltage, the electric field strength on the surface of the rod electrode increases 
gradually. When the electric field intensity reaches the critical electric discharge intensity 
of 2600 kV/m, the initial streamer is generated, and this moment is taken as the first step 
of the simulation process.

The simulation result shows that when the applied voltage of the plane electrode is 
increased to -1036 kV, the electric field strength on the surface of the rod electrode reaches 
the critical field strength of 2600 kV/m (Figure 11). The critical inception voltage of the 
streamer obtained by the simulation is close to the experimental value of -1052 kV, which 
proves that the calculation result of COMSOL Multiphysics is reliable.

Figure 10. Switching impulse voltage waveform input 
by the simulation model

Figure 11. Electric field distribution in the 2D 
axisymmetric rod-plane gap under critical streamer 
inception voltage

Rod

Plane

The Initial Streamer Length and Streamer Space Charge

The selection of the coefficient KQ is the key to calculating the streamer space charge. KQ 
is related to the electrode structure (Becerra & Cooray, 2006a) and the streamer size (He 
et al., 2012). Becerra and Cooray’s (2006a) model showed that the average value of KQ 
is 0.035 μC/kV·m for the rod-plane electrode structure with a symmetric structure. The 
study by (He et al., 2012) shows that the KQ value is in the range of (0.03-0.06) μC/kV·m. 
In this model, the back-calculation method is used, the space charge Q of the streamer is 
assumed in advance, and then the voltage distortion area A caused by the streamer space 
charge is calculated so that the distortion coefficient KQ can be calculated from Equation 
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2. The calculation results show that KQ 
is related to the gap and streamer lengths 
(Figure 12). With the increase of the gap 
distance, KQ gradually decreases and tends 
to be saturated.

KQ increases with the length of the 
streamer (Figure 12). Therefore, when 
using VDM to calculate the streamer 
space charge, different KQ values should 
be selected according to the length of the 
streamer instead of taking a fixed average 
value as suggested by Becerra and Cooray 
(2006a) and He et al. (2012). The applied 

Figure 12. The relationship between KQ and the gap 
distance and the length of the streamer under the 
negative plane-rod electrode structure

voltage and the gap length greatly affect the streamer length (Figure 13), where V1
i is the 

background potential generated by the electrode voltage, and V2
 i is the streamer potential. 

The streamer length increases with the applied voltage for a certain gap length, as shown 
in Figure 13(a). The streamer length increases as the gap is shortened for a certain applied 
voltage, as shown in Figure 13(b). For this simulation model, the applied voltage to the 
plane electrode continues to increase until breakdown occurs. The gap length gradually 
decreases as the leader develops forward. Both trends will make the streamer longer. 
When the applied voltage exceeds -1350 kV, the streamer length can reach more than 2 
m. Therefore, the value of KQ should be between (0.04-0.08) μC/kV·m.

When the applied voltage reaches the critical corona onset voltage of 1036kV, the 
calculated initial streamer length is 1.04 m (Figure 13). KQ should be taken as 0.05 μC/kV·m, 
from which the initial streamer space charge can be calculated to be 4.63 μC (Figure 12).

Figure 13. The effect of the: (a) applied voltage; and (b) gap length on the streamer length
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Subsequent Streamer Length and Streamer Space Charge

The average speed of positive streamer propagation is assumed to be 1×105 m/s, from 
which the duration of the initial streamer can be calculated to be 10.4 μs. When the initial 
streamer propagation is completed, the applied voltage rises to -1117 kV. From Equation 
3, the primary leader length can be calculated as 0.19 m. In the same way, as mentioned 
above, the secondary streamer length and streamer space charge can be calculated to be 
1.41 m and 5.82 μC, respectively.

The subsequent streamer length and steamer space charge can be obtained by repeating 
the same calculation process (Figure 14). The final jump occurs after the streamer-leader 
system has developed 4 steps. In the final step, the background potential V1

4 and the streamer 
potential V2

4 do not intersect, which means that the head of the streamer has reached the 
plane electrode. It is generally believed that the final jump occurs when the head of the 
streamer reaches the opposite electrode (Cooray, 2014; Rizk, 1989). Thus, the final jump 
length can be obtained by subtracting the leader length from the gap length. The simulation 
results show that the final jump length is 2.04 m (Figure 14). 

The macro parameters of each step of the leader discharge obtained by simulation are 
shown in Table 4. Before the final jump, the leader’s velocity increases slightly with the 
leader’s length. The average speed is about 2×104 m/s, close to the experiment result of 
2.2×104 m/s (He et al., 2012). Once the final jump occurs, the leader velocity increases 
rapidly (Figure 15), where the abscissa lL is the leader length, and the ordinate vL is the 
leader speed. The variation trend of the leader speed is consistent with the experimental 
observation (He et al., 2012). The leader velocity of the final jump stage obtained by 
simulation is about 9.9×104 m/s, which is lower than the experiment results of 13.9×104 
m/s but is highly close to the experiment result of 10×104 m/s observed by Les Renardières 
Group (1972, 1974).

Figure 14. Gap potential distribution during the 
leader progression
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Table 4
Simulation results of streamer-leader propagation system under the assumption of ES=500 kV/m, τ=25 μC/m

Step Vapp

(kV)
KQ

(μC/kV·m)
lS

(m)
Q 

(μC)
t

(μs)
lL

(m)
vL

(×104 m/s)
lR

(m) Final jump

1 -1036 0.05 1.04 4.63 68.7 0.00 0.00 3.00 N
2 -1117 0.054 1.41 5.82 79.1 0.19 1.79 2.81 N
3 -1207 0.072 2.01 13.43 93.2 0.42 1.65 2.58 N
4 -1304 0.072 2.04 37.16 113.3 0.96 2.67 2.04 Y
5 -1374 2.04 9.98 0 Breakdown

Vapp is the applied voltage on the plane electrode. KQ is the voltage distortion coefficient. lS is the streamer 
length. Q is the streamer space charge. t is the moment when the new streamer is generated. lL is the leader 
length. vL is the velocity of the leader propagation. lR is the residual length of the gap.

Table 5
The comparison between the simulation results and the experimental results under the assumption of ES=500 
kV/m, τ=25 μC/m

Parameters Simulation results Experimental results (He et al., 2012) Unit Error (%)
Vini -1036 -1052.00 kV -1.5 
lSM 2.04 2.30 m -11.3 
lF 2.04 2.30 m -11.3 
vL 2.04 2.20 ×104 m/s -7.3 
Td 44.6 29.7 μs 50.2 

V50% -1374 -1365.00 kV 0.7 

Vini is the critical inception voltage of the streamer. lSM is the maximum streamer length. vL is the average 
velocity of the leader propagation. Td is the duration of the streamer discharge process. lF is the length of the 
final jump. V50% is the 50% breakdown voltage.

The streamer length and streamer space charge increase in steps. Especially the streamer 
space charge increases sharply in the final stage.

The comparison between the simulation and the experimental results shows that 
the inception voltage of the initial streamer and the 50% breakdown voltage are in good 
agreement with the experiment results (Table 5). The maximum streamer length, the final 
jump length, and the leader velocity are slightly lower than the experimental results. 

However, the duration of the streamer discharge process obtained by the simulation 
is quite different from the experimental results. The reasons may come from initial 
assumptions’ influence, such as the charge density of leader channel τ, streamer voltage 
gradient ES, and streamer velocity vS. The effect of these parameters on the streamer 
discharge duration is shown in Figures 16 to 18, where the ordinate xs is the height of the 
streamer head, and the abscissa Td is the duration of streamer discharge. Reducing the 
charge density of the leader channel, reducing the streamer voltage gradient, or increasing 
the streamer velocity can reduce the discharge duration. 
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Figure 16. The effect of charge density τ on discharge 
duration under the assumption that ES=450 kV/m, 
vS=1×105 m/s

Figure 17. The effect of the voltage gradient of the 
streamer on discharge duration under the assumption 
that τ=25 μC/m, vS=1×105 m/s

Figure 18. The effect of streamer velocity on discharge 
duration under the assumption that ES=450 kV/m, 
τ=25 μC/m
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Based on the above analysis, two other 
simulations were carried out assuming 
that ES=450 kV/m, τ=25 μC/m. The 
simulation results are shown in Table 6. 
The comparison between the simulations 
and experiment is shown in Table 7. Among 
the three simulations, the assumption of 
ES=450 kV/m, τ=25 μC/m, and vS=1×105 
m/s yields the simulation results closest to 
the experimental values.

Table 6
Simulation results of streamer-leader propagation system under the assumption that ES=450 kV/m, τ=25 μC/m

Step Vapp

(kV)
KQ

(μC/kV·m)
lS

(m)
Q 

(μC)
t

(μs)
lL

(m)
vL

(×104 m/s)
lR

(m) Final jump

vS=1×105 m/s
1 -1036 0.055 1.31 6.96 68.7 0.00 0.00 3.00 N
2 -1136 0.08 2.33 15.90 81.8 0.28 2.13 2.72 N
3 -1268 0.10 2.72 56.70 105.0 0.91 2.73 2.09 Y
4 -1369 3.00 7.68 Breakdown

vS=1.5×105 m/s
1 -1036 0.055 1.31 6.96 68.7 0.00 0.00 3.00 N
2 -1105 0.08 2.20 14.59 77.4 0.28 1.90 2.72 N
3 -1201 0.10 2.72 55.32 92.1 0.86 3.22 2.14 Y
4 -1291 3.00 12.35 0.00 Breakdown
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DISCUSSION

The leader discharge develops in a stepwise fashion. The electric field after the streamer 
discharge is a quasi-static electric field at each stage. Therefore, FEM is a suitable and 
effective method to investigate the electric field distribution in the air gap at each stage 
of the leader development. The electric field in the streamer zone is constant so that the 
discharge parameters for each stage of leader propagation can be easily calculated using 
FEM-VDM. The above simulation process shows that FEM-VDM can simulate the dynamic 
process of positive leader discharge without complex physical calculations. However, the 
validity of the simulation model depends on a reasonable assumption of initial parameters, 
such as charge density τ of the leader channel, streamer voltage gradient ES, and streamer 
velocity vS. This model successfully predicted the leader onset and breakdown voltage with 
small errors (Table 6). The leader velocity, the largest streamer length, and the discharge 
duration are close to the experiment results. It shows that the value of 450 kV/m for the 
voltage gradient of the streamer is suitable, which is consistent with the recent studies by 
Tao et al. (2022), Zixin et al. (2020), and Ping et al. (2022). 

However, it should be pointed out that this model cannot accurately predict the macro 
parameters of leader discharge under any gap length or any electrode structure, such as 
breakdown voltage, leader velocity, and leader length, because the development speed of 
the streamer and the charge density of the leader channel are not the same for different 
electrode structures and different gaps (Gu et al., 2010, 2012; He et al., 2012). Different 
initial parameters should be matched according to different model structures when doing 

Table 7
The comparison between the simulation results and the experimental results under the assumption that ES=450 
kV/m, τ=25 μC/m

Parameters Simulation results Experimental results (He et al., 2012) Unit Error (%)
vS=1×105 m/s

Vini -1036 -1052.00 kV -1.5 
lSM 2.72 2.30 m 18.3 
lF 2.09 2.30 m -9.1 
vL 2.43 2.20 ×104 m/s 10.5 
Td 36.3 29.7 μs 22.2 

V50% -1369 -1365.00 kV 0.3 
vS=1.5×105 m/s

Vini -1036 -1052.00 kV -1.5 
lSM 2.72 2.30 m 18.3 
lF 2.14 2.30 m -7.0 
vL 2.56 2.20 ×104 m/s 16.4 
Td 23.4 29.7 μs 21.2 

V50% -1291 -1365.00 kV -5.4 
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simulation research. It is also a research direction in the leader discharge simulation 
research. The main contribution of this study is that it demonstrated that FEM-VDM could 
simulate the dynamic process of the leader discharge, which provides a new method for 
research in this field. Compared with the traditional CSM model, such as those proposed 
by Bondiou & Gallimberti (1994), Goelian et al. (1997), and Becerra and Cooray (2006a), 
FEM does not require the configuration of complex charge simulation systems and the 
writing of complex computer programs, thereby making the calculation process simple 
and efficient.

CONCLUSION

A simplified self-consistent numerical model used to simulate the dynamic process of positive 
leader discharge in an inverted rod-plane gap was modeled based on FEM and VDM. The 
voltage distortion coefficient KQ used to calculate the streamer length and space charge was 
analyzed. The physical dynamic process of the positive leader discharge was simulated with 
the help of COMSOL Multiphysics and MATLAB co-simulation technology. The simulation 
results are in good agreement with the experimental results. This model is based on FEM, 
which can deal with arbitrary electrode configurations and complex boundary conditions. 
In addition, the calculation process of the model is simple without complex multiphysics 
computing. The above advantages make the model capable of conducting leader discharge 
simulation under any complex electrode configuration and arbitrary boundary conditions 
without simplifying the model structure, which makes the model more flexible in engineering 
applications than traditional CSM models, such as those proposed by Bondiou and Gallimberti 
(1994), Goelian et al. (1997) and Becerra and Cooray (2006a).
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