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May 2019 

Chairman :   Professor Noor Akma Ibrahim, PhD 
Institute :   Mathematical Research  

In this thesis new inference procedures are proposed for estimating the 
parameters of the accelerated failure time (AFT) model in the presence of 
interval-censored data. In the literature, a variety of semiparametric inference 
procedures are suggested by previous research for estimating the parameters 
of AFT models with censored data, and rank-based methods are popular among 
all.  

The main difficulty with the existing rank-based methods is that they involve 
nonparametric estimation of the probability distribution of the model’s error 
terms. Another problem is estimating the covariance matrix of the parameter 
estimators, since the existing methods involve derivative of the hazard function 
of the model’s error terms.  

Considering the stated problems, the major objectives of this thesis include 
developing new rank-based estimating procedures for AFT models with interval-
censored data based on the actual rank and the expected rank estimating 
functions, for both univariate and multivariate models. Other research objectives 
include developing new resampling methods for estimating the covariance 
matrix of the estimators based on random sampling within censoring intervals 
and based on the perturbed estimating function.  

The findings of this research provide two new iterative algorithms for estimating 
the parameters of the AFT model with interval-censored data, and also two new 
resampling techniques for estimating the covariance matrix of estimators. The 
rank-based methods, estimating algorithms, and resampling techniques that are 
developed do not involve the difficulties of the existing estimating procedures.  
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A computationally simple two-step iterative algorithm, called estimation-
approximation algorithm, is introduced for estimating the parameters of the 
model on the basis of the rank estimators. Also, a one-step iterative algorithm, 
called expected rank algorithm, is introduced which is more complicated than 
the estimation-approximation algorithm, but more accurate. For estimating the 
covariance matrix of the proposed estimators two new resampling techniques 
are proposed, one based on random sampling within censoring interval and 
another based on perturbed estimating function. 

Inference procedures are developed for modelling multiple events interval-
censored data through AFT models. Computational properties of the proposed 
parameter estimating methods and the proposed resampling techniques are 
comprehensively discussed. The proposed inference procedures are assessed 
through simulation studies and their performance in applications is demonstrated 
through analysing real data sets in health science and transportation. 

The significance of the study from the results of the numerical analysis shows 
that the proposed estimators and their corresponding resampling methods are 
accurate and computationally simpler than the existing methods. The results 
also imply that influential factors such as the length of censoring intervals and 
the distribution of the error terms do not significantly affect their efficiency and 
accuracy. The main contribution of this research is developing statistical 
approaches, and introducing new algorithms and resampling methods for 
analysing interval-censored data through AFT models. 
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Abstrak tesis yang dikemukakan kepada Senat Universiti Putra Malaysia 
sebagai memenuhi keperluan untuk ijazah Doktor Falsafah 

INFERENS BERPARAMETER SEPARA BAGI MODEL MASA KEGAGALAN 
TERPECUT DENGAN KEHADIRAN DATA TERTAPIS SELANG 

Oleh 

MOSTAFA KARIMI 

Mei 2019 

Pengerusi :   Profesor Noor Akma Ibrahim, PhD 
Institut :   Penyelidikan Matematik 

Dalam tesis ini, prosedur inferens baharu dicadangkan untuk menganggar 
parameter bagi model masa kegagalan terpecut (MKT) dengan kehadiran data 
tertapis selang. Dalam kesusasteraan literatur, pelbagai prosedur berparameter 
separa dicadangkan oleh penyelidikan terdahulu untuk menganggarkan 
parameter model MKT dengan data tertapis selang dan kaedah berasaskan 
pangkat sering digunakan di kalangan semua.  

Kesukaran utama kaedah berasaskan pangkat yang sedia ada adalah ianya 
melibatkan anggaran tak berparameter bagi sebutan ralat model taburan 
kebarangkalian. Satu lagi masalah ialah untuk menganggar matriks kovarians 
parameter penganggar, kerana kaedah yang sedia ada melibatkan terbitan 
fungsi bahaya sebutan ralat bagi model. 

Dengan mempertimbangkan masalah yang dinyatakan, objektif utama tesis ini 
adalah untuk membangunkan prosedur penganggaran berasaskan pangkat 
baharu bagi model MKT dengan data tertapis selang berdasarkan pangkat 
sebenar dan fungsi anggaran pangkat dijangka bagi kedua-dua model univariat 
dan multivariat. Objektif penyelidikan lain termasuk membangunkan kaedah 
pensampelan semula baharu untuk menganggar matriks kovarians bagi 
penganggar berdasarkan pensampelan rawak dalam tertapis selang dan 
berdasarkan fungsi anggaran yang diganggu. 

Penemuan kajian ini memberikan dua algoritma lelaran baharu untuk 
menganggar parameter model MKT dengan data tertapis selang, dan juga dua 
teknik pensampelan semula baharu untuk menganggar matriks kovarians bagi 
penganggar. Kaedah berasaskan pangkat, algoritma anggaran, dan teknik 
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pensampelan semula baharu yang dibangunkan tidak melibatkan kesulitan 
seperti prosedur anggaran yang sedia ada.  

Satu algoritma lelaran dua-langkah yang mudah pengiraannya, dipanggil 
algoritma penghampiran-penganggaran, diperkenalkan untuk menganggarkan 
parameter model berdasarkan penganggar pangkat. Juga, algoritma lelaran 
satu-langkah, dipanggil algoritma pangkat dijangka diperkenalkan yang lebih 
rumit daripada algoritma anggaran-penganggaran, tetapi lebih tepat. Untuk 
menganggar matriks kovarians bagi penganggar yang dicadangkan, dua teknik 
pensampelan semula baharu dicadangkan, satu berdasarkan pensampelan 
rawak dalam tertapis selang dan yang lagi satu berdasarkan fungsi anggaran 
yang diganggu. 

Prosedur inferens dibangunkan untuk memodelkan data tertapis selang bagi 
peristiwa gandaan melalui model MKT. Ciri pengiraan bagi kaedah anggaran 
parameter dan teknik pensampelan semula yang dicadangkan dibincangkan 
secara komprehensif. Prosedur inferens yang dicadangkan dinilai melalui kajian 
simulasi dan prestasi prosedur dalam aplikasi ditunjukkan melalui analisis set 
data sebenar dalam sains kesihatan dan pengangkutan. 

Kesignifikan kajian melalui keputusan analisis berangka menunjukkan bahawa 
penganggar yang dicadangkan dan kaedah pensampelan semula adalah sangat 
tepat dan mudah dikomput berbanding kaedah sedia ada. Keputusan juga 
menunjukkan bahawa faktor yang berpengaruh seperti panjang selang tertapis 
dan taburan sebutan ralat tidak menjejaskan kecekapan dan ketepatan 
penganggar. Sumbangan utama penyelidikan ini adalah membangunkan 
pendekatan statistik, dan memperkenalkan algoritma baharu dan kaedah 
pensampelan semula untuk menganalisis data tertapis selang melalui model 
MKT. 
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CHAPTER 1 

1 INTRODUCTION 

Survival data or time-to-event data that usually contain censored observations 
are common in health sciences and engineering. Regression analysis and 
modelling time-to-event data is challenging in the presence of censored 
observations. Ordinary linear regression models are not suitable for analysing 
survival data, since they do not provide a straightforward inference procedure 
for handling censored observations. Moreover, linear regression models that are 
developed for analysing censored observations have essential statistical 
assumptions that are not easy to satisfy in applications. Therefore, there is a 
need for regression models that are specifically proposed for analysing time-to-
event data. 

The most common regression models for analysing survival data are the 
proportional hazards (PH) model and the accelerated failure time (AFT) model. 
Estimating the parameters of the model and interpretation of regression 
coefficients of the AFT model is more direct than PH model. This is mainly 
because the AFT model associates the explanatory variables linearly to the 
logarithm of survival times. There have been theoretical advances in inference 
procedures for estimating the parameters of AFT models, but these models are 
less common than the Cox PH models. The main reason for such matter is the 
lack of reliable and efficient inference procedures and estimating approaches in 
the literature.  

In this chapter, first the basic concepts in survival analysis such as survival data 
and failure times are described. Also, the most well-known parametric and 
nonparametric methods in survival analysis are summarized. Then the 
preliminary concepts such as right, left, and interval censoring, survival function, 
and hazard function are defined. In addition, the relationship between the 
survival function and the hazard function is explained. The Cox PH model and 
the AFT model and their basic characteristics are discussed. Some parametric 
and semiparametric approaches for estimating the parameters of such models 
are reviewed. The main theoretical and computational issues that motivated 
proposing new inference procedures for modelling interval-censored data are 
clarified. The objectives of this research are determined based on the statement 
of the problems. In the end, the outline of this thesis is provided, as well as an 
overview of the next chapters of the thesis.  

1.1 Background of the Study 

Survival analysis is a branch of statistics that is defined as a set of methods and 
techniques for analysing the duration of time until the occurrence of one or more 
events of interest. The event of interest in clinical trials could be remission of a 
subject, response of a subject to a specific treatment, or death of a subject. In 
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fact, the exact definition depends on the objectives and hypotheses of the 
experiment. In engineering research this topic is called reliability analysis or 
reliability theory. In such studies, the event of interest could be the failure of a 
mechanical or electronical system, or the failure of a component or a device. 
However, in both biological survival and industrial reliability studies the definition 
of “failure” is rather ambiguous. Therefore, the concentration of survival analysis 
methods is only on well-defined events that occur at specific times.  

Survival data is any type of data that contains survival time, failure time, lifetime, 
time-to-event, time-to-respond. It also includes the characteristics of the 
experiment subject that are related to the response variable. Some examples of 
survival data in biological studies are provided by Lee and Wang (2003), 
including the demographical data, treatment received, and survival time of 30 
melanoma patients. They also provided datasets that contain the number of 
years after diagnosis of rectum cancer of 749 male patients, and datasets that 
contain the time to remission of 42 patients that were diagnosed with acute 
leukaemia. Examples of lifetime data in industrial studies are provided by 
Lawless (2011), including the time to breakdown of 7 groups of a specific 
electrical fluid specimens that were exposed to voltage stress. They also 
provided datasets that contain the failure times of 10 pieces of equipment in a 
system that were installed at different times.  

Survival analysis classic methods describe the survival times of subjects through 
survival functions, hazard functions, and Kaplan-Meier curves (Kaplan and 
Meier, 1958). They compare the survival times of subjects by using log-rank test 
(Peto and Peto, 1972), Generalized Wilcoxon test (Gehan, 1965), and Cox-
Mantel test (Cox 1959, 1972; Mantel, 1966). The effect of variables on survival 
times of subjects are described through survival regression models (Cox, 1972; 
Kalbfleisch and Prentice,1980). The main focus of survival analysis is on 
specifying models that accurately represent the distribution of survival times and 
the inference procedure with regard to these models. More precisely, modelling 
survival times includes estimating survival distributions, comparing survival 
distributions, and prediction based on explanatory variables. The type of model 
that is being used in survival analysis can be parametric, nonparametric, or 
semiparametric. Semiparametric models are the type that have the features and 
characteristics of both parametric and nonparametric models. 

Survival times can be modelled by being described as a function of explanatory 
variables or covariates. However, the ordinary linear regression may not be an 
efficient choice for modelling survival times. In fact, survival times are positive 
numbers regarding to the nature of time variables. Therefore, they are required 
to be transformed first in a way that satisfies the statistical assumptions of the 
ordinary linear regression. Moreover, censoring is an important property of 
survival times and must be carefully considered while modelling survival data. 
The ordinary linear regression is not able to handle censored observations 
effectively. For analysing and modelling survival times in the presence of 
censored observations a common regression model is the AFT model. 
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1.2 Preliminary Concepts 

The event of interest in analysing time-to-event data is generically referred to as 
“failure”. This is even in studies that the interest of the analysis is not necessarily 
modelling the time to an actual failure in the experiment. In another word, failure 
time could represent time to death of a subject in one analysis while in another 
analysis could represent time to recovery of the subject. “Time” refers to the time 
period from the beginning of an experiment to the occurrence of the event. It also 
could be the end of experiment, or loss of contact with the subject before the end 
of experiment. With regard to the interest of the experiment and the nature of the 
event, failure times can be measured and collected in different time scale units. 
The common time scale units are seconds, minutes, hours, days, weeks, 
months, and years. Failure times of subjects of the experiment are assumed to 
be independent.  

Censoring is a special feature of survival data and an important issue in survival 
analysis. Censored data are categorized as incomplete data. Time-to-event is 
described as censored observation if the failure time of the subject is not 
observed during the study period. This means that the subject does not 
experience failure at the end of the study. In case of a censored observation, 
subject of the study may or may not experience the event of interest after the 
end of experiment. Therefore, the actual failure time of the subject is unknown 
after its censoring time. Examples of censored observations in clinical trials are 
situations that a patient is withdrawn from the experiment, or a patient is lost to 
follow-up in the experiment.  

In an experiment with a specific number of subjects sometimes the study ends 
at a predetermined time. Then those subjects that did not experience the event 
of interest at the end of the study are facing type-I censoring. In such cases, the 
censoring times would be equal to the time of the end of study, if there is no 
accidental loss. For example, in many clinical trials researchers cannot wait until 
all subjects experience the event of interest. This is due to time constraints or 
cost limitations. Therefore, they need to end the experiment at a predetermined 
time, which may result type-I censoring.  

In some experiments with a specific number of subjects sometimes the study 
ends when a predetermined failure times are observed. Then those subjects that 
did not experience the event of interest at the end of the study are facing type-II 
censoring. In such cases, the censoring times would be equal to the largest 
observed failure time, if there is no accidental loss. There are examples clinical 
trials that researchers cannot wait until all subjects experience the event of 
interest. Therefore, they need to end the experiment when a predetermined 
failure times are observed, which may result type-II censoring. 

Right censoring occurs when for a subject the event of interest happens after a 
certain time point. This means that the actual failure time of the subject is 
unknown. It is not difficult to see that both type-I and type-II censoring are right 
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censoring. Left censoring occurs when for a subject the event of interest 
happens before a certain time point. Thus, the actual failure time of the subject 
is unknown. Interval censoring occurs when for a subject the event of interest 
happens between two certain time points that are called examination times. In 
such case, the actual failure time of the subject is unknown. Figure 1.1 displays 
an example of right, left, and interval censoring. Note that right censoring can be 
considered as a special case of interval censoring when the end of the interval 
is infinity. Left censoring can also be considered as a special case of interval 
censoring when the beginning of the interval is zero. 

 

Figure 1.1 : Example of right, left, and interval censoring 
 
 
Similar to any random variables, since failure times are random variables, they 
form a probability distribution. The probability distribution of failure times can be 
described through the density function, the survival function, and the hazard 
function. The survival function gives the probability that the failure time of a 
subject, denoted by 𝑇 is greater than a specific time 𝑡. The survival function is 
given by 𝑆(𝑡) = 𝑃(𝑇 > 𝑡). It is clear that 𝑆(𝑡) = 1 − 𝑃(𝑇 ≤ 𝑡) = 1 − 𝐹(𝑡), thus 

𝑓(𝑡) = −
𝑑

𝑑𝑥
𝑆(𝑡). The hazard function can be defined in terms of 𝐹(𝑡), 𝑓(𝑡), and 

𝑆(𝑡) . The hazard function takes the form ℎ(𝑡) = 𝑓(𝑡) 1 − 𝐹(𝑡)⁄ = 𝑓(𝑡) 𝑆(𝑡)⁄ , 

therefore ℎ(𝑡) = −
𝑑

𝑑𝑥
log 𝑆(𝑡) . Note that the equivalence relationship among 

𝑓(𝑡), 𝑆(𝑡), and ℎ(𝑡) implies that having one of these three functions is enough to 

drive the other two.  

The most common survival model for analysing failure times is PH model (Cox, 
1972). Cox PH model, also known as Cox regression model, indicates that 
covariates of the model are associated to the hazard rate multiplicatively. This 
means that when a covariate increases one unit the effect of this increment is 
multiplicative on the hazard rate. Interpretation of the inference procedure of Cox 
model is not always straightforward in applications. As an alternative for 
commonly used Cox PH model, the AFT model relates the covariates linearly to 
the logarithm of failure times. The assumption of Cox PH model is that a unit 
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change in a covariate multiplies the hazard. The AFT model assumes that a unit 
change in a covariate accelerate or decelerate the failure time. This assumption 
makes the AFT model appealing to researchers, since the interpretation of the 
coefficients and the inference procedures are quite straightforward. 

Estimating the regression parameters of the model in the presence of censored 
observations can be carried out through parametric methods or nonparametric 
methods. If the probability distribution of the failure times is one of the known 
statistical distributions, then the model and its corresponding parameter 
estimation method is called parametric. Otherwise, the model would be 
nonparametric or semiparametric. The most common statistical distributions that 
are suitable for AFT models are log-logistic, Weibull, log-normal, and gamma 
distribution. In the category of nonparametric and semiparametric methods for 
AFT models one of the most well-known techniques is rank-based estimating 
procedure, also known as rank regression.  

1.3 Statement of the Problem 

In many research fields, such as medical sciences and engineering, the AFT 
model is common for regression analysis and statistical modelling of censored 
observations. For estimating the unknown regression parameters of the AFT 
model with censored data a variety of parametric and semiparametric methods 
have been proposed since the AFT model was introduced. The main privilege 
that makes semiparametric methods more appealing than parametric methods 
is that they do not involve any assumptions about the probability distribution of 
the data or the model’s error terms.  

A well-known semiparametric approach for estimating the parameters of the AFT 
model with censored data is rank-based inference procedure. The main focus of 
the previous research on rank estimators was developing estimating methods 
and iterative algorithms that are efficient and reliable in practice. To provide a 
great performance, rank regression requires a parameter estimating procedure 
that is theoretically and computationally simple. For analysing interval-censored 
data through AFT models, the proposed rank estimators need to be developed 
specifically based on interval-censored data. In application, rank estimating 
methods are more common that suggest iterative algorithms based on monotone 
estimating functions and do not involve complicated computations.  

When the probability distribution of the model’s error terms is unspecified the 
model is called semiparametric. There have been significant theoretical 
advances in semiparametric methods for estimating the parameters of the model 
in the presence of censored data. But such methods are not common in 
applications because most of the existing methods are computationally 
complicated or not completely reliable. There are four main difficulties with the 
existing semiparametric methods. These problems include the lack of reliable 
methods for modelling interval-censored data, computational challenges that the 
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estimating procedure involves, non-monotonicity of the estimating functions, and 
the problems with estimating the covariance matrix of parameter estimators.   

For the AFT model with interval-censored data the rank-based estimating 
procedure that is proposed by Sun (2007) is more common among other existing 
methods. Such rank estimators were developed based on the approach that was 
previously suggested by Betensky et al. (2001). The suggested rank estimators 
are not computationally simple, since they involve likelihood functions based the 
estimated distribution of the examination times. Their proposed estimating 
function and score function require nonparametric maximum likelihood 
estimation (NPMLE) of the distribution of the examination times. Therefore, such 
estimating procedure is not computationally simple in application. Moreover, the 
method that they suggested for estimating the covariance matrix of the rank 
estimators is complicated, due to involving estimation of conditional expected 
values of the model’s covariates.  

In general, there are four major problems with the existing rank estimators based 
on interval-censored data. The first problem is that only a few rank estimators 
are specifically developed for estimating the parameters of AFT models with 
interval-censored observation. In fact, most of the proposed methods in the 
literature concentrated on estimating procedures based on right-censored data. 
Therefore, making inference in the presence of interval-censored data requires 
modifications of methods that are proposed for right-censored data. The second 
problem with the existing rank-based methods is that they require nonparametric 
estimation of the distribution of the model’s error terms. Such estimation involves 
Kaplan-Meier method and makes the inference procedure computationally 
intensive. 

The third problem is that the existing rank estimating functions are in general 
step functions of the model’s parameters. This means that such estimating 
functions are not necessarily monotone. It is clear that such issue may cause 
multiple solutions for the estimating equation, and the possibility of multiple roots 
for the estimating function. The fourth problem is that for making inference about 
the distribution of the parameter estimators the existing rank-based methods 
propose estimating procedures that involve nonparametric estimation of the 
density function and the hazard function of the model’s error terms. Clearly, such 
methods are challenging for estimating the covariance matrix of the parameter 
estimators. Thus, conducting hypothesis testing or constructing confidence 
intervals for the parameter estimators would be problematic. 

In this thesis, the major problems with the existing rank estimators for AFT 
models with interval-censored data are considered and new inference 
procedures are proposed to overcome such difficulties. New rank-based 
methods are developed for estimating the regression parameters of the AFT 
model and approximating the covariance matrix of the estimators. Iterative 
algorithms are developed that do not involve the computational difficulties of the 
existing methods, such as NPMLE. The suggested rank estimating functions are 
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based on the examinations times and do not require estimating the distribution 
of the model’s error terms. Two new resampling techniques are developed for 
estimating the covariance matrix of estimators, one based on random sampling 
within censoring intervals and another based on perturbed estimating function.      

1.4 Objectives of the Research 

With respect to the problems that were stated in the previous section, there are 
five main objectives for this research that are listed as follows: 
 

1. Develop new inference procedures for estimating the regression 
parameters of semiparametric accelerated failure time models with 
interval-censored data based on the examination times of censored 
observations through the actual rank estimating function and the 
expected rank estimating function  

2. Develop new methods for estimating the covariance matrix of the 
parameter estimators through a resampling technique based on random 
sampling within censoring intervals and a resampling technique based 
on the perturbed estimating function 

3. Develop new inference procedures for estimating the regression 
parameters of semiparametric accelerated failure time models with 
multiple events interval-censored data based on the examination times 
of censored observations through the actual rank estimating function 
and the expected rank estimating function and estimate the covariance 
matrix of the parameter estimators 

4. Evaluate the performance and operating characteristics of the 
parameter estimating methods and the resampling techniques in 
practical settings through conducting extensive simulation studies 

5. Illustrate the parameter estimating methods and the resampling 
techniques in applications through analysing and modelling real data 
sets 

  
 
The parameter estimating procedure will be carried out through two iterative 
algorithms. A two-step iterative algorithm is developed based on the actual rank 
estimating function which is computationally and theoretically simple. A one-step 
iterative algorithm is developed based on the expected rank estimating function 
which is accurate for estimating the parameters of the model in the presence of 
interval-censored data. Both resampling techniques based on random sampling 
within censoring intervals and the perturbed estimating function for estimating 
the covariance matrix of the parameter estimators will be associated to the 
iterative algorithms.  
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1.5 Outline of the Thesis 

The first chapter of this thesis is dedicated to describing the introductory topics 
such as the background of the research and defining the fundamental concepts, 
as well as stating the research problem and specifying the objectives of the 
research. In chapter 2 the literature on the theory and application of regression 
models and specifically the AFT model in the presence of censored data is 
reviewed. Moreover, the advances of semiparametric AFT models in the 
literature are discussed. Some references that are fundamental for 
understanding and using rank-based inference procedure for modelling 
censored data are also provided in chapter 2. 

Chapter 3 describes the structure of interval-censored data, the log-rank and 
Gehan estimating functions, and general weighted estimating function. With 
respect to the general weighted loss function, a two-step iterative algorithm is 
developed for approximating the censored failure times and estimating the 
unknown parameters of the model. A new resampling technique is developed for 
estimating the covariance matrix of the rank estimators.  

In chapter 4 a new inference procedure is introduced for estimating the 
parameters of the model which is specifically developed for modelling interval-
censored data. This new estimating procedure is described based on the idea 
of replacing the index function with its corresponding expected value in the 
estimating equation. Such replacement provides an accurate evaluation of 
censored failure times. A one-step iterative algorithm is developed for estimating 
the parameter of the model. Also, a resampling technique is developed for 
approximating the distribution of the parameter estimators.  

In chapter 5 the multivariate analysis of failure time data is discussed, as well as 
the rank-based parameter estimating approach for modelling multivariate 
interval-censored data. The parameter estimating methods that are proposed in 
chapter 3 and 4 for univariate analysis are modified and extended to develop a 
rank-based estimating procedure for AFT models in the presence of multivariate 
censored observations. Chapter 6 is dedicated to illustrating the efficiency and 
performance of the proposed methods for modelling univariate and multivariate 
interval-censored data. The proposed methods are applied on real data sets to 
be evaluated and assessed.   

Chapter 7 of the thesis provides summary of the proposed methods and their 
characteristics with regard to their technical and computational aspects. This 
final chapter also provides a comprehensive conclusion about the performance 
of the proposed methods and techniques in application. The advantages and 
disadvantages of using the proposed methods are discussed in the final chapter. 
A comparison between the proposed inference procedures is also provided. 
Ideas and opinions for future research works on rank-based estimating 
procedure for AFT models are presented in chapter 7 as well.  
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