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ABSTRACT With the development of intelligent collection technology and popularization of intelligent
terminals, multi-source heterogeneous data are growing rapidly. The effective utilization of rich semantic
information contained in massive amounts of multi-source heterogeneous data to provide users with high-
quality cross-modal information retrieval services has become an urgent problem to be solved in the current
field of information retrieval. In this paper, we propose a novel cross-modal retrieval method, named
MGSGH, which deeply explores the internal correlation between data of different granularities by integrating
coarse-grained global semantic information and fine-grained scene graph information to model global
semantic concepts and local semantic relationship graphs within a modality respectively. By enforcing cross-
modal consistency constraints and intra-modal similarity preservation, we effectively integrate the visual
features of image data and semantic information of text data to overcome the heterogeneity between the two
types of data. Furthermore, we propose a new method for learning hash codes directly, thereby reducing the
impact of quantization loss. Our comprehensive experimental evaluation demonstrated the effectiveness and
superiority of the proposed model in achieving accurate and efficient cross-modal retrieval.

INDEX TERMS Cross-modal retrieval, hash, scene graph, multi-granularity.

I. INTRODUCTION

Owing to different data collection methods and data types,
multi-source heterogeneous data for the same thing can be
described in a variety of different ways, modes, or per-
spectives. For the description of the same thing, some
data are described with a coarse-grained structure, such as
labels, while some data are described with a fine-grained
structure, such as a scene graph. Therefore, the effective
utilization of these massive multi-source heterogeneous
data [1] containing rich semantic information, mining the
deep internal connections of multi-source heterogeneous
data, and providing users with high-quality cross-modal
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information retrieval services have become key issues in the
current field of information retrieval.

Multimodal data contain rich multi-granularity semantic
information, including coarse-grained [2] semantic concep-
tual features and fine-grained semantic features [3]. Mining
multi-granularity semantic features can effectively learn the
semantic correlations between multimodal data [4], thereby
narrowing the ‘“‘semantic gap” [5], which indicates the
gap between low-level data features and actual semantics
or concepts. For example, a gap exists between the pixel
representation of an image and the conceptual or semantic
information contained in the image. Resolving the semantic
gap requires associating low-level features with higher-level
semantics to better understand and retrieve cross-modal data.

Many existing cross-modal related studies have achieved
good results on certain publicly available experimental
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datasets, but they still face some challenges and problems
in practical applications, mainly because the representation
information of images and text is not fully mined [6]. Tradi-
tional cross-modal retrieval models only consider the mining
of global semantic information, without considering the
objects and their relationships, resulting in some fine-grained
semantic information being ignored. If global semantic
information and fine-grained semantic information are fully
considered and integrated, richer representation information
can be obtained. Insufficient cross-modal representation
learning [7]. Different modalities of data, such as images and
text, may contain different types of information. Preserving
inter-modal heterogeneity can ensure a wider range of
information coverage and enrich the content and breadth of
search results. Additionally, heterogeneity allows for com-
plementarity between modalities, meaning that one modality
may contain information that another modality does not
possess. For example, in image retrieval, the image itself may
convey certain visual features, whereas the relevant text may
provide richer semantic information. This complementarity
can improve the accuracy and comprehensiveness of the
retrieval. Traditional cross-modal retrieval models are simply
mapped to a common representation space and then subjected
to cross-modal representation learning. This can lead to
changes in the heterogeneity between modalities and invari-
ance within modalities, resulting in a loss of correlation and
a reduction in the performance of cross-modal retrieval. This
requires finding effective representation learning methods,
capable of integrating semantic information from different
modal data and maintaining data similarity in a shared space.
It is difficult to construct a good hash function [8], and many
methods in reality cannot consider the nonlinear structure of
the data, and instead use continuous solution methods in real
space. This method cannot capture nonlinear projections and
causes significant quantization losses, particularly when the
hash code length is long.

In response to these shortcomings, we propose a scene
graph model to perform hierarchical semantic association
modeling on multimodal data. For each modality of the data,
intra-modal global semantic mapping was used to represent
coarse-grained semantic association information, whereas a
relational semantic graph based on the scene graph was used
to describe fine-grained semantic association information.
This can provide sufficient semantic discrimination infor-
mation for cross-modal quantization coding learning. When
cross-modal retrieval is performed between images and text,
the visual features of image data and semantic information
of text data are heterogeneous, and their expression forms
and features are different. Then, by enforcing comprehensive
similarity preservation, we narrow the ‘‘heterogeneous gap”
[9] between different domains and modalities. In addition,
a direct learning approach for generating hash codes is
introduced, which reduces the impact of quantization loss.
This approach not only simplifies the learning process but
also enhances the quality of the resultant hash codes. The
main contributions of this study are as follows:
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FIGURE 1. The basic schematic diagram of the cross-modal retrieval.

o Multi-granularity semantic feature modeling. We pro-
pose a scene graph based multi-granularity semantic
information preservation model. This model fully
mines more fine-grained and coarse-grained semantic
information within images and texts by integrating
global semantic information and scene graph semantic
relations, which can effectively narrow the low-level
features with higher-level semantic gaps and provide a
good foundation for hash encoding learning.

o Comprehensive similarity preservation. We propose
a triplet loss to reduce the heterogeneity between
modalities in cross-modal representation learning and
design a reconstruction loss to better capture feature
representation and similarity measures within media
types.

o Direct Hash Learning. We propose a direct learning
method for hash codes that reduces quantization loss
and information loss caused by the inability to capture
nonlinear semantic information.

Il. RELATE WORK
A. CROSS-MODAL RETRIEVAL
The motivation for cross-modal retrieval stems from the
inherent heterogeneity of multimedia data and the limitations
of traditional unimodal retrieval methods [10]. For example,
text-based retrieval methods may not be able to capture
the rich visual content in images or videos. By integrating
multiple modalities, cross-modal retrieval helps to represent
information more comprehensively and accurately, thereby
improving the overall retrieval performance [11]. Figure 1
shows a basic schematic diagram of cross-modal retrieval.
The supervised cross-modal hash method is one of the
most common types of cross-modal retrieval technique. In the
past decade, many important approaches have been proposed
and have achieved good retrieval performance. Kumar et al.
[12] constructed a set of hash functions for multimodal data
and transformed the hash function learning problem into a
solvable eigenvalue problem using a new relaxation method.
Liu et al. [13] proposed a flexible collaborative matrix
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decomposition hash algorithm (FS-CMFH) for efficient
cross-modal retrieval that utilizes label consistency between
different modalities to preserve semantic information within
and between modalities in the common latent semantic
representation space. Wang et al. [14] proposed a label
consistency matrix decomposition hash method that maps
heterogeneous data to a latent semantic representation space,
in which multimodal data from the same category share
the same feature representation. Jiang et al. [15] initially
introduced a cross-modal hash model grounded in deep
neural networks, amalgamating multimodal feature and hash
learning within a single model. Yang et al. [16] integrated
different types of paired constraints using a deep model to
enhance the similarity measurement of hash codes from both
intra-modal and inter-modal perspectives. Deng et al. [17]
formulated a deep hash (TDH) using triplets as supervised
information to foster semantic connections among cross-
modal instances. The supervised hash method based on the
deep learning model not only has strong nonlinear semantic
representation ability, but also achieves end-to-end semantic
feature learning and hash code generation, substantially
enhancing cross-modal hash retrieval accuracy.

Although supervised cross-modal hashing methods have
achieved a good retrieval performance, they rely heavily
on annotated data. However, in massive multi-source het-
erogeneous data, the amount of annotated data is very
limited, and annotating a large amount of data consumes
huge manpower and resources, which makes the existing
supervised hash methods difficult to apply to large-scale
multi-source heterogeneous data [18]. Therefore, many
researchers have focused on the research and exploration of
unsupervised cross-modal hash methods.

To fully explore the potential correlation among multi-
modal data, Liu et al. [19] partitioned the feature space
into a shared subspace for all hash functions and their
complementary subspaces. This shared space captures a com-
mon structure across diverse hash functions, encapsulating
crucial information for effective hash learning. Hu et al. [20]
introduced an iterative multi-view hash algorithm (IMVH)
aimed at acquiring optimal alignment within coding schemes
to preserve similarity across views. Irie et al. [21] proposed
an unsupervised hash method called alternating common
quantization, which alternately searches for binary quantizers
for each modal space by connecting multimodal data, ensur-
ing the minimum quantization difference while maintaining
data similarity. Su et al. [18] introduced an unsupervised
deep joint semantic reconstruction hash (DJSRH) method.
It amalgamates the distinct modality’s original neighborhood
details using a semantic similarity matrix to encapsulate the
inherent semantic relationships. Huang et al. [22] proposed
an unsupervised cross-modal hash framework that utilizes
data fusion to capture the underlying manifolds across
modalities, avoiding the problem of maximizing mutual
constraints between intra-modal and inter modal similarities.
Yang et al. [23] investigated a deep semantically aligned hash
algorithm (DSAH) that intelligently aligns feature similarity
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FIGURE 2. The image Scene Graph. This picture depicts the red team and
the white team standing on a green field playing rugby, where “red team”
“white team” “rugby” and “green field” are objects, and the relationship
between them is indicated by two-way arrows; “standing” “playing” are
relational words, and the relationship between them and the objects is
indicated by single arrows.

with hash code similarity via a semantic alignment loss
function.

To effectively reduce the heterogeneity between modali-
ties, some studies have integrated deep adversarial learning
methods into cross-modal hash learning models, thereby
improving the quality of hash code generation. For example,
He et al. [24] devised an unsupervised cross-modal retrieval
technique that leverage adversarial learning. The inclusion
of a modal classifier to anticipate the modality of the
feature transformation guarantees statistical indistinguisha-
bility among these transformed features. Zhang et al. [25]
maximized the unsupervised representation learning poten-
tial inherent in generative adversarial networks (GANSs) to
explore the underlying structure of cross-modal data. They
formulated an unsupervised cross-modal hash model based
on GANSs. At present, unsupervised methods lack semantic
labels on the data, making it difficult for unsupervised
hash models to effectively mine key semantic features
and achieve cross-modal semantic alignment. Therefore,
fully learning and characterizing the complex correlations
between multi-source heterogeneous data and improving the
semantic discriminability of multimodal unified hash codes
have become key issues for the widespread application of
unsupervised methods.

B. SCENE GRAPH

A scene graph is a data structure in the fields of computer
vision and graphics and is used to represent the relationships
between objects in an image or scene. It represents objects
in an image as nodes and uses edges to represent the relation-
ships between objects. The main purpose of scene graphs is to
capture the hierarchical and semantic relationships between
objects in a structured manner to better understand and
process the image content. In computer vision, this structured
representation is helpful in tasks such as image understand-
ing, object detection, and scene generation. The scene graph
is composed of a triple form of “‘object-relationship-object”
where ‘““‘object” is a node and “‘relationship” is an edge
connecting two objects. Yu et al. [26] proposed a method
called DGCPN. The core idea of this method is to use the
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concept of graphs to establish associations between different
modal data. The network structure proposed in this study
aims to maintain the neighbor relationship of data in the
graph, thereby maintaining data consistency when encoding
data. This graph neighborhood consistency helps ensure that
similar data remain similar in low-dimensional embedding
spaces. Johnson et al. [27] explored a scene graph-based
image retrieval method to improve the performance and
accuracy of image retrieval by utilizing the scene graph
information of images. Li et al. [28] introduced a method
for the semantic modeling and representation of objects and
their relationships in images by generating scene maps from
object, phrase, and region descriptions. Figure 2 shows an
image of the scene graph.

C. HASH

In the era of big data, cross-modal hashing finds extensive
applications in cross-modal retrieval. Its popularity stems
from its high efficiency, low dimensionality, minimal storage
requirements, and effective representation of high-level
feature consistency in diverse multi-source data [29]. Current
cross-modal hashing methods have not fully leveraged the
abundant semantic details within vast and varied multi-source
data. Consequently, the primary challenge in cross-modal
hash retrieval research involves effectively exploring these
multi-source heterogeneous data to inform the training of
deep cross-modal hash models and enhance the quality of the
generated hash code. A basic schematic of the cross-modal
hash is shown in Figure 3.

In recent years, deep neural networks have substan-
tially enhanced the performance of cross-modal hash-
ing owing to their robust representational capabilities.
Zhang et al. [7] introduced a cross-modal hash generation
adversarial network model and utilized a reinforcement learn-
ing algorithm to guide its training. Shen et al. [30] proposed a
semi-supervised graph convolutional hash network (SGCH)
method that learns a common cross-modal Hamming space
through end-to-end neural networks. Liu et al. [31] pro-
posed a similarity hash (JDSH) method based on a joint
modal distribution. This approach employs an unsupervised
learning algorithm called Distributed Similarity Decision and
Weighting (DSDW) to produce hash codes with increased
discriminative capability. Ma et al. [32] introduced DASH
in 2016, which is an uncomplicated yet impactful approach
designed for cross-modal hashing. The DASH method,
which is both non-iterative and devoid of parameters,
is remarkably straightforward to implement and requires
only three lines of code. They also published a paper called
DCMH [33] in 2017, which assessed the efficacy of the
proposed discrete optimization by optimizing its objective
function using a relax-and-threshold technique. Extensive
empirical evaluations conducted on image-text and image-
tag datasets show that DCMH is a substantial advancement
compared to prior methods, exhibiting notable enhance-
ments in training efficiency and retrieval accuracy. The
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FIGURE 3. The basic schematic diagram of the cross-modal Hash.

performance of semantic information retrieval is enhanced
by the incorporation of joint supervision mechanisms,
specifically involving instance-pairwise, instance-labeled,
and class-wise similarities. Yu et al [34] further augmented
the semantic consistency across heterogeneous modalities.
The integration of these supervision strategies contributes
to an improved and refined retrieval process that ensures a
more comprehensive and accurate representation of semantic
information in diverse data modalities. These achievements
have theoretically verified the feasibility of cross-modal
retrieval based on cross-modal hashing, but existing hash
methods have not yet fully explored deep internal connections
in multi-source heterogeneous data. Therefore, mining deep
internal correlations in multi-source heterogeneous data
from different granularities and modal data to improve
the representation ability of hash codes on multi-source
heterogeneous data is of great research value. This study
aims to start with deep mining of different granularities
data, different modal data, and the inherent correlation
relationships between different data sources. Studied the
representation of cross-modal hashes for multi-granularity
semantic fusion to enhance the representation ability of
cross-modal hashes for multi-source heterogeneous data.

llIl. PROPOSED METHOD

Our model consists of three parts: multi-granularity seman-
tic feature modeling, comprehensive similarity preservice,
and cross-modal hash learning. First, feature vectors of
images and texts were obtained through convolutional
neural networks [35] and bag-of- words [36] models. Then,
a global semantic graph was constructed using these feature
vectors, which saved coarse-grained semantic information
regarding the image and text. Simultaneously, we constructed
scene graph semantic information to integrate and con-
nect objects and object relationships in images and texts,
to retain more fine-grained semantic information. In this
way, we obtained complete coarse-grained and fine-grained
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FIGURE 4. Framework of our model.

semantic information of images and texts, providing richer
and more accurate semantic descriptions for cross-modal
retrieval tasks. Second, when mapping image and text
features to a common space [37], we used a triplet constraint
[38] method to reduce the heterogeneity between modalities
in cross-modal representation learning and designed the
reconstruction loss to better capture feature representation
and similarity measures within media types. Finally, in the
learning process of hash functions, we propose a direct
learning method for hash codes that reduces quantization
loss and information loss caused by the inability to capture
nonlinear semantic information. Figure 4 illustrates the
framework of the proposed model.

A. PROBLEM FORMULATION

Let D represent a multimedia dataset containing a set of
images, denoted by the capital letter /, containing n images.
We can then use sets [ = {I1, I», I3, ..., I,} to represent all
image examples. In addition, the dataset included a text set,
denoted by the capital letter T', containing m texts. Therefore,
we can use sets T = {T1, T, T3, ..., Ty} to represent all the
text examples. We want to calculate the similarity between
the images and text. First, features must be extracted from
image and text collections. We assume that we use a function
¢(I) to represent the features extracted from image I, with
dimension d . Using functions ¢(7T') to represent the features
extracted from text 7, with a dimension of d . These two
feature vectors are then mapped to a shared aligned subspace,
where cosine similarity is used to measure the cosine value of
the angle between the two vectors, which is used to measure
the cross-modal similarity. The formula used is as follows:

o) - y(T)

im{, T) = cos(®) = = — =
sim(l, T) = cos®) = o

ey
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Here, sim(/, T) is the similarity score between image I and
text T . cos(f) which is the cosine similarity between image
features and text features. The upper part of the formula
measures the magnitude of the components of the two vectors
in the same direction. Representation in the lower half of
the formula is the norm of the vectors. Norms are used to
normalize vectors such that the cosine similarity is not solely
affected by vector length. In the feature space, similar vectors
have smaller angles and cosine values close to 1, the angle
between dissimilar vectors is larger, and the cosine value
is close to 0. To provide more clarity in symbol alloca-
tion and sufficient corresponding explanations for readers,
Table 1 summarizes the frequently used annotations in this
study.

B. GLOBAL SEMANTICS RELATION GRAPH
CONSTRUCTION

To realize coarse-grained semantic feature modeling, the
Euclidean distance and kNN algorithms were proposed to
measure the similarity between images and texts, respec-
tively. where Ej.;; is the Euclidean distance to calculate the
similarity between nearest neighbors for image and Er.;; for
text, and the formula is as follows:

E[:,'j = EucDst(C;, Cj), 2)
E7.jj = EucDst(W;, W), 3)

where, Ci (S Nknn (Cj), Cj < Nknn (C,’) y Wl' S
Nim (W)), W € N (W), Nign(-) denotes the set
of k-nearest neighbors of a data object. We consider each
data object as a node and use the spatial distance between
the objects as the relationship weights to form a global
semantic relationship graph g; and g, for the images and
texts.

VOLUME 12, 2024



Z. Han et al.: Multi-Granularity Semantic Information Integration Graph

IEEE Access

TABLE 1. Summary of frequently used notations.

Notation Definition
D Multimedia dataset
1 Image sample
T Text sample
Ey.ij Euclidean distance to calculate similarity be-
tween nearest neighbors for image
Er.jj Euclidean distance to calculate similarity be-
tween nearest neighbors for text
Nin () knn function
C;andC; K-nearest neighbors of a data in image
WiandW; K-nearest neighbors of a data in text
G Visual scene graph
Vv Visual scene graph node-set
E Visual scene graph edge-set
0 Target region set
R Object relation set
M} Semantic fusion matrix
& The semantic representation after fusion
B! Bias term
A; Anchor sample
P; Positive sample
N; Negative sample
X; Input data
X; Output data
[H/] Image feature representation matrix
[Hr] Text feature representation matrix
B, Image hash code matrices
Br Text hash code matrices

C. LOCAL SEMANTIC RELATION GRAPH CONSTRUCTION

To achieve fine-grained semantic feature modeling, the
proposed approach constructs semantic entities and their
semantic relationships in image data based on the local
semantic relationship graphs of scene graphs. Specifically,
we represent a visual scene graph as G = {V, E} where
V is the node-set, and E is the edge-set. Target regions
and corresponding category labels were extracted from the
image using the target detection algorithm Faster R-CNN.
Suppose p targets are detected, denoted by O the set of targets
containing p targets O = {01, O3, O3, ..., O,}, where each
target O; can be represented as O; = (o;, ¢;), where o; is the
location information of the target and c; is the category label
of the target. To construct a triad of “object-relationship-
object’, we must predict the relationship between the objects.
The relationship classification model, the RNN, can be used
to predict the relationship between the goals. Suppose we
have a collection of relations, denoted by R , containing
q relations R; = {R;1,R;2,R;3, ..., Riq}. For each pair of
targets (O;, O;), we compute the relation score r(i,j) =
fi(0;, 0)), where fi is the relation prediction model.
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Eventually, the scene graph G of an image can be represented
as G = (O, R), where O is the set of targets and R is the
set of relations. Each relation r(i, j) can be represented by Ry,
where k is the category label of the relation.

To achieve fine-grained semantic feature modeling, a hier-
archical local semantic graph based on a scene graph was
proposed to construct semantic entities and their semantic
relations in text data. Specifically, for the text data, the
text is first segmented to obtain a word sequence W =
{Wi, Wa, W, ..., W,}, where x is the number of words
in the text. The vector representation of each word is
then obtained by mapping each word to its corresponding
vector representation via a bag-of-words. Suppose that the
vector representation of the word W; is v;. To construct
relationships between words, an RNN can be used to predict
the relationships between words. Suppose we have a set
of relations, denoted by R;, containing u relations R; =
{Ri1,R2,R,3, ..., Rix}). For each pair of words (w;, w)),
we can compute the relationship score r(i, j) = fi(w;, w)),
where f; is the relationship prediction model. Finally, the
scene graph G; of a text can be represented as G; = (W, R;),
where W is the set of words containing x words, and R; is the
set of relations. Each relation r(i, j) can be represented by Ry,
where k is the category label of the relation.

After the global semantic relation graph and local semantic
relation graph are constructed, the semantic representations
of the network nodes are first learned separately by a
graph convolutional neural network, and then the node
representations are fused by a semantic fusion network,
which can obtain efficient semantic representations £; and (.
The formula for the node representation of semantic fusion
network is as follows:

&=0 (M} (gl = Gl)+5).
G =0 (M] (g =6l)+5"). )

where, M ]Ic and M f represent the semantic fusion matrix, 3/

and 3 T represent the bias terms, o () is the nonlinear activation
function, and o< represents the vector connection operator.

D. MODALITY INVARIANCE LEARNING

We strive to maintain cross-modal invariance by mini-
mizing the difference between representations of similar
items across modalities, and simultaneously maximizing
the distinction between dissimilar items within the same
modality. To achieve this, we incorporate triplet constraints
in embedding via a dedicated triplet loss term. The process
of selecting positive and negative sets for triplet loss is as
follows. Samples from different modalities but with the same
label are composed of sample pairs, for example, let A;
be the anchor image sample, and the positive text sample
pairs are paired with < Ay, P; >. Simultaneously, a sample
pair, such as < Ar,P; > was constructed, with text as
the anchor and images with the same label as a positive
sample. We then selected negative samples from mismatched
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image text pairs with different semantic labels to form triplet
samples < Aj, P;, N; >, < Ar, P;, N; > where the negative
sample N; is selected from all negative samples in the current
batch. The objective function for the modality invariance loss
is formulated as follows:

N
L= > [d(f(A).f(P)) — d(F (A, f(ND) + el (5)

i=1

N
Lo= > [d(F(A). f(P)) — d(f(AD. fF(N) + el (6)

t=1

Ltriplet =L+ L, @)

where, d() is a distance metric, alpha is an interval parameter,
[x]+ represents the positive part.

E. INTRA-MODAL SIMILARITY LEARNING

In the intra-modal similarity learning step, we focused on
data similarity learning within each media type to better
capture feature representations and similarity measurements
within the media type. An autoencoder enables the input
data to be encoded (compressed) and decoded (reconstructed)
through a network. We designed a reconstruction loss to
calculate the difference between the input of the autoencoder
and the decoder output. By optimizing this loss, the
autoencoder learns how to encode and decode the input data,
thereby capturing their main features of the input data. The
reconstruction loss can be expressed as

N
Leconstruction = Z [1X; — X!' |% (®)

i=1
Among them, X; represents the original input sample
with index i in the dataset, and X; represents the output
reconstructed by the autoencoder on the input sample X;.
By constructing an autoencoder network, the input data were
mapped to a low-dimensional encoding space through the
encoder and then reconstructed through the decoder. In the
process of optimizing reconstruction losses, the network
automatically learns how to extract and preserve key features
of the input data, thereby obtaining a more compact data

representation.

F. HASH CODE LEARNING

After the above learning process, the semantic represen-
tations of each modality &; and (; are mapped to the
modality-consistent semantic representation space, which
can provide a good foundation for hash code learning.
For quantized coding of cross-modal feature representation
matrices, [H ] and [H 1], we propose using the following loss
function number to train the hash model:

Lus = (1B = (HI1IE + |Br - [HrI})

+u (IUHE + IHAE) . ©)

where B; and Br denote the image and text hash code
matrices, respectively; 1 denotes all 1 matrix; and y and
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n denote the parameters used to balance the two parts.
By combining the above loss functions, the cross-modal hash
synthesis can be obtained as an objective function.

L= L:HS + Lreconstruction + Ltriplet- (10)

IV. EXPERIMENTS

A. DATASET

In the experimental section of this study, we provide a
broad and in-depth evaluation of the performance of cross-
modal retrieval. Experiments were performed on three
distinct datasets: Wikipedia [39], NUS-WIDE [40], and
MIRFlickr-25k [41]. These datasets cover image and text data
from different domains and content types, providing a diverse
set of challenges and evaluation environments. To improve
the computational efficiency of our experiments, we selected
only a part of the data in each dataset as the training and
testing samples. A selection of examples from Wikipedia,
NUS-WIDE, and MIRFlickr-25k is shown in Figure 5.

To assess the efficacy of the proposed method, we com-
pared it with six representative cross-modal retrieval models.
These models cover classical cross-modal retrieval methods.
By comparing these models, we aimed to comprehensively
evaluate the advantages of our approach under different
datasets and model settings. We detail the experimental
setup, performance metrics, and comparison results with
each model in the following sections to demonstrate the
effectiveness and superiority of our approach. The data for
most of the comparison methods in the table below are from
the original paper or are based on the source code provided
in the paper. The following are concise views of these
state-of-the-art technologies.

o CVH [12] presented at ICJAI in 2011. Proposed a
learned hash function method for cross-view similarity
search. Maintaining similarity in the hash code space
helps achieve efficient similarity matching in multi-view
datasets, thus facilitating progress in multimodal data
analysis.

o CMFH [42] was presented at CVPR in 2014. Their main
contribution is the attempt to use the Collective Matrix
Decomposition (CMF) method to learn cross-view
hash mapping relationships, which supports cross-view
searching and enhances search accuracy by integrating
information from multiple views.

« DCMH [15] presented at the CVPR in 2017. The
core idea of this study is to map data from different
modalities to a shared low-dimensional binary code
space, to achieve similarity matching of the cross-modal
data in that space. This method utilizes the ability of
deep neural networks to capture the correlations between
modalities in high-dimensional feature spaces.

« DJSRH [18] Presented at ICCV in 2019. This study pro-
poses a joint reconstruction loss function that combines
two key aspects: intra-modal reconstruction and inter-
modal reconstruction. Effective retrieval of large-scale
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Soldier Field, located on Lake Shore Drive in Chicago, is the

current home to the Bears. The Bears moved into Soldier

Field in 1971 after outgrowing Wrigley Field, the team’s

home for 50 years, and Northwestern University's residential

neighbors objected to their playing at Dyche Stadium, now
| called Ryan Field. After the AFL-NFL Merger, the newly

S could hold at least 50,000 fans.

TR The Western Chalukya kingship was hereditary, passing to the
;’, king's brother if the king did not have a male heir. The
- admiristration was highly decentralised and feudatory clans
such as the Alupas, the Hoysalas, the Kakatiya, the Seuna, the
southem Kalachuri and others were allowed to rule their
autonomous provinces, paying an annual tribute to the
~— * Chalukya emperor.

Wikipedia

NUS-WIDE
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FIGURE 5. A selection of examples from Wikipedia, NUS-WIDE, and MIRFlickr-25k.
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FIGURE 6. The curves of hyper-parameters analysis.

cross-modal datasets was achieved by utilizing the joint
semantic information of the cross-modal data.

o« DGCPN [26] Presented at AAAI in 2021. The method
utilizes graph embedding and deep learning to achieve
effective hash encoding learning in cross-modal datasets
by maintaining data neighborhood consistency. This
helps to improve the performance and efficiency of
multimodal data retrieval.

o DFAH [43] Presented at Knowledge-Based Systems in
2022. A discrete fusion adversarial hashing method for
cross-modal retrieval was proposed. It combines the
ideas of discrete coding and adversarial training using
adversarial training and fusion strategies, as well as the
introduction of a discretized quantization loss.

B. SETTING

To ensure a fair comparison, the proposed method is imple-
mented using the DFAH framework. Similarity-preserving
subnetwork layers were established with 4096 dimensions
for both images and texts. Throughout the training, the
parameters of the feature-extracting subnetworks remained
fixed, with updates solely applied to similarity-preserving
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sub-networks. Employing a mini-batch SGD optimizer with
a 0.9 momentum and weight decay of 0.0005, we utilized
a mini-batch size of 32 with a learning rate set at 0.005.
To determine the optimal hyperparameters «, 8, y, and
8. A validation test was conducted using 2000 randomly
selected queries from the retrieval database to determine
the optimal hyperparameters «, B, y, and §. Figure 6
illustrates the sensitivity analysis of each hyperparameter on
NUS-WIDE within the range {0.001, 0.01, 0.1, 1, 2} for «,
B, v, and 4. The results indicated that the best performance
occurred when « = § = y = 1, and 8 = 0.1. Similarly,
employing the same method for the other two datasets yielded
the optimal hyperparameters « = 6 = y = 1, and
B = 0.1, resulting in the best performance. Our experiments
were conducted using a workstation equipped with an 11th
Gen Intel(R) Core(TM) i7-1165G7 processor at 2.8GHz and
an NVIDIA GTX 1080ti GPU with 11GB of memory and
CUDA acceleration. The computer ran 16GB of content.

C. PERFORMANCE EVALUATION

To thoroughly assess the performance of our proposed
cross-modal retrieval method, we used two main evalua-
tion metrics: mean average precision (mAP) scores and
precision-recall curves (PR-curves).

Mean average precision(mAP) is a commonly used perfor-
mance metric that is particularly applicable to cross-modal
retrieval tasks. In our experiments, mAP was used to
measure the quality of retrieval results on different datasets.
It considers the ranking of retrieved relevant texts/images and
the relationships between them, thereby providing a more
comprehensive performance evaluation. In calculating mAP,
we focus on the average precision of each query (query) and
then average the average precision of all queries to obtain the
final mAP score. A high mAP score indicates that the retrieval
results are of higher quality and ranked higher for relevant
items.

Precision-recall curves are another method that is com-
monly used to evaluate retrieval tasks. In our experiments,
we plotted PR curves to visualize the trade-off between
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FIGURE 7. PR-curves on Wikipedia.

TABLE 2. Comparison of MAP scores on Wikipedia dataset.

Title 1 Methods | 16-bits | 32-bits | 64-bits
CVH 0.46 0.149 0.155
CMFH 0.254 0.258 0.262
DCMH 0.309 0.318 0.329
I query T DJSRH 0.388 0.403 0412
DGCPN 0.404 0.413 0.420
DFAH 0.739 0.740 0.751
MGSGH 0.751 0.757 0.759
CVH 0.275 0.236 0.168
CMFH 0.612 0.630 0.630
DCMH 0.622 0.633 0.645
T query I DJSRH 0.611 0.635 0.646
DGCPN 0.539 0.550 0.558
DFAH 0.761 0.764 0.776
MGSGH 0.771 0.772 0.791

different precision rates and recall rates. The precision rate
represents the proportion of retrieved items that are truly
relevant and the recall rate represents the proportion of
retrieved truly relevant items out of all truly relevant items.
By plotting the PR curves, we can see how the precision
rate performs under different recall rates, which helps us
understand the trade-off between the different performance
metrics.

Using these two evaluation metrics, we comprehensively
assessed the performance of our method across different
datasets and model comparisons. The mAP scores provide an
overall performance metric, while the PR-curves help us to
gain insight into the performance at different operating points
to better evaluate the superiority of our method.
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TABLE 3. Comparison of MAP scores on NUS-WIDE dataset.

Title 1 Methods | 16-bits | 32-bits | 64-bits
CVH 0.372 0.362 0.406
CMFH 0.559 0.570 0.578
DCMH 0.511 0.519 0.524
I query T DJSRH 0.724 0.773 0.798
DGCPN 0.625 0.635 0.654
DFAH 0.639 0.660 0.666
MGSGH 0.759 0.788 0.810
CVH 0.474 0.442 0.443
CMFH 0.661 0.692 0.716
DCMH 0.637 0.653 0.695
Tqueryl | DISRH | 0712 | 0744 | 0771
DGCPN 0.631 0.648 0.660
DFAH 0.684 0.698 0.701
MGSGH 0.723 0.755 0.788

The Wikipedia dataset is a relatively small cross-modal
retrieval dataset with only 2866 image text pairs;however,
the label classification inside is relatively abstract. Therefore,
according to the settings in [44], we selected 2172 examples
as training data, 462 examples as test data, and 231 examples
as validation examples. From Table 2, we can see that the
seven cross-modal retrieval methods, including ours, do not
perform very well on the Wikipedia dataset compared with
the other datasets. The reason for this lies in the greater
abstractness of the categories within Wikipedia compared
with the other two datasets, resulting in increased difficulty
in acquiring discernible semantic features. However, our
method still outperformed the other methods. Compared to
the CVH and CMFH methods, our direct learning hash
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TABLE 4. Comparison of MAP scores on MIRFlickr-25K dataset.

function strategy reflects advantages, indicating that our
direct learning hash function strategy not only avoids the
quantization loss but also maintains the similarity of similar
objects in the binary space in a very good way. In addition,
as shown Figure 7, the longer the hash code length, the
better is the cross-modal retrieval performance, indicating
that longer hash codes can reduce the impact of hash

conflicts.

The NUS-WIDE dataset is an open-source cross-modal
retrieval dataset that is very large, and some text descriptions
are not only in English but also in other languages. Therefore,
based on the ACMR settings [38], we selected 8000 samples
as training data, 1000 samples as test data, and 1000 samples
as validation examples. From Table 3, we can see that our
method has better cross-modal retrieval results because we
build a graph structure for tags and use graph strategies to
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explore the semantic dependencies. This is mainly because
semantic knowledge is comprehensively and accurately rep-

Title 1 | Methods | 16-bits | 32-bits | 64-bits _ Y _ ,
CVH 0.606 0.599 0.596 resented by a multigraph so that more fine-grained semantic
CMFH | 0.648 | 0.660 | 0.669 relationships can be mined to improve retrieval accuracy. This
DCMH 0.689 0.698 0.714 validates the importance of considering semantic connections
Iquery T | DISRH | 0810 | 0.843 | 0.862 portan g e ¢ ‘
DGCPN 0732 0.742 0.751 among tags and highlights the value of investigating multiple
DFAH 0739 | 0.740 | 0751 tags as a promising avenue for research. Compared to the
MGSGH | 0832 0.855 0.873 DCMH method, our method is more advantageous, because
CVH 0591 | 0583 | 0576 ) » ORI geous,
CMFH 0.617 0.624 0.631 our intra-modal invariance strategy plays an important
DCMH 0.692 | 0704 | 0.718 role in the common space mapping process. This strategy
Tqueryl | DISRH | 0786 | 0822 | 0835 effectively reduced the heterogeneity between modalities
DGCPN | 0729 | 0741 | 0.749 ) ’ . '
DFAH 0.761 0.764 0.776 in cross-modal representation learning, demonstrating the
MGSGH | 0.806 0.835 0.893 effectiveness of our method. However, based on Figure 8§,

our observation indicates that retrieving text from images
yields superior results compared to retrieving images from
text. This disparity stems from the fact that textual features
capture the semantic essence of an object more effectively,
whereas image features solely delineate the rudimentary
visual attributes.

The MIRFLICKR-25K dataset contains many variations
and a large amount of data. To ensure fairness in comparison,
we selected 20015 samples as training data, 2000 samples as
test data, and 2000 samples as validation examples based on
the DFAH setting. As shown in Table 4, our method obtains
better results than all other methods, compared to the CMFH
method, which only uses coarse-grained features and ignores
fine-grained complementary cues in cross-modal similarity
learning. Our proposed method has a more powerful semantic
representation capability, which means that it can capture
more abstract conceptual information, and fully considered a
combination of global coarse-grained semantic information
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TABLE 5. The mAP@50 results on MIRFlickr-25k to evaluate the
effectiveness of each part in our method.

Title 1 Methods 16-bits | 32-bits | 64-bits
MGSGH 0.832 0.855 0.873

Iquery T MGSGH-Nothing 0.499 0.518 0.518
MGSGH-Only Graph 0.612 0.621 0.624

MGSGH 0.806 0.835 0.893

T query I MGSGH-Nothing 0.507 0.524 0.531
MGSGH-Only Graph 0.661 0.694 0.716

and fine-grained local semantic information. In addition,
from Figure 9, we can see that the DGCPN method also
achieves relatively good results because the DGCPN method
also considers fine-grained linguistic information, whereas
the DGCPN method employs comprehensive similarity to
prevent losses to pay attention to fine-grained linguistic
information. DFAH, on the other hand, introduces the
adversarial idea, which makes full use of semantic concepts
to expand the interval distance between different semantic
concepts, but does not consider inter-modal heterogeneity and
intra-modal invariance.

D. FURTHER ANALYSIS

To further demonstrate the advantages of our proposed
method in some aspects, we made some variations in the
feature extraction preservation of image text and the learning
of hash functions while keeping the other settings the
same. MGSGH was the method proposed in this study.
MGSGH-Nothing simply uses deep neural networks to
extract features of images and texts, and then maps them
to a binary common subspace for cross-modal retrieval.
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MGSGH-Only Graph fully explores the inherent correlation
between data of different granularities by constructing a
scene graph neural network, fusing coarse-grained and
fine-grained representations, and then simply mapping
them to a binary common subspace for cross-modal
retrieval.

Table 5 lists the data with hash code lengths of 16, 32,
and 64 bits obtained by applying the above three methods
to the MIRFlickr-25k dataset. From this table, we can see
that MGSGH achieves the best results, indicating that the
construction of scene graph neural networks and direct
learning of hash codes play important key roles. Scene
graphs can provide rich correlation modeling for different
object and relationship combinations, and help achieve
more accurate and comprehensive cross-modal retrieval.
According to the experimental data from the MGSGH and
MGSGH-Only Graph, directly learning the hash code can
effectively reduce quantization loss, retain more semantic
information, and improve the efficiency of cross-modal hash
retrieval.

V. CONCLUSION

This study introduces a scene graph model to perform hier-
archical semantic association modeling on multimodal data.
For each modality of data, coarse-grained semantic asso-
ciation information is represented using intra-modal global
semantic maps, whereas fine-grained semantic association
information is described using hierarchical local semantic
maps based on scene graphs, providing sufficient semantic
discrimination information for cross-modal quantization
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coding learning. By enforcing comprehensive similarity
preservation, we establish effective cross-modal representa-
tions to bridge the differences in the feature space or data
structure between image and text modal data. In addition,
a direct learning approach for generating hash codes is
introduced, which reduces the impact of quantization loss.
This approach not only simplifies the learning process but
also enhances the quality of the resultant hash codes. The
proposed framework was rigorously validated on various
benchmark datasets, thereby demonstrating its superior
performance in retrieval tasks.
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