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Cloud computing offers high computational resources at a reasonable price-
level. This has led to a great migration of users to cloud computing from other
modes of computing. Cloud computing resources are offered on a pay-as-you-
use basis, allowing users to be free from maintenance costs. The cloud paradigm
has arisen due to a rapid growth in applications and data sizes. Even though
cloud computing servers and resources may seem unlimited, this is not true, as
increased server usage leads to increased energy consumption and carbon emis-
sions. Therefore, minimising the number of active servers in a cloud-computing
set-up can significantly improve energy consumption. Additionally, reducing
the number of virtual machine migrations can improve the hardware reliability
of the overall cloud computing system. Another aspect that can increase user sat-
isfaction is the scheduling of users’ tasks, as many agencies, organisations, and
departments are responsible for time-critical tasks that need to be completed as
soon as possible at reasonable cost.

This thesis presents three significant contributions to the field of knowledge.
The first contribution entails a study on server consolidation, which employs
the Locust Scheduling Meta-Heuristic Algorithm (LACE). This contribution is
composed of three distinct parts. The first part involves a review of prior locust-
inspired algorithms, while the second part concerns the adaptation of the algo-
rithm to the cloud computing paradigm. The third part addresses the limitations
of LACE algorithms, leading to the proposition of a novel meta-heuristic algo-
rithm called the Locust-Inspired Algorithm (LIA) that can effectively map virtual
machines (VMs) for efficient server consolidation. This algorithm can also be
used for task scheduling. The proposed algorithm efficiently maps and achieves
the objective function for server consolidation, optimising energy consumption,
VM migrations, and server utilisation. To validate the effectiveness of the pro-

i



© C
OPYRIG

HT U
PM

posed algorithm, it was tested via simulation using real datasets. Furthermore, a
mathematical model was developed, which models the cloud computing infras-
tructure, capable of allocating VMs to a minimum number of servers, increasing
server utilisation, and triggering necessary migrations to reduce underutilised
servers. The simulation results demonstrate that the proposed algorithm out-
performs existing heuristic and meta-heuristic algorithms, including the bench-
marking algorithm (LACE). The proposed algorithm demonstrated a 61.8% and
81.03% reduction in energy consumption and VM migrations, respectively, com-
pared to LACE. Additionally, the proposed algorithm exhibited superior perfor-
mance compared to other state-of-the-art algorithms.

The second contribution of the thesis concerns the scheduling of independent
tasks, called cloudlets. In this contribution, a novel analogy of the locust-inspired
algorithm is presented in the field of cloudlet scheduling. The proposed algo-
rithm has the ability to improve cloudlet allocation to meet the objective func-
tion. The problem is modelled as a set of events that locates an appropriate VM
on which to allocate the cloudlet. The proposed algorithm’s efficiency is eval-
uated using the CloudSim toolkit and a synthetic dataset. Results reveal that
it outperforms other state-of-the-art nature-inspired algorithms such as TOPSIS-
PSO, FUGE, ACO, and MACO, with average improvements of 55.6%, 66.9%, and
31.6% in makespan, waiting time, and resource utilisation, respectively.

The third contribution arises from investigating the scheduling of dependent
tasks, where most of the tasks have parents and children, and the batch of tasks
is called a job. These tasks are connected together based on the model structure.
The scientific workflow has an immense computational requirement, which is
considered data-intensive. The LIA is considered a novel algorithm that adapts
the study of locust movement behaviour from biology to job scheduling in the
cloud computing environment. The proposed algorithm is used with four differ-
ent workflow structures (Montage, Cybershake, Inspiral, and SHIPT) and their
datasets within a range of 50, 100, and 1000 tasks. The proposed algorithm is
evaluated using the WorkflowSim simulation with a real dataset. From the re-
sults, the LIA improves job allocation by reducing job makespan and cutting the
cost of using resources. The job scheduling of the scientific workflow can effi-
ciently outperform state-of-the-art competitor algorithms.
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ALGORITMA META-HEURISTIK TERINSPIRASI BELALANG UNTUK
MENGOPTIMUMKAN PRESTASI KOMPUTERAN AWAN

Oleh

MOHAMMED ALAA FADHIL

Januari 2023

Pengerusi : Mohamed Othman, PhD
Fakulti : Sains Komputer dan Teknolologi Maklumat

Pengkomputeran awan menawarkan perkhidmatan yang pengkomputeran
tinggi pada tahap harga yang berpatutan. Ini telah membawa kepada penghi-
jrahan besar pengguna kepada pengkomputeran awan daripada mod pengkom-
puteran lain. Sumber pengkomputeran awan ynag ditawarkan adalah menggu-
nakan pendekatan bayar mengikut penggunaan (pay-as-you-use) yang mem-
bolehkan pengguna bebas daripada kos penyelenggaraan. Paradigma awan
telah pesat membangun disebabkan oleh keperluan aplikasi dan saiz data
yang semakin meningkat. Walaupun pelayan dan sumber pengkomputeran
awan menawarkan perkhidmatan yang tidak terhad, namun implikasi seba-
liknya adalah peningkatan penggunaan tenaga dan pelepasan karbon yang tidak
terkawal. Oleh itu, meminimumkan bilangan pelayan yang aktif dalam persedi-
aan pengkomputeran awan boleh mengurangkan penggunaan tenaga dengan
ketara. Selain itu, dengan meminumkan bilangan pemindahan mesin maya
boleh menambahbaik kebolehpercayaan perkakasan pada keseluruhan sistem
pengkomputeran awan. Di samping itu, bagi meningkatkan kepuasan peng-
guna, kaedah penjadualan tugas pengguna boleh dilaksanakan, kerana banyak
agensi, organisasi dan jabatan bertanggungjawab untuk menyelesaikan tugasan
kritikal dalam jangkamasa yang pendek serta pada kos yang berpatutan.

Tesis ini membentangkan tiga sumbangan penting kepada bidang penyelidikan.
Sumbangan pertama adalah kajian tentang penyatuan pelayan, yang menggu-
nakan Algoritma Meta-Heuristik Penjadualan Locust (LACE). Sumbangan ini
terdiri daripada tiga bahagian yang berbeza. Bahagian pertama melibatkan ka-
jian semula algoritma yang diilhamkan oleh belalang sebelum ini, manakala ba-
hagian kedua melibatkan penyesuaian algoritma kepada paradigma pengkom-
puteran awan. Bahagian ketiga menangani batasan algoritma LACE, yang mem-
bawa kepada cadangan algoritma meta-heuristik baru yang dipanggil Algo-
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ritma Locust-Inspired (LIA). LIA berkeupayaan memetakan mesin maya (VM)
dengan berkesan untuk penyatuan pelayan yang lebih cekap. Algoritma ini
juga boleh digunakan untuk penjadualan tugas. Algoritma yang dicadan-
gkan adalah cekap memetakan dan mencapai fungsi objektif untuk penyat-
uan pelayan, mengoptimumkan penggunaan tenaga, migrasi VM dan penggu-
naan pelayan. Untuk membuktikan keberkesanan algoritma yang dicadangkan,
pengujian menggunakan simulasi dengan set data sebenar telah dilaksanakan.
Tambahan pula, model matematik telah dibangunkan, yang memodelkan in-
frastruktur pengkomputeran awan, serta mampu memperuntukkan VM den-
gan bilangan minimum pelayan bagi meningkatkan penggunaan pelayan, dan
mencetuskan migrasi yang diperlukan untuk meminumkan pelayan yang ku-
rang digunakan. Keputusan simulasi membuktikan bahawa algoritma yang
dicadangkan mengatasi algoritma heuristik dan meta-heuristik sedia ada, ter-
masuk algoritma penanda aras (LACE). Algoritma yang dicadangkan menun-
jukkan pengurangan 61.8% dan 81.03% dalam penggunaan tenaga dan migrasi
VM, masing-masing, berbanding LACE. Selain itu, algoritma yang dicadangkan
mempamerkan prestasi unggul berbanding dengan algoritma yang lain.

Sumbangan kedua tesis ini adalah penjadualan tugas bebas yang dipanggil
cloudlets. Dalam sumbangan ini, analogi baru algoritma yang diilhamkan oleh
belalang dibentangkan dalam bidang penjadualan cloudlet. Algoritma yang di-
cadangkan mempunyai keupayaan untuk menambah baik peruntukan cloudlet
untuk memenuhi fungsi objektif. Algoritma ini dimodelkan sebagai satu set
acara bagi mencari VM yang sesuai untuk memperuntukkan cloudlet. Eksper-
imen menyeluruh dijalankan menggunakan aplikasi simulasi “CloudSim” den-
gan set data sintetik. Keputusan mendedahkan bahawa algoritma baru yang di-
cadangkan mengatasi prestasi algoritma tercanggih yang diilhamkan oleh alam
semula jadi lain seperti TOPSIS-PSO, FUGE, ACO dan MACO, dengan purata
peningkatan sebanyak 55.6%, 66.9% dan 31.6% dalam makespan, masa me-
nunggu dan penggunaan sumber, masing-masing.

Sumbangan ketiga pula adalah tertumpu bagi mengkaji semula kebergantun-
gan penjadualan tugas, di mana kebanyakan tugas mempunyai parent dan
child, kumpulan tugas yang dikenali sebagai kerja (job). Tugas-tugas ini disam-
bungkan bersama berdasarkan struktur model. Aliran kerja saintifik mempun-
yai keperluan pengiraan yang besar, yang dianggap intensif data. LIA dianggap
sebagai algoritma baru yang menyesuaikan kajian tingkah laku pergerakan be-
lalang daripada biologi kepada penjadualan kerja dalam persekitaran pengkom-
puteran awan. Algoritma yang dicadangkan digunakan dengan empat struk-
tur aliran kerja yang berbeza (Montaj, Cybershake, Inspiral dan SHIPT) dan set
datanya dalam julat 50, 100 dan 1000 tugasan. Algoritma yang dicadangkan diuji
menggunakan simulasi ‘WorkflowSim’ dengan set data sebenar. Daripada kepu-
tusan itu, LIA mampu menambah baik peruntukan pekerjaan dengan mengu-
rangkan kerja dan mengurangkan kos penggunaan sumber. Penjadualan kerja
aliran kerja saintifik boleh mengatasi prestasi algoritma pesaing terkini dengan
lebih efisen.
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CHAPTER 1

INTRODUCTION

1.1 Background

Cloud computing is the current computer technology for delivering services to
customers on demand. This technology eases access to information through var-
ious devices, for instance smartphones, laptops, and tablets. Nowadays, cloud
computing is considered a worldwide trend, with many advantages. There are
three models of cloud service, namely Infrastructure as a Service (IaaS), Software
as a Service (SaaS), and Platform as a Service (PaaS). Many clients, industries,
and so forth are migrating their data, data processing, information, etc. onto
cloud computing platforms. These resources are spread all around the world for
the rapid delivery of services to users (Dasgupta et al., 2013; Apostu et al., 2013).
Resources are collections of physical or virtual components of bounded avail-
ability within a computer structure. Any connected device is considered as a
resource as is any internal component of the system, as listed in Table 1.1 (Manvi
and Shyam, 2014).

Table 1.1: Physical and logical resources

Physical resources Logical resources
Storage Bandwidth (BW)
Memory Energy

CPU Operating system
Workstations Information security, protocols

Network elements APIs
Sensors/actuators Network loads, delays

(Manvi and Shyam, 2014)

According to (Kaur and Luthra, 2012; Malladi, 2015), once cloud computing
emerged, many challenges were encountered such as scaling, security, Quality
of Service (QoS) management, resource scheduling, data centre energy consump-
tion, service availability, data lock-in, and competent load balancing. Neverthe-
less, a cloud computing platform has three logical components, namely the ser-
vice providers, the service users, and the intermediary between them that may
be an application, network, bandwidth, etc. The intermediary is the respon-
sibility of software developers, while service providers and end-users are the
responsibility of cloud computing researchers, as researchers must improve the
ways of using services and managing them. For instance, an efficient server con-
solidation algorithm can reduce energy consumption in cloud computing data
centres. Meanwhile, an efficient task scheduling algorithm can improve the ex-
ecution time of the users’ tasks and reduce the cost of using the resources and
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many more benefits that can be obtained. Therefore, server consolidation and
task scheduling (for independent and dependent tasks) are the main concerns
in cloud computing (Jadeja and Modi, 2012; Preist and Shabajee, 2010). Task
scheduling is the process of assigning the load among available resources in or-
der to improve resource utilisation and the execution time to manage tasks and
reduce cost and waiting time where it can achieve high user satisfaction (Singh
et al., 2016; Goyal and Verma, 2016).

On the other hand, server consolidation can play a vital role in enhancing energy
consumption, while preserving the Service Level Agreement (SLA), and at the
same time an efficient server consolidation algorithm can reduce the VMs that
need to be migrated. Therefore, effective server consolidation and efficient task
scheduling algorithms can boost the success of cloud computing environments
with high QoS. A lot of research has been conducted on server consolidation and
task scheduling of cloud computing; however, even though cloud computing
still faces many problems. Cloud computing should have two goals: server con-
solidation and task scheduling, hence according to (Ivanisenko and Radivilova,
2015), the results of these goals are:

1. High resource availability

2. Increasing resource utilisation

3. Reduction in resource cost

4. Preserving the elasticity of cloud computing

5. Reduction of carbon emissions

6. Energy savings.

Server consolidation could attain the green cloud computing status, in terms of
energy and carbon emissions. The literature reveals that the world’s data centres
consumed twice as much electricity in 2005 compared to 2000. Nevertheless,
the upward trend in energy consumption slowed remarkably from 2005-2010,
which was due to the economic crisis. Since 2005, the industry has made more
effort to improve the efficiency of data centres and at the same time to spread
virtualisation technology that improves data centre exploitation (Koomey et al.,
2011; Shehabi et al., 2018).

For instance, United States data centres reported growth, where 6000 data cen-
tres consumed 61× 109 kWh of energy in 2006, which represents 1.5% of all U.S.
electricity consumption, costing $4.5 billion (Vrbsky et al., 2010). More recently,
U.S. data centres consumed around 70× 109 kWh, and the energy consumption
was about 2% of the total electricity consumption of the country. At the same
time, the data centres’ workload exponentially increased (Shehabi et al., 2018).
Data centres in the United States consume a significant amount of energy. Ac-
cording to the U.S. Energy Information Administration (EIA) (EIA, 2020), data
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centres in the United States consumed an estimated 91 billion kilowatt-hours
(kWh) of electricity in 2020, which is about 1.8% of total electricity consumption
in the country. This represents a significant increase from the past decade, due in
part to the growing amount of data being stored and processed by data centres.

Additionally, data centres are becoming more energy-efficient with the help of
new technologies and energy saving practices, but energy consumption is still
a concern as the amount of data being processed increases. The growth of data
centre electricity in 2022 and beyond is uncertain, but based on Moore’s law, the
data centre energy consumption is moving upwards from 200 TWh to 800 TWh
in the upcoming 10 years as illustrated in Figure 1.1 (Koot and Wijnhoven, 2021).

Figure 1.1: Forecasting data centre energy with Moore’s law

The modelled trends chart indicates the past and the projected growth average
of the electricity consumed for the years between 2016-2030. While the previous
measures may not be enough for the data centres in the future, if the industry
does not address this issue by using an efficient optimisation method, such as
the successful stabilisation of data centre energy consumption, there will need
to be innovations in the efficiency of the data centres. Researchers such as Preist
and Shabajee (2010) predict the energy consumption may reach 10300 TWh per
year in 2030, based on 2010 efficiency levels. Also, Koot and Wijnhoven (2021)
in Figure 1.2 has presented a forecast of energy consumption of data centres that
consume a huge amount of electricity that needs serious attention by researchers.

All of these enlargements in energy consumption are projected. The standby
(idle) and underutilised servers could also be contributing significantly to energy
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wastage and carbon emissions. In (Blackburn and Hawkins, 2013) it is reported
that standby servers emit 11 million tons per year of CO2 and the total cost for
standby servers is about $19 billion. Gartner research (Snyder, 2010) reported
the ratio of the unutilised servers as 18% in the huge data centres, while the
utilisation of the x86 servers is even lower at 12%. These results confirmed that
server utilisation falls in the range of between 10-30% (Barroso and Hölzle, 2007).

Figure 1.2: Energy Consumption per year (Koot and Wijnhoven, 2021)

As a result, efficient resource management can be utilised to reduce both opera-
tional costs and environmental effects (such as carbon emissions) while achiev-
ing system stability. On the other hand, user satisfaction can be achieved too
when an efficient utilisation of the resources could be achieved that can impact
the user budget and task execution. The users’ tasks need efficient scheduling to
achieve the efficient utilisation of cloud computing resources.

1.2 Motivation

The rapid development of information technology and its variety of uses has led
to the emergence of cloud computing after decades of evolution of computing
facilities. Previous computing technology has had many challenges and draw-
backs. Therefore, the coming technology seeks to overcome or avoid those draw-
backs by being more extendable, advanced, and compatible with other technolo-
gies.

Cloud computing is tied to many technologies. Examples are the Internet of
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Things (IoT) (Distefano et al., 2015; Botta et al., 2016), e-Health applications with
cooperating Wireless Body Area Networks (WBAN) (Diallo et al., 2014), big data
management and Vehicular Ad-hoc Networks (VANET) (Botta et al., 2016). The
complex diversity of approaches to cloud computing and the burden of its en-
ergy needs makes it challenging to narrow the whole field down to one opti-
misation algorithm. Considering energy efficiency which can be gained from
server consolidation is not enough for a real application, hence this will lead to
problems such as unbalanced loads for each server (Tian et al., 2018) ), while op-
timising task allocation is another aspect that needs to be improved in order to
increase user satisfaction. The improvement to task scheduling can improve exe-
cution time while preserving the hardware reliability of servers that may reduce
high migration rate (i.e., migration from VM to VM and from server to server).
Also, the cost required to use the resources may reduce accordingly when the
scheduling is improved. Therefore, improving server consolidation and task
scheduling (for independent and dependent tasks) could obtain integrated so-
lutions based on a meta-heuristic algorithm.

1.3 Server Consolidation

Data centre services are exponentially propagated. Cloud providers present their
services by virtualized Physical Machines (PMs) in an active virtual machine.
This needs to be sold to clients by offering high performance and high data
repository volume (Beloglazov et al., 2012). Meanwhile, the virtualisation tech-
nology of data centres is broadly employed to ease the management of PMs or
“servers”. However, this employment of PMs to VMs might affect the perfor-
mance of the data centres if carried out incorrectly. This leads to avoiding the
data centre’s sprawl, energy consumption, and a large carbon footprint (Black-
burn and Hawkins, 2013). On the other hand, this technology brings many ben-
efits such as resource allocation, VM resizing, live migration, and server consol-
idation (Wang et al., 2012). Server consolidation is widely employed to decrease
the total energy consumption in data centres as well as carbon emissions (Vogels,
2008; Ferreto et al., 2011; Wood et al., 2009).

Furthermore, the wastage of resources is at the heart of the spread of cloud com-
puting (Pop et al., 2012). This leads to more energy wastage. Barroso and Höl-
zle (2007) revealed that the average server utilisation levels are between 10%
and 50%. The main reason why server consolidation is a prominent topic for
researchers is the issue of virtual machine live migration. Live migration is con-
sidered the best way to reduce energy consumption by reducing the number of
active servers in the data centre. Figure 1.3 demonstrates a server consolidation
overview by taking four servers as an example to implement VMs migration and
turning off the unused servers.

Virtual machine live migration can employ VMs to move among the servers
with much better system downtime to avoid SLA violations while preserving
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the QoS. In other words, server consolidation (Varasteh and Goudarzi, 2015) in-
volves placing several VMs on a smaller number of PMs for enhancing resource
utilisation and reducing energy consumption while using a more attractive fea-
ture for the server consolidation technique (i.e., VM live migration). Hence, this
feature allows a processing VM to be relocated from one PM to another with-
out interrupting the service. The VM migration methods might differ based on
parameter variations.

Controller
40% SU

70% SU

Before SC

OFF

90% SU

After  SC

          VM
SU = Server usage 
SC= Server consolidation
VMT= VMs transferring 
(migration) 

V
M

T
V

M
T

Figure 1.3: Server consolidation overview.

1.4 Cloudlet Scheduling

Cloud computing loads are unsteady, based on user requirements and the needs
of resources. Load balancing is one of the main challenges in this area that cannot
be neglected (Jadeja and Modi, 2012). It is the process of assigning and reassign-
ing the load among available resources in order to achieve better utilisation to
minimise the cost, energy consumption, and response time (Singh et al., 2016;
Goyal and Verma, 2016). Load balancing organises the workload in a perfect
manner across all the resources to achieve competent resource utilisation, user
satisfaction, fair allocation of resources, as well as expanding scalability and pre-
venting over-provisioning and bottlenecks, etc. (Milani and Navimipour, 2016).
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An overview of the task scheduling model is demonstrated in Figure 1.4. The
model introduces some components of the data centre such as physical compo-
nents (servers) and virtualized components (i.e., VMs). The task load balancer
receives clients’ demands and implements a load balancing algorithm for the
tasks to allocate the demands among the VMs. The load balancer selects the
suitable VM that should be allocated to the upcoming demand. The data centre
controller is responsible for task management. Hence, tasks are submitted to the
load balancer, which implements the load balancing algorithm to select the suit-
able VM to manage that task or set of tasks and then the balancer will preserve
the PMs’ balance all the time.

 . . . 

Users

SLA

Distributing the load on PMs

Connection . . .

4×VM4×VMPM₂ 

2×VM

3×VMPM₁ PM₃ PM₄

DC Controller/load balancer

PMn

VM monitor
VM monitor

VM monitor VM monitor

 m×VM

Virtual machine manager

Figure 1.4: Dependent and independent task scheduling overview.

The VM manager is responsible for VMs. The dominant technology in the cloud
computing environment is virtualisation, which aims to distribute expensive
hardware among VMs. A virtual machine is a software application that man-
ages systems that allow applications to run. Cloud computing users are placed
all around the world and randomly submit their demands to the VMs for pro-
cessing. Thus, the assignment of tasks is one of the most important concerns
in cloud computing and should be considered to preserve the QoS. When some
VMs are idle, overloaded, or have few tasks to manage, then the QoS will be
decreased, leading to user dissatisfaction, and the user will try to migrate their
work to another service provider. The Virtual Machine Monitor (VMM) or “hy-
pervisor” is used to manage and create the VMs (LD and Krishna, 2013). VVMM
presents four procedures: provision (resume), suspension (storage), multiplex-
ing, and live migration (Hwang et al., 2013). These procedures are essential for
load balancing.
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1.5 Job Scheduling of Scientific Workflow

The scientific workflow is a process for accomplishing a scientific objective, usu-
ally expressed in terms of tasks and their dependencies. These tasks need an
efficient platform to manage them, especially when the number of tasks is huge
(e.g., hundreds or thousands of tasks) (Li et al., 2015). In scientific computing
applications such as bio-informatics, physics, astronomy, etc., a workflow is the
most widely used model for representing scheduled tasks (Song et al., 2017).
For instance, creating a wide picture of the galaxy requires a mosaic image that
contains hundreds of tasks to generate it. Also, the anatomy of an earthquake
is data-intensive where the epicentre needs to analyse and evaluate a massive
amount of workflow data (Callaghan et al., 2011). This data-intensive process
needs high computational resources with the lowest cost such as CPUs, mem-
ory, storage units, etc.

Cloud computing supports data-intensive computation by providing resources
in a cost-effective and scalable manner since the users of cloud computing can
pay based on their use (Aslam et al., 2017; Ferdaus et al., 2017; Ghazouani and
Slimani, 2017). Cloud computing provides the virtualisation technology which
is considered the most promising solution for sharing resources among the users
by shrinking resources based on the cloud user requests and this can be said to
be multi-cloud computing. This can be provided by various cloud-based IaaS
providers such as Google Compute Engine, Amazon EC2, Microsoft Azure, etc.
(Sooezi et al., 2015). Scheduling the workflow in cloud computing is still a chal-
lenging issue to meet the QoS such as the execution time and cost.

1.6 Problem Statement

Cloud computing is a paradigm that delivers computing services to users on a
pay-as-you-use basis. Due to its economical basis and other benefits, the number
of cloud computing users has risen significantly, resulting in millions of instruc-
tions and data that need to be retrieved or stored in cloud storage per time unit,
represented as tasks. These tasks must be scheduled to a cloud provider that has
enough resources to meet the users’ requirements, as regulated by agreements
between cloud providers and users. Therefore, both tasks and servers must be
taken into consideration. Despite fluctuations in user requirements for the num-
ber of resources needed and the number of tasks managed by VMs, an efficient
algorithm is required to handle these fluctuations. Efficient server utilisation
and task scheduling algorithms remain challenging issues in the cloud comput-
ing environment.

Despite various studies by (Kurdi et al., 2018; Panwar et al., 2019; Shojafar et al.,
2015; Tawfeek et al., 2013; Yonggui and Ruilian, 2011; Konjaang and Xu, 2021),
many challenges remain unresolved in the research domain of server consoli-
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dation and task scheduling (independent tasks and dependent tasks) in cloud
computing environments. The three main problems that motivate this study are:

1. The current meta-heuristics used for server consolidation in cloud comput-
ing (i.e., LACE) have been found to suffer from local optima entrapment,
resulting in a slow convergence rate. This leads to increased VM migra-
tions, energy consumption, and high resource utilisation. Additionally,
cloud server utilisation is plagued by high wastage of resources and ex-
cessive energy consumption, particularly in the case of idle servers which
consume around 70% of the resources of a fully utilised server. This high-
lights the need for an efficient algorithm for mapping servers in cloud com-
puting environments, particularly for idle servers.

2. The performance of cloud computing systems can be impacted by long
processing times during the scheduling of cloudlets, leading to prolonged
completion times. Effective scheduling of cloudlets that considers cus-
tomers’ QoS expectations for makespan, waiting time, and resource util-
isation is critical. This underscores the importance of developing an effi-
cient task scheduling algorithm to address these challenges in the cloud
computing environment.

3. The task scheduling in scientific workflows is challenging, particularly
with the rising costs and time limitations in cloud computing and the com-
plex data processing requirements of these workflows. This leads to the
need for a novel, effective algorithm that can optimise the scheduling of
tasks while minimising overall costs and maximising makespan, consider-
ing heterogeneous systems, the priority and balance of tasks, child-parent
tasks, and link latency.

1.7 Research aims and Objectives

The aim of this research is to enhance cloud computing performance by design-
ing and implementing meta-heuristic algorithms that address different aspects
of cloud computing, such as server consolidation, independent task scheduling,
and dependent task scheduling. To achieve this main aim, the following specific
objectives have been outlined:

1. Propose a mapping and consolidation algorithm for VMs that improves
energy consumption in data centres, increases resource utilisation, and re-
duces the number of VM migrations.

2. Develop an independent task scheduling algorithm that enhances the
makespan, improves resource utilisation, and reduces waiting times.

3. Create a dependent task scheduling algorithm for scientific workflow ap-
plications that improves the makespan and reduces the cost of using cloud
resources.
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1.8 Research Scope

The research aims to develop and evaluate algorithms for efficient resource util-
isation in cloud computing environments. The scope of this research includes
mapping and consolidation algorithms, cloudlet scheduling, and scientific work-
flow job scheduling, as follows.

1.8.1 Mapping and Consolidation Algorithms

The research aims to develop and evaluate mapping and consolidation algo-
rithms that utilise resources in cloud computing environments effectively. The
datasets used for this research are the data provided as a part of the CoMon
project and benchmarking papers (Li et al., 2019; Liu et al., 2019; Li, 2019; Bel-
oglazov et al., 2012; Kurdi et al., 2018). The data for March 22nd, 2011 are used
as the benchmark. The proposed algorithms will be evaluated using 1516 VMs
and 800 servers. The sub-objectives specifically for this section are:

• To minimise the number of active servers needed to run a set of VMs

• To minimise the energy consumption of the data centre

• To minimise the migration overhead between servers

1.8.2 Cloudlet Scheduling (Independent Tasks)

The research focuses on a cloudlet scheduling algorithm, which aims to minimise
makespan, task waiting time, and resource utilisation. The algorithm considers
tasks with a length of up to 20,000 MI and has limitations as shown in Table 5.3
and Table 5.4. This research considers only the scheduling of independent tasks
using a non-preemptive scheduling allocation policy.

1.8.3 Scientific Workflow Job Scheduling (Dependent Tasks)

The research focuses on scientific workflow job scheduling, which utilises depen-
dent tasks (i.e., tasks with relations among them, with parent and child tasks).
This research aims to improve the scheduling and execution of dependent tasks
in scientific workflows.

The proposed schemes rely on the open-source simulation toolkit of cloud com-
puting called CloudSim, which is widely used in the area of mapping, consoli-
dation, scheduling, etc. in cloud computing by several researchers (Kurdi et al.,
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2018; Li et al., 2019; Liu et al., 2019; Panwar et al., 2019). The research uses a
CloudSim extension called WorkflowSim.

1.9 Thesis Organisation

The rest of this thesis is organised as follows: Chapter 2 presents the literature
review and discusses the current state-of-the-art in cloud computing. Chapter
3 describes the research methodology used in this thesis including the research
framework, experimental setup, proposed methods, performance metrics and
the evaluation method. Chapter 4 explains the proposed mapping and consoli-
dation of VMs using locust-inspired algorithms, which are designed to achieve
green cloud computing. Chapter 5 applies the locust algorithm to the area of
cloudlet scheduling. Chapter 6 presents the optimisation of scientific workflow
job scheduling when applying the locust-inspired algorithm. Finally, Chapter 7
concludes the thesis, presents the thesis contributions, and discusses future re-
search and open issues for researchers in this area.
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