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Resource management consists of three domains namely allocation, discovery, and 

monitoring. Resource allocation in cloud computing is a complex process that involves 

identifying the best pair of tasks and resources based on quality-of-service requirements. 

Hence, the agility of demands for job processing from the clients is a challenge for cloud 

service broker to efficiently allocate resources and meet the requirements of the tasks 

within the specified deadline.  

 

 

This thesis studies the resource management problem in resource allocation of multi 

cloud environment. The main problem is when the allocation of resources influences the 

optimization of job processing and the cloud resources. It leads the resources to be 

underutilized or overutilized, resulting in poor resource utilization and inefficient job 

execution. This thesis analyses the current optimization solution, used preemption 

mechanism via dynamic cloud list scheduling (DCLS) and dynamic min-min scheduling 

(DCMMS) method. The current solution might cause higher execution time and lower 

the utilization rate. Therefore, it is essential to provide an efficient mechanism for 

resource allocation of job optimization to reduce the execution time and increase the 

utilization time. The resource allocation and selection mechanisms are proposed for 

cloud broker of job optimization in a multi-cloud environment. It also proposes high 

level service brokering model to support the allocation and selection mechanisms. A 

Multilevel Allocation mechanism (MLA) includes jobs and resources in allocation 

mechanism as an effort to optimize job processing and resource allocation. The 

allocation approach explicitly considers priority list and rank the resources for job 

allocation. To leverage on the feedback information and processing power of a resource, 

a Resource optimization Based on Reputation mechanism (REP-R) is being introduced. 

The proposed mechanism deals with both job and resources simultaneously. Finally, a 

selection mechanism method, Resource Selection Based on Job Classification, (RES-J) 

is being proposed to select the fit resources based on job classification. Decision tree 
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classification is adopted for job classification; thus, it enables the discovery and 

optimization of resource availability due to over or under provisioning. 

 

 

To simulate the proposed mechanisms, CloudSim is used to conduct an extensive 

simulation with a diverse set of jobs and scenarios. The findings of the mechanism show 

that MLA is 80% better than other DAG methods. In producing shorter schedule length, 

DCLS produces a better schedule length ratio (SLR) compared to the proposed 

mechanisms of MLA and DCMMS. However, MLA is the best possible allocation of 

resources or scheduling strategy to achieve the objective by minimizing the schedule 

length since the mechanism considers many parameters as compared to DCLS when 

scheduling the job. In contrast with SLR, MLA produces the best makespan among the 

three mechanisms. For the second mechanism, the average execution time in REP-R is 

7% faster than DCMMS and it outperforms DCLS. This is due to the allocation that 

chooses the most reputable resources, thus minimizes the job execution time. For the 

third mechanism, the overall performance shows that RES-J utilizes the most resources 

compared to DCMMS and DCLS in booth loose and tight scenarios.  

 

 

Overall, the proposed mechanism comprises multi-level, resource reputation and 

selection in the allocation of resources, and it shows promising results in improving 

resource utilization and overall performance of cloud systems. In addition, it is a strategy 

for the cloud broker with the aim to minimize the overall cost and optimize job 

scheduling. 
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Pengurusan sumber terdiri daripada tiga domain iaitu peruntukan, penemuan dan 

pemantauan. Peruntukan sumber dalam pengkomputeran awan adalah proses yang 

kompleks, yang melibatkan proses mengenal pasti kesesuaian di antara permintaan 

pelanggan dan sumber terbaik, berdasarkan keperluan kualiti perkhidmatan. Oleh itu, 

ketangkasan permintaan untuk pemprosesan permintaan dari pelanggan adalah satu 

cabaran bagi broker perkhidmatan awan untuk memperuntukkan sumber dengan cekap 

dan memenuhi keperluan tugas dalam tempoh masa yang ditetapkan. 

 

 

Tesis ini mengkaji masalah pengurusan sumber dalam peruntukan sumber persekitaran 

berbilang awan. Masalah utama ialah apabila peruntukan sumber mempengaruhi 

pengoptimuman pemprosesan tugas dan sumber awan. Ia menyebabkan sumber-sumber 

yang kurang digunakan atau terlalu banyak digunakan, mengakibatkan penggunaan 

sumber yang lemah dan pelaksanaan kerja yang tidak cekap. p\Penyelesaian peruntukan 

sumber menerusi pengoptimuman semasa, menggunakan mekanisme pemintasan 

melalui kaedah penjadualan senarai awan dinamik (DCLS) dan kaedah penjadualan min-

min dinamik (DCMMS) telah dianalisis. Kedua-dua kaedah ini boleh melambatkan 

tempoh masa pemprosesan kerja serta penggunaan sumber yang lemah. Oleh itu, adalah 

penting untuk menyediakan mekanisme yang cekap untuk peruntukan sumber 

pengoptimuman pekerjaan untuk mengurangkan tempoh masa pemprosesan kerja. 

Mekanisme peruntukan dan pemilihan dicadangkan untuk broker awan bagi 

pengoptimuman pekerjaan dalam persekitaran berbilang awan. Ia juga mencadangkan 

model broker perkhidmatan peringkat tinggi untuk menyokong peruntukan dan 

mekanisme pemilihan. Mekanisme Peruntukan Bertingkat (MLA) merangkumi 

pekerjaan dan sumber dalam mekanisme peruntukan sebagai usaha mengoptimumkan 

pemprosesan kerja dan peruntukan sumber. Pendekatan peruntukan secara jelas 

mempertimbangkan senarai keutamaan dan kedudukan sumber untuk peruntukan 

pekerjaan. Untuk memanfaatkan maklumat maklum balas dan kuasa pemprosesan 

sumber, pengoptimuman Sumber Berdasarkan mekanisme Reputasi (REP-R) 
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dicadangkan. Mekanisme ini, menangani pekerjaan dan sumber secara serentak. Akhir 

sekali, kaedah mekanisme pemilihan, Pemilihan Sumber Berdasarkan Klasifikasi 

Pekerjaan, (RES-J) dicadangkan untuk memilih sumber yang sesuai berdasarkan 

klasifikasi pekerjaan. Kaedah klasifikasi pokok keputusan diguna pakai untuk klasifikasi 

pekerjaan; oleh itu, ia membolehkan penemuan dan pengoptimuman ketersediaan 

sumber dalam situasi terlebih atau kekurangan sumber untuk memproses pekerjaan. 

 

 

Untuk mengesahkan kaedah yang dicadangkan, CloudSim digunakan untuk 

melaksanakan simulasi dengan kepelbagaian jenis pekerjaan dan senario. Hasil simulasi 

menunjukkan MLA adalah menunjukkan keputusan 80% lebih baik daripada kaedah 

DAG lain. Dalam menghasilkan panjang jadual yang lebih pendek, DCLS menghasilkan 

nisbah panjang jadual (SLR) yang lebih baik berbanding mekanisme MLA dan DCMMS 

yang dicadangkan. Walau bagaimanapun, MLA adalah peruntukan sumber atau strategi 

penjadualan yang terbaik untuk mencapai objektif dengan meminimumkan panjang 

jadual kerana mekanisme ini, mempertimbangkan banyak parameter berbanding DCLS 

semasa menjadualkan kerja untuk diperoses. Berbeza dengan SLR, MLA menghasilkan 

tempoh keseluruhan kerja selesai diperoseskan terbaik, di antara tiga mekanisme. Untuk 

mekanisme kedua, purata masa pelaksanaan dalam REP-R adalah 7% lebih cepat 

daripada DCMMS dan juga  mengatasi DCLS. Ini disebabkan mekanisme MLA memilih 

sumber yang paling bereputasi, seterusnya meminimumkan masa pelaksanaan kerja. 

Untuk mekanisme ketiga, prestasi keseluruhan menunjukkan bahawa RES-J 

menggunakan sumber yang paling optimum berbanding DCMMS dan DCLS dalam 

senario longgar dan ketat. 

 

 

Kesimpulannya, mekanisme yang dicadangkan terdiri daripada pelbagai peringkat, 

reputasi sumber dan pemilihan dalam peruntukan sumber, dan ia menunjukkan hasil 

yang menjanjikan peningkatan penggunaan sumber dan prestasi keseluruhan sistem 

awan. Di samping itu, ia adalah strategi untuk broker awan dengan tujuan untuk 

meminimumkan kos keseluruhan dan mengoptimumkan penjadualan kerja. 
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CHAPTER 1 

1 INTRODUCTION 

This chapter introduces the background of the research, with a brief description of cloud 

computing, cloud resource allocation and brokering, followed by the research motivation 

and problem statement, the objectives and major contributions. The thesis chapters are 

outlined at the end of this chapter. 

1.1 Background 

The innovative technology of cloud computing as part of utility computing is disruptive; 

thus, it requires changing how organizations strategize IT spending on infrastructure, 

usage of computers and the Internet (Dimitrov & Osman, 2012). The migration of 

applications and the usage of cloud services have revolutionized businesses globally and 

become a phenomenal transformation of IT services.  

“Cloud computing is defined as a model for enabling ubiquitous, convenient, on-demand 

network access to a shared pool of configurable computing resources (e.g., networks, 

servers, storage, applications, and services)”(Mell & Grance, 2011). The computing 

resources in cloud, can rapidly be provisioned and released with minimal management 

effort or service provider interaction characteristics comprising a broad network access 

with its ability to access network via heterogeneous platforms, on demand self-service, 

when it provisions the computing power automatically (Bohn et al., 2011).  

The Cloud Service Provider (quoted as service provider, SP) delivers the provisioned 

resources, by running the cloud software to allocate requested resources via multiple 

services to the subscribers. Mostly the provisioning will then be abstracted into virtual 

machines which make use virtualization technology. The requested resources are 

handled by Cloud Service Broker (quoted as CB). CB will select the best set of resources 

requested by the user/client subscriber and provide the resources to them (Jula et al., 

2014). Subsequently, it is used by the subscribers to deploy its required applications in 

the provision platform. The subscribers will have full access of the provisioned resource 

while the provider controls the physical hardware layer and monitors the performance of 

the resources (Sun et al., 2010). Figure 1.1 below illustrates the visualization of the 

concept discussed previously regarding cloud reference model which depicts the services 

flow of the service model (Bohn et al., 2011). The reference model is our main reference 

for proposing the mechanisms of this study. It will be discussed in chapter 3. 

Based on the model, cloud brokers act as middlemen between service providers and 

cloud providers. Numerous cloud providers rent various kinds of cloud resources to 

cloud brokers (Mehrotra et al., 2016). With diverse of jobs submitted to cloud provider, 

it will require different types of resources. These resources will be allocated accordingly. 

Therefore, resource allocation plays a vital role in provisioning computing resources to 

fulfil the demand from a client. In addition, the difficulty of allocating cloud resources 
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has increased with the introduction of federated cloud computing systems and cloud 

brokerage. 

 

Figure 1.1 : Cloud Reference Model by NIST 

 

 

1.2 Problem Statements  

Resource allocation in a large-scale cloud environment is a complex task. It involves a 

parallel processing of scheduling heterogeneous jobs across multiple clouds. 

Optimization plays a crucial role in maximizing resource utilization and minimizing job 

execution time, particularly in scheduling the resources efficiently and effectively. 

Three main problems that motivate this research are: 

 

1. Due to the diverse and heterogenous type of jobs to be processed, there is a 

difficult optimization problem to allocate the resources in a way that satisfies 

the requirements and preferences of each user while maintaining overall system 

performance and efficiency (Li et al., 2012). Users demand different sets of 

resources based on their required jobs to be processed. This will lead to cloud 

brokers facing major problems in processing user’s applications within a 

minimum time frame. Consequently, this will influence the makespan for job 

processing (Yousaf & Welzl, 2014) and impact the schedule length. 

2. The other challenge to optimize cloud resources occurs especially when 

processing the jobs. Even though consolidation environments and workloads 

are shared across multiple cloud, current optimization mechanism does not 

guarantee that the jobs can be executed in timely manner (Li et al., 2012). 
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Furthermore, running intensive jobs in the cloud will require diversity of 

resources to be allocated. However, ineffective jobs allocation to the cloud 

resources are caused by misaligning jobs with the underlying infrastructure, 

which compromises system stability (Liu & Buyya, 2020). This will resort the 

resources to become unavailable due to resource contention (Tchernykh et al., 

2015) and limited usage at the cloud provider. It will affect the job execution 

time. With reputable resources it will hinder the overprovisioning resources 

scenario, increase optimization of resources thus improve the job execution 

time.  

3. The resources are becoming underutilized due to improper selection of 

resources at brokering services. It leads to the non-optimization of resources 

and increases a significant cost to the cloud broker, infrastructure provider and 

cloud user/client subscriber (Li et al., 2012). By successfully predicting peak 

loads, it solves over and under provisioning of cloud resources (Espadas et al., 

2013). However, the absence of having an effective resource selection 

mechanism has caused the costly resources to be wasted during non-peak times 

(underutilization). Therefore, there are losses of revenues for the providers as 

the resource’s selection is not well planned. Proper selection of the best fit 

resources is supported by choosing the predictive loads/incoming jobs among 

a variety of cloud resources that best suit the needs of the user (Qi et al., 2022). 

Subsequently, it selects and processes the job assigned by the cloud service 

provider and will fully increase the utilization of resources. 

 

 

1.3 Research Objectives 

The primary objective is to propose a new allocation and selection mechanisms in multi-

cloud computing environment for cloud service provider, cloud broker and cloud 

user/client to optimize job and resource allocation and selection by utilizing the concept 

of job scheduling, job prioritization, resource reputation and resource classification. 

Specific objectives that must be fulfilled to ensure that the primary objective of the study 

is achieved are: 

 

1. To propose a multi-level resource allocation mechanism called MLA that 

include jobs and resources in allocation mechanism as an effort for optimization 

by enhancing the existing task scheduling method based on jobs prioritization 

and resource ranking to minimize the schedule length; thus, the make-span of 

job processing is more efficient in a large-scale cloud environment.  

2. To propose a resource optimization based on Reputation mechanism called 

REP-R for resource allocation to minimize the job execution time for every 

resource in a cloud environment. 

3. To propose a resource selection vased on job classification called RES-J that 

will trigger the best fit resources by applying classification in machine learning 

technique to assist and optimize the resource availability due to over 

provisioning and underutilized resources in job processing. This method will 

improve the utilization rate of the job processing in the cloud. 
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1.4 Research Scope 

The scope of this study is centered on resource allocation problems at service and 

infrastructure layers in the cloud deployment scheme. The research concentrates on 

multi-cloud deployment with heterogeneous resources, efficiency on allocation of job 

and resources and, the process selection of resources in the problem domain. In addition 

to the above, tasks and jobs and majority class are used interchangeably in this study, 

which represents the input of our proposed contribution of this thesis. 

1.5 Research Significance 

A large-scale heterogeneous environment of cloud computing involves dynamic and 

large workloads that require a certain number of resources or limited time for processing. 

Therefore, the demand for cloud services has been increasing tremendously especially 

for data intensive and scientific computing application which requires the availability 

and reliability of a huge number of computing resources for performing large scale 

experiments. The current high-performance computing solutions and installed facilities, 

such as clusters and super computers, can accommodate these requirements. However, 

these facilities are difficult to set up, maintain, and operate. Therefore, cloud computing 

services provide scientists with a completely new model of provisioning the computing 

infrastructure.  

From this study, the proposed mechanism will help the cloud broker mainly, and cloud 

infrastructure provider to improve the service time and optimize the process of resource 

provisioning in the cloud. It will maximize the profit of the brokers while reducing the 

operation cost. The proposed mechanism should relieve the burden of the cloud users 

from having problems acquiring resources and processing requests. From a financial 

viewpoint, the provider will enjoy cost reduction for the utility, while the user will 

benefit from the fee reduction due to better resource utilization. 

1.6 Thesis Organization 

The thesis is organized in accordance with the structured thesis standard by Universiti 

Putra Malaysia. For this thesis, the term of ‘this study’ and ‘this thesis’ is used 

interchangeably.  

The thesis is organized as follows: 

 

Chapter 2: It discusses the background study of resource management problems namely 

in allocation and provisioning. together with different kinds of strategies that have been 

proposed recently in solving the problems. Some examples of the resource provisioning 

and allocation problem are also presented in the chapter.  
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Chapter 3: It explains in detail the research methodologies conducted in this thesis, such 

as the flow of the research, the detail of data and the configuration used in the 

simulations. It also discusses the implementation of our benchmark models. This chapter 

will also explain about brokering services in the cloud and the relationship with our 

mechanism. The chapter also describes the formulation of our mechanisms for brokering 

services. Furthermore, this chapter will detail the proposed metrics to validate our 

mechanisms.  

Chapter 4: It explores the first type of allocation mechanism, which consists of a multi-

level allocation model. This model consists of job prioritization and resource ranking 

model. It presents schedule length ratio and makes span comparison with other 

mechanism in cloud. 

Chapter 5: It explores optimization mechanism by applying resource reputation method. 

The mechanism for resources of the resource allocation is also included. It will make full 

use of the information of resources to set up reputation resources; thus, improving the 

job execution time in resource allocation. 

Chapter 6: It describes the resource selection mechanism. The mechanism will be based 

on job classification and selection of the best resources. It will investigate the utilization 

rate of the resource and when the resources are being allocated. It will discuss the result 

and analysis obtained from the implementation of the proposed mechanism. 

Chapter 7: Finally, this chapter concludes the thesis and suggests several improvements 

that can be done based on this research contribution as future work. 
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