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ABSTRACT 

 
Flying unmanned aerial vehicles (UAVs) in swarms can have numerous 

advantages. However, to maintain a safe distance between them during flight 

is very challenging. To achieve this, each UAV in the swarms needs to know 

its relative location with respect to one another. This work proposes a method 

for relative localization using the chirping sound emitted from UAVs flying 

together indoors. The strategy is simulated to assess localization performance 

of three different types of chirping sounds indoors using six microphone 

arrays. The estimated direction of arrival (DOA) of the chirping sound is 

calculated using several published algorithms that include MUSIC, CSSM, 

SRP-PHAT, TOPS and WAVES. The sound is produced in a simulated flying 

indoor environment with several different settings of sound-to-noise ratio 

(SNR) and reverberation time (RT). Based on the results, it has been found 

that chirping sound with a wider frequency band produced better results in 

terms of mean values of DOA estimation error. The chirping sound 

performance is also tested with the actual UAVs operating under different 

rotor speeds. Similarly, it is observed that the chirping sound with wider band 

also produced better results in three of the algorithms, which is reflected in 

their absolute mean error. Nevertheless, further work has to be done to filter 

out the UAVs’ rotor noise and also the indoor reverberation effects for better 

performance. 
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I. INTRODUCTION 
 

In general, unmanned aerial vehicles (UAVs) are the 

category of aerial vehicles that are able to take off and land 

without the need for onboard pilot, and they can be either 

controlled remotely or autonomously [1]. To date, the use 

of UAVs has gained increasing popularity because of the 

capabilities they offer. Among others, these flying robots 

are capable of giving high-view sensing of target locations 

and can quickly reach areas of interest by flying over 

barriers and inaccessible terrains. Examples of current 

applications for UAVs include agricultural crop spraying 
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[2], military reconnaissance [3], aerial photography [4], 

remote sensing and land mapping [5], and package 

delivery [6]. In the meantime, for certain missions such as 

exploration, search and rescue, and surveillance, the 

resiliency and efficiency of such operations could be 

improved through redundancy, parallelism and 

collaboration of a team of UAVs instead of a single flying 

UAV [7]. This is because swarming UAVs can create a 

larger exposed area. Nevertheless, it should be noted that 

having a team of flying UAVs can also increase the risk of 

collision, especially intra-swarm collision since they fly in 
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close proximity to each other [8]. Therefore, it is vital to 

have an accurate position of each UAV in the swarm. 

To achieve the avoidance collision system, obtaining 

the relative positioning information of the other UAVs is a 

key element [9]. At this moment, several systems, such as 

global positioning systems (GPS) [10] and vision sensors 

[11], are planted into UAVs’ swarms in order to achieve 

accurate avoidance of collision. However, these systems 

are greatly dependent on other external systems. For 

instance, GPS is a triangular-based satellite positioning 

that may be unsuitable for application in indoor or GPS-

denied areas due to signal loss. Meanwhile, it can be noted 

that commercial aircraft are relatively positioned in the sky 

using radar-based technologies such as the Traffic 

Collision Avoidance System (TCAS) [12]. While TCAS 

works well for aircraft, it is too expensive and 

cumbersome for UAVs’ applications. Alternatively, it is 

proposed to use sound-based sensors on UAVs, especially 

for swarming UAVs, which is believed to be the effective 

solution for the aforementioned issues in collision 

avoidance purposes.     

The development of a localization system for relative 

positioning or localizing a desired sound is gaining interest 

among the research community. For instance, a study has 

been conducted on localizing the sound of emergency 

whistles for search and rescue operations. In this particular 

study, a particle filter is used to combine data from the 

cross-correlation of signals obtained by four spatially 

separated microphones installed on the micro aerial 

vehicle (MAV), the dynamics of the aerial platform and the 

frequency shift caused by the MAV’s mobility [13]. 

Furthermore, researchers use different localization 

algorithms to find the target DOA. One of them is 

MUltiple SIgnal Classification (MUSIC), which is a DOA 

method that uses second-order statistics to approximate 

the spatial spectrum by using the eigenspace of the source 

signals and noises [14].  

Another subspace method, the Coherent Signal-

Subspace Method (CSSM), aims to create a single signal 

subspace that allows for high-resolution estimates of the 

angles at which several wideband plane waves [15]. 

Additionally, other algorithms that have been used include 

Weighted Average of Signal Subspaces (WAVES), which 

is formulated to construct an improved design of focusing 

matrices on guaranteeing a statistically sound 

preprocessing of wideband data [16], and Test of 

Orthogonality of Projected Subspaces (TOPS), which is 

another coherent technique for wideband signals and 

works by measuring orthogonal relationship between the 

signals and the noise subspaces of various frequency 

components of the sources to obtain the approximate DOA 

[15]. Last but not least, the Steered-Response Power Phase 

Transform (SRP-PHAT) is a well-liked localization 

method for locating acoustic sources, and it is known for 

its steadfast performance in challenging acoustic 

conditions. In brief, this algorithm is based on 

beamforming and seeks out the candidate position that 

increases the output of the steered delay-and-sum 

beamforming [17]. It should be noted that, based on 

available works of literature, there is yet to be any attempt 

to use the aforementioned localization system algorithms 

in the UAV swarm technique.  

In conjunction with this notion, the research work 

done in this study investigates the performance of the 

direction of arrival (DOA) localization algorithms to 

obtain the relative positioning of another drone based on 

the UAV’s ego-noise in a swarm of UAVs. In short, the 

UAV’s ego-noise is defined as the generated noise by the 

motors and propellers of the UAV [18]. Furthermore, the 

algorithms are also tested with different artificial chirping 

sounds. It is suggested that the chirping sound be applied 

as a strategy for sound-based localization of the UAVs in 

swarms for collision avoidance, which follows the 

research work by Basiri et al. [9]. 

 

II. SETUP AND METHODOLOGY 
 

2.1 Algorithms Applied 

For this study, several algorithms are used to estimate 

DOA with different base techniques, including time delay, 

subspace and beamforming. Time Difference of Arrival or 

TDOA is a method to find the direction of the signal source 

by using the time delay, τn, between sensors. It is formed 

in the geometrical formula in Equation (1), where d is the 

distance between microphones while c is the speed of 

sound [19]. 

 

𝜃𝑛 = arcsin⁡ (
𝜏𝑛𝑐

𝑑
) (1) 

 

The DOA of the received source can be obtained from 

the subspace MUSIC, which is provided by Equation (1) 

and Equation (2). This exploits the independence of both 

signal source and noise, and maximizes the pseudo-

spectrum of all DOA candidates.  

 

𝑃̂𝑀𝑈𝑆𝐼𝐶(𝐞(𝜃)) =
1

∑  𝑁
𝑖=𝑝+1 |𝐞(𝜃)

𝐻𝐯𝑖|
 (2) 

𝜃̂ = argmax
𝜃
⁡𝑃̂𝑀𝑈𝑆𝐼𝐶(𝜃) (3) 

 

Both the noise eigenvectors, v and candidate steering 

vector, e(θ) have a property of orthogonality [16], and this 

can be rewritten in the STFT domain to find the DOA by 

summing all k frequency bins as in Equation (4). Moreover, 

to avoid a low magnitude participation due to the variation 

of magnitude in the frequency bins, it is normalized by 

dividing it with the maximum MUSIC pseudo-spectra per 

frequency bin, which is given in Equation (5). This leads 

to the normalized MUSIC that is presented by Equation (6) 

and Equation (7). 

 

𝑃̃𝑀𝑈𝑆𝐼𝐶(𝜃) = ∑  

𝐾

𝑘=1

𝑃̂𝑀𝑈𝑆𝐼𝐶(𝜃, 𝑘) (4) 

𝜃̂𝑘 = 𝑚𝑎𝑥
𝜃

 𝑃̂MUSIC (𝜃, 𝑘) (5) 
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𝑃̂NormMUSIC⁡(𝜃, 𝑘) =
𝑃̂𝑀𝑈𝑆𝐼𝐶(𝜃, 𝑘)

𝜃̂𝑘
 (6) 

𝑃̃NormMUSIC⁡(𝜃) = ∑  

𝐾

𝑘=1

𝑃̂NormMUSIC⁡(𝜃, 𝑘) (7) 

 

Meanwhile, CSSM is another subspace algorithm for 

wideband sources using a transformation matrix (focusing 

matrix) that is dependent on the frequency bins. It merges 

correlation matrices at various frequency bins into a single 

correlation matrix, Rgen, at one focusing frequency. This is 

as denoted by Equation (8), where H is a conjugate 

transpose, Ti is focusing matrices of frequency i = 1,..,K-

1, reference frequency focusing metrics T0 = I, αi is the 

weighting, and Qi is the correlation matrix of the estimated 

narrowband. This process is known as concentrating. In 

case of finding the DOA, MUSIC can be used after 

converting wideband into narrowband 

 

𝐑gen⁡ = ∑  

𝐾−1

𝑖=0

𝛼𝑖𝐓𝑖𝐐𝑖
𝐓𝑖
𝐻  (8) 

 

On the other hand, the previous method is changed a 

bit into WAVES by using the weighted signal subspaces of 

Equation (9), whereby Fi is the signal subspace and Pi is 

the weighting matrix of frequency, wi. 

 

𝐐
𝑖
= 𝐅𝑖𝐏𝑖𝐏𝑖

𝐻𝐅𝑖
𝐻  (9) 

 

In addition, orthogonality test between the modified 

signal subspace and the noise subspace is carried out by 

TOPS. The method uses transformation matrix in Equation 

(10) at each hypothesized DOA, and orthogonality is 

retained when the hypothesized DOA matches the real 

DOA. The transformation matrix in Equation (10) is 

applied to map an array manifold ai (θi) to a new array 

manifold ak (θk), and j is identical sized block from the 

sensor output. Equation (11) shows the new array manifold 

ak (θk), whereby ai (θi) is a function of two parameters: bin 

frequency and DOA a(ωi,θj) M×1 from steering matrix 

A(ωi,θ). The estimated DOA can be obtained from 

Equation (12), and it is dependent on hypothesized angle. 

This matrix contains the smallest singular value, σmin (ϕ). 

 

[Φ(𝜔𝑖, 𝜃𝑖)](𝑘,𝑘) = e(−𝑗𝜔𝑖𝑣𝑘sin⁡ 𝜃𝑖) (10) 

𝐚𝑘(𝜃𝑘) = 𝚽(𝜔𝑗, 𝜃𝑗)𝐚𝑖(𝜃𝑖) (11) 

𝜃̂ = arg⁡ 𝑚𝑎𝑥
𝜙

 
1

𝜎𝑚𝑖𝑛(𝜙)
 (12) 

 

SRP-PHAT is based on beamforming to search for the 

steer direction with the highest power in delay-and-sum 

beamformer. The steered response of k discrete temporal 

frequency and continuous steering, Δ1…ΔM, delays can be 

represented as Discrete Fourier Transform (DFT), which 

is given in Equation (13). In this equation, Xm,b[k] 

represents microphone M signals in each DFT block b, and 

Gm,b[k] is a discrete-time filter. Furthermore, the steered 

response power is obtained by summing over K, as in 

Equation (14). This equation is reformatted in terms of 

PHAT, as shown in Equation (15), to form the final SRP-

PHAT 

 

𝑌̃𝜁(𝑘, Δ1 …Δ𝑀) ≡ ∑  

𝑀

𝑚=1

𝐺𝑚,𝑏[𝑘]𝑋𝑚,𝑏[𝑘]𝑒
−𝑗𝜔Δ𝑚  (13) 

𝑃̃𝑏(Δ1…Δ𝑀) ≡ ∑  

𝐾

𝑘=1

𝑌̃𝑏[𝑘, Δ1…Δ𝑀)𝑌̃𝑏
′[𝑘, Δ1…Δ𝑀) (14) 

𝑃̃𝑏
𝑃𝐻𝐴𝑇(Δ1 … Δ𝑀)

≡ ∑  

𝐾

𝑘=1

𝑌̃𝑏
𝑃𝐻𝐴𝑇[𝑘, Δ1 …Δ𝑀)𝑌̃𝑏

′𝑃𝐻𝐴𝑇[𝑘, Δ1 … Δ𝑀) 
(15) 

 

 

2.2Simulation Setup 

All of the above algorithms are implemented by using 

Pyroomacoustics Python library. This library contains a 

few pre-built localization algorithms with parameters that 

have been pre-defined by several previous researchers [20]. 

The algorithms are built considering near field with a 

sound frame of 1024 and a frequency sample of 44,100. 

These algorithms have received a signal in the form of 

Short Time Fourier Transform (STFT) with 50% overlap. 

It provides the simulation setup to produce sounds inside 

a simulated room, which is accomplished by creating a 

Room Impulse Response (RIR) with two different 

methods: Image Source Method (ISM) and Ray Tracing. 

This capability aids in minimizing the labor time that is 

otherwise needed to design the optimal distinguishing 

signal sound source to reduce the localization error.  

The simulation is run for 100 random positions for 

the algorithms using three different types of chirping 

sounds in two different stages. The first stage is with 

varying sound-to-noise ratio (SNR) levels at reverberation 

time (RT) of 0.4 s while the other one is with varying RT 

and pure signals (no SNR is added). 

 

2.3 Experimental Setup 

The experiments have been implemented using two 

hobby UAVs (i.e. leader and follower) mounted on tripods. 

Both of the UAVs are similar in terms of their components, 

their propellers are 1045 with brushless motors of 1000 Kv 

and they are controlled by using the flight microcontroller 

Betaflight F4v3s.  

For the experiment, as shown in Figure 1, the 

follower UAV is placed away from the leader drone at five 

different positions. Both UAVs have been equipped with 

reflective markers, which are detected by OptiTrack 

motion capture system to determine their exact positions. 

As can be observed in Figure 1, the leader is placed 

at the center of the room, and it has been equipped with a 

six-microphones recording device (ReSpeaker 6). The 

details of this recording device are listed in Table 1. The 
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recording device module is raised by 15 cm from the 

UAV’s upper-center frame part to reduce the effects of 

mechanical ego-noise contributed mainly by the spinning 

rotors of the UAV. 

 

 

 

Figure 1 Positions of the UAVs in the room 
 

 

Table 1 Microphone array specification 

 

 

Specification Value 

Name ReSpeaker 6 

Number of Microphone 6 

Sensitivity 
-22 dBFS 

(Omnidirectional) 

SNR 59 dB 

Maximum Sample Rate 48 kHz 

Recording Program Audacity 3.1 

Dimension 
Hexagonal with side 

length of 5 cm 

 

 

The data are taken with different speeds of each UAV 

in the five aforementioned positions. The speeds used are 

0 rpm, 1250 rpm, 1350 rpm and 1450 rpm. In this case, the 

speed of the leader UAV is varied at these four different 

levels and at each level, the speed of the follower UAV is 

varied at three different levels (i.e. without 0 rpm) for each 

of the considered positions. Hence, at each of the five 

different positions for the follower UAV, there are 12 

different combinations of speed with the leader UAV. 

Furthermore, the collected data is taken at three different 

stages.  

In the first stage, the collected data is just due to the 

propellers of both UAVs. This process is called passive 

method, where localization is based solely on UAVs' 

mechanical sounds. On the other hand, three different 

artificial sources of the chirping sound are used, which is 

the active method where the DOA estimation of the 

follower UAV from the location of the leader UAV is 

assisted by additional cues from the follower UAV. The 

three artificial chirping sounds used in simulation and 

experiments are designed for narrowband with high 

frequency, chirping sound designed to meet the 

characteristic in Equation (16) and lastly, a stacked 

chirping sound with a wider band.  

For the second chirping sound, the frequency is tuned 

based on Equation (16), which states that the speed of 

sound, c divided by the double of center frequency of the 

bandwidth, f0, should be larger than the distance between 

two microphones, dm, in order to make a peak difference in 

cross-correlation to obtain TDOA [21]. From the results of 

the two chirping sounds, it is found that the number of 

frequency bins affects the DOA estimation results. The 

third chirping sound is designed by stacking ten chirping 

sounds of 1 kHz to create a wider band that contains 

multiple frequency bins and hence contains more 

information. The experimental settings for the passive and 

active methods are respectively summarized in Table 2 and 

Table 3. Refer to Figure 1 for the P1-P5 follower locations. 

 

𝑑𝑚 <
𝑐

2𝑓
0

 (16) 

 

Table 2 Passive method experimental settings 

 

Leader  

(rpm) 

Follower  

(rpm) 

Follower 

Location 

0 1250, 1350,1450 P1-P5 

1250 1250, 1350,1450 P1-P5 

1350 1250, 1350,1450 P1-P5 

1450 1250, 1350,1450 P1-P5 

 

Table 3 Active method experimental settings 

 

Leader 

(rpm) 

Follower 

(rpm) 

Follower 

Location 

Chirping 

Sound 

DOA 

Algorithm 

0 
1250, 

1350,1450 
P1-P5 

Type              

1, 2, 3 

NormMUSIC, 

CSSM, SRP-

PHAT, TOPS, 

WAVES 

1250 
1250, 

1350,1450 
P1-P5 

Type            

1, 2, 3 

1350 
1250, 

1350,1450 
P1-P5 

Type             

1, 2, 3 

1450 
1250, 

1350,1450 
P1-P5 

Type             

1, 2, 3 
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III. RESULTS AND DISCUSSION 
 

3.1 Simulation Results 

Three different types of chirping sounds are used in 

the simulation that is implemented with Pyroomacoustics 

Python library. In this experiment, three different chirping 

frequency range settings are applied, which are between 6 

to 8 kHz, 0.5 to 2.330 kHz and combined chirping sound 

from 0.020 to 10 kHz with a single chirping sound each 1 

kHz. All sounds are played in a room with dimensions of 

6.32 m width, 9.37 m length and 3.31 m height, with two 

changing parameters that are SNR and RT. Figure 2 shows 

the localization results of high-frequency chirping sound 

using all five algorithms with the two parameters varied 

from -25 to 25 for SNR and 0.2 to 2.0 for RT. The results 

have shown that the errors are below 10° for various RTs 

for all algorithms except for CSSM. However, this type of 

chirping sound did not produce good results even with low 

SNRs. This can be attributed to the lack of information on 

the frequency bins of the sound source, which eventually 

affects overall DOA estimation, as reflected in the results. 

Meanwhile, the chirping sound designed by 

considering Equation (16) has outperformed the previous 

sound source in low SNRs, showing very stable 

localization results as depicted in Figure 3 for four of the 

five algorithms applied. This designed sound is taken as a 

wideband sound source, consisting of large amounts of 

information in the STFT domain, so all algorithms perform 

well in low SNR except TOPS, where the error is huge. 

For varying RTs, the wideband shows its sensitivity to RT 

as it increases. 

Lastly, all algorithms perform better for the combined 

or stacked multi-chirping sounds of 1 kHz to 10 kHz, 

which is designed to provide more information in the 

frequency bins, which can be observed in Figure 4. All 

algorithms are performing much better than high-

frequency chirping sound in low SNRs, where the results 

are almost stable at -15 dB SNR. Additionally, it could be 

observed that the resistance of RT has also improved and 

is much better than that for the designed chirping sound. 

 

 
 

(a) With varying SNR 

 

 
 

(b) With varying RT 

 
Figure 2 DOA estimation results for high-frequency, narrow-bin chirping sound  

 

 

 
 

(a) With varying SNR 

 
 

(b) With varying RT 
 

 
Figure 3 DOA estimation results for designed chirping sound 
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(a) With varying SNR 

 

 
(b) With varying RT 

Figure 4 DOA estimation results of combined (stacked) chirping sound 
 

 

3.2 Experimental Results 

The experiments have been conducted in four stages 

of chirping sounds, as examined in the previous simulation 

with sounds of propellers and motors. Figure 5 to Figure 8 

show the results of the different localization algorithms for 

Position 1 of the follower UAV with a true angle degree of 

270°. The x-axis is arranged in terms of increasing sum of 

the rotor speed for both leader and follower UAVs. The left 

end of the axis is when the leader or/and follower UAVs’ 

rotors are not spinning (0 rpm), while the right end of the 

axis is where both the leader and follower UAVs’ rotors 

are operated at a maximum speed of 1450 rpm. The UAVs’ 

sound consists of both wideband and narrowband, and it 

has a frequency range based on the speed of the motors.  

 

 

Figure 5 DOA estimation results at Position 1 of 
follower UAV with just ego-noise 
 

 

Figure 5 depicts the localization system of just using 

ego-noise of the follower UAV, and all algorithms perform 

quite well when the follower UAV is at high speed while 

the leader UAV’s rotor is not operating or operating at low 

speed. This could be attributed to the fact that when the 

leader UAV is operated at a lower speed, interferences 

from its rotors are lesser, and information used by the 

algorithms is predominantly based on information from 

follower UAV’s motors and propellers. The mechanical 

sound of follower UAV contains a wider range of 

frequency bins that leads to better localization estimation 

results. As anticipated, the DOA estimation algorithms 

results are erroneous when the leader UAV’s ego noise is 

increased. This is shown clearly in the regression line, 

which represents the error degree in all experiment stages, 

and it is a positive correlation to the variation of motor 

speed. 

Meanwhile, Figure 6 and Figure 7 show the estimated 

DOA results in the case of the high-frequency, narrow-bin 

chirping sound and the designed chirping sound. It can be 

observed that the obtained results from all algorithms for 

both situations are not good. The main reason for this can 

be attributed to the high ego noise from the UAVs and the 

high RT generated in the room. In general, for the case of 

high-frequency, narrow-bin chirping sound, the error 

appears to increase with increasing speed of leader and/or 

follower UAVs. This general finding is in contrast to the 

designed chirping sound, as the error seems to lessen with 

increasing speed. As for the combined (stacked) chirping 

sound, the mean value of the error from all algorithms 

appears to be rather constant with the increasing speed of 

the UAVs, which is depicted in Figure 8.  

 

 

Figure 6 DOA estimation results at Position 1 of 
follower UAV with high-frequency, narrow-bin 
chirping sound 
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Figure 7 DOA estimation results at Position 1 of 

follower UAV with designed chirping sound 
 

 

 

 
Figure 8 DOA estimation results at Position 1 of 

follower UAV with combined (stacked) chirping 
sound 
 

Overall, Figure 9 summarizes the performance of all 

considered algorithms according to their absolute mean 

error for each of the four stages of the chirping sound. It 

can be observed that the combined chirping sound has 

performed better among all of the sound types for three of 

the algorithms, with the exception of the SRP-PHAT and 

TOPS algorithms. Note that this type of sound has the 

main drawback of having difficulty with filtration. 

 

 

Figure 9 Mean absolute error of all five positions 

IV. CONCLUSIONS 
 

For sound-based localization of UAVs in a swarm, 

the use of motors and propellers as the sources for the 

sound is good. However, the primary drawback is the 

disturbance from the leader UAV’s mounted microphone. 

To resolve this issue, it has been suggested that chirping 

sounds are to be used to determine the relative positioning 

of the UAVs. Based on the results of this study, it has been 

found that using the chirping sounds without an anti-

reverberation filter inside the room has led to low accuracy 

of localization algorithms. Some algorithms, such as 

CSSM, are more suitable for wideband sound localization, 

which shows the drawback of attempting to localize in 

high RT. The indoor environment suffers from signal 

reflection due to the high noise produced by the motors 

and propellers of UAVs. Thus, the application of manual 

localization techniques becomes tedious in such an 

environment. In future works, Deep Learning (DL) models 

can be studied as an auto feature extractor to accomplish 

the task of UAV localization with very minimal manual 

extraction, which has witnessed some remarkable results 

in multiple works of research on speech localization. In 

addition, an optimized chirping sound can be designed to 

improve the localization system. 
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