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## CHAPTER 1

## INTRODUCTION

The classification of associative and Leibniz algebras are categorized in an old problem which has been studied by many researchers. The study of Leibniz algebras is raised from a generalization of Lie algebras and its applications. Lie algebras give a significant role in different areas of mathematics and physics such as theoretical physics and quantum field theory. The classification theory of Lie algebras is related to central extensions of Lie algebras. For example in the Lie algebras case, the Leibniz central extensions give a significant role in the structural theory of Leibniz algebras. In this research, nilpotent Leibniz algebras as central extensions of nilpotent Leibniz algebras of lower dimension is completed.

Let $A$ be a nilpotent algebra, $V$ is a vector space and $\theta$ be a cocycle in a second cohomology of algebra, $H^{2}(A, K)$. Then $\theta$ defines an algebra structure on $A \oplus V$, which is called the central extension of $A$ by $\theta$. By this computation all nilpotent algebras of dimension $n$ are obtained. In general, the central extension is used to enlarge from algebra dimension $n$ to algebra dimension $n+1$. As an application, the set of all three dimensional associative algebras, three dimensional Leibniz algebras and four dimensional Leibniz algebras are described. The purpose of this introductory chapter is mainly to review briefly some familiar properties of basic concepts and some crucial materials in our study. This chapter is also used to set down the conventions and notations throughout the thesis.

### 1.1 Basic Concepts

In this section some basic concepts regarding vector space, algebra, associative algebra, Lie algebra and Leibniz algebra are introduced.

Definition 1.1 (Morris, 1978) A set $V$ is called a vector space over the $K$ or a $K$ space if
(a)(i) $V$ is closed with respect to a binary operation called addition ( + ), i.e. if $u, v \in V$, then $u+v \in V$.
(ii)(Commutative axiom) $u+v=v+u$ for all $u, v \in V$.
(iii)(Associative axiom) $u+(v+w)=(u+v)+w$ for all $u, v, w \in V$.
(iv) There exist an element $0 \in V$, called the zero element, such that $u+0=0+u=u$ for all $u \in V$.
(v) For every $v \in V$, there exist an element $(-v) \in V$ such that $v+(-v)=0=(-v)+v$.
(b)(i) For every $\alpha \in K$ and $v \in V$. An element $\alpha v$ called the scalar multiple of $v$ by $\alpha$, is defined and $\alpha v \in V$.
(ii) $\alpha(u+v)=\alpha u+\alpha v$, for all $\alpha \in K, u, v \in V$.
(iii) $(\alpha+\beta) v=\alpha v+\beta v$, for all $\alpha, \beta \in K, v \in V$.
(iv) $\alpha(\beta v)=(\alpha \beta) v$, for all $\alpha, \beta \in K, u, v \in V$.
(v) $1 v=v$ for all $v \in V$.

As an example, let $M_{m, n}$, or simply $M$, denote the set of all $m \times n$ matrices over an arbitrary $K$. Then $M_{m, n}$ is a vector space over $K$ with respect to the ordinary operations of addition and scalar multiplication (Lipschutz, 1991). Another example, let $K$ be an arbitrary field. The notation $K^{n}$ is frequently used to denote the set of all $n$-tuples of elements in $K$, where $K^{n}$ is a vector space over $K$ using the following operations for vector addition :

$$
\left(a_{1}, a_{2}, \ldots, a_{n}\right)+\left(b_{1}, b_{2}, \ldots, b_{n}\right)=\left(a_{1}+b_{1}, a_{2}+b_{2}, \ldots, a_{n}+b_{n}\right)
$$

For scalar multiplication :

$$
k\left(a_{1}, a_{2}, \ldots, a_{n}\right)=\left(k a_{1}, k a_{2}, \ldots, k a_{n}\right)
$$

The zero vector, $\mathbf{0}$ in $K^{n}$ is the $n$-tuple of zeros, $\mathbf{0}=(0,0, \ldots, 0)$ and the negative of a vector is defined by $-\left(a_{1}, a_{2}, \ldots, a_{n}\right)=\left(-a_{1},-a_{2}, \ldots,-a_{n}\right)$ (Lipschutz and Lipson, 2002).

Polynomial is often related to vector space. For example, Martin and Mizel (1996) stated that the set of all pairs of real numbers $(\alpha, \beta)$ where $\alpha=\left(a_{1}, a_{2}\right), \beta=\left(b_{1}, b_{2}\right)$ and the addition and scalar multiplication are defined as follows:

$$
\begin{gathered}
\alpha+\beta=\left(a_{1}+b_{1}, a_{2}+b_{2}\right) \\
c \alpha=\left(c a_{1}, c a_{2}\right)
\end{gathered}
$$

where $c$ is any scalar. The $K$ together with these rules of addition and scalar multiplication is a vector space which we denote by $K^{2}$. Next, Ayres and Jaisingh (2004) gave an example, let $K$ be any field, $V=F[x]$ be the polynomial domain in $x$ over $K$, and define usual addition and scalar multiplication in $F[x]$. Then $V$ is a vector space over $K$. Later on, Anderson and Feil (2015) illustrate the fact that the multiplication vectors are not included in a vector space. Let $\mathbb{Q}_{n}[x]$ be the set of polynomials of degree not more than $n$ with coefficients in $\mathbb{Q}$ that is a vector space over $\mathbb{Q}$, vectors are polynomials of degrees not more than $n$ and scalars are rational numbers. Thus $\mathbb{Q}_{n}[x]$ is closed under addition. Nicholson (2019) stated that given $n \geq 1$, let $P_{n}$ denote the set of all polynomials of degree at most $n$, together with the zero polynomial. That is

$$
P_{n}=\left\{a_{0}+a_{1} x+a_{1} x^{2}+\cdots+a_{n} x^{n} \mid a_{0}, a_{1}, a_{2}, \ldots, a_{n} \in \mathbb{R}\right\} .
$$

Then $P_{n}$ is a vector space. Indeed, sums and scalar multiples of polynomials in $P_{n}$ are again in $P_{n}$, and the other vector space axioms are inherited from $P_{n}$. In particular, the zero vector and the negative of a polynomial in $P_{n}$ are the same as those in $P_{n}$.

Definition 1.2 (Marcus and Minc, 1968) If $W=\left\langle v_{1}, \ldots, v_{k}\right\rangle$ and the vectors $v_{1}, \ldots, v_{k}$ are linearly independent, then they are said to form a basis of the (finite dimensional) space $W$.

For examples, let $U$ be the vector space of all $2 \times 3$ matrices over a field $K$. Then the matrices

$$
\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right],\left[\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right],\left[\begin{array}{lll}
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right],\left[\begin{array}{lll}
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right],\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 1 & 0
\end{array}\right],\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right],
$$

form a basis of $U$. Thus $\operatorname{dim} U=6$. More generally, let $V$ be the vector space of all $m \times n$ matrices over $K$ and let $E_{i j} \in V$ be the matrix with $i j$-entry 1 and 0 elsewhere. Then the set $\left\{E_{i j}\right\}$ is a basis for $V$, consequently $\operatorname{dim} V=m n$. Another example, consider the following $n+1$ polynomials in $\mathbb{P}_{n}(t)$ :

$$
1, t-1,(t-1)^{2}, \ldots,(t-1)^{n}
$$

The degree of $(t-1)^{k}$ is $k$; hence no polynomial can be a linear combination of proceeding polynomials. Thus the polynomials are linearly independent. Futhermore, they form a basis of $\mathbb{P}_{n}(t)$ and dimension of $\mathbb{P}_{n}(t)=n+1$. (Lipschutz, 1987).

Martin and Mizel (1996) considered $B: \beta_{0}, \ldots, \beta_{n-1}$ be the system of polynomials $1, t, t^{2}, \ldots, t^{n-1} \in P^{n}$, the vector space of all polynomials of degree not exceeding $n-1$. Let

$$
\alpha=a_{0} t^{n-1}+a_{1} t^{n-2}+\cdots+a_{n-1}
$$

be an ordinary member of $P^{n}$. Then

$$
\alpha=a_{0} \beta_{n-1}+a_{1} \beta_{n-2}+\cdots+a_{n-1} \beta_{0}
$$

so that $B$ clearly spans $P^{n} . B$ is also independent. For if

$$
c_{0} \beta_{n-1}+c_{1} \beta_{n-2}+\cdots+c_{n-1} \beta_{0}=0
$$

then

$$
c_{0} t^{n-1}+c_{1} t^{n-2}+\cdots+c_{n-1}
$$

is a polynomial which is identically zero. Since by the fundamental theorem of algebra only the trivial polynomial vanishes identically, it follows that

$$
c_{0}=c_{1}=\cdots=c_{n-1}=0 .
$$

Therefore $B$ is independent, an independent spanner for $P^{n}$. Thus $B$ is a basis of $P^{n}$.

Definition 1.3 (Marcus and Minc, 1968) Let $V$ be a finite dimensional vector space. The dimension of $V$, denoted by $\operatorname{dim} V$, is the number of vectors in a basis of $V$. If $V$
consists of $n$ vectors, then $V$ is $n$-dimensional.
Anderson and Feil (2015) stated that the dimension of the vector space $\mathbb{R}^{3}$ over $\mathbb{R}$ is 3 . Let $e_{1}=(2,0,0), e_{2}=(0,1,0)$ and $e_{3}=(0,0,1)$. For any vector $v=\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}$, we have $v=x_{1} e_{1}+x_{2} e_{2}+x_{3} e_{3}$. So $\mathbb{R}^{3}$ is spanned by $e_{1}, e_{2}, e_{3}$ and if

$$
c_{1} e_{1}+c_{2} e_{2}+c_{3} e_{3}=0
$$

then $c_{1}=c_{2}=c_{3}=0$. Therefore $e_{1}, e_{2}, e_{3}$ are linearly independent. Hence $\left\{e_{1}, e_{2}, e_{3}\right\}$ forms a basis of $\mathbb{R}^{3}$. Meanwhile the $\operatorname{dim}\left(\mathbb{R}^{3}\right)=3$ due to the standard basis consist of three elements. Let $M=\{(2,1,-2),(-2,-1,2),(4,2,-4)\}$, then $(4,2,-4)=(2,1,-2)-(-2,-1,2)$. So these three vectors are linearly dependent. Since $\operatorname{dim}\left(\mathbb{R}^{3}\right)=3$, Thus $M$ is not a basis of $\mathbb{R}^{3}$. Next, consider $N=\{(2,2),(1,-1)\}$ and let $a(1,2)+b(1,-1)=(0,0)$. Then $a+b=0$ which gives $a=0, b=0$. So these two vectors are linearly independent. Since $\operatorname{dim}\left(\mathbb{R}^{2}\right)=2$ thus $N$ is a basis of $\mathbb{R}^{2}$.

Definition 1.4 (Langari, 2010) A is called an algebra over $K$ if $A$ is a vector space over $K$, such that $f: A \times A \longrightarrow A$ and

$$
\begin{aligned}
f(\alpha a+\beta b, c) & =\alpha f(a, c)+\beta f(b, c) \\
f(a, \gamma b+\delta c) & =\gamma f(a, b)+\delta f(a, c)
\end{aligned}
$$

for all $a, b, c \in A$ and $\alpha, \beta, \gamma, \delta \in K$.
Mohamed (2014) stated that the set of all complex numbers $\mathbb{C}$ is an algebra over the set of real numbers $\mathbb{R}$ with $\operatorname{dim}_{\mathbb{R}}(\mathbb{C})=2$. One set of basis is $\{a, b i\}$ where $a, b \in \mathbb{R}$.

The set of all bilinear maps $V \otimes V \rightarrow V$ form a vector space $\operatorname{Hom}(V \otimes V, V)$ of dimensional $n^{3}$, which can be considered together with its natural structure of an affine algebraic variety over $K$ and denoted by $\operatorname{Alg}_{n}(K) \simeq K^{n^{3}}$.

An $n$-dimensional algebra $A$ over $K$ can be considered as an element $\lambda(A)$ of $A g_{n}(K)$ via the bilinear mapping $\lambda: A \otimes A \longrightarrow A$ defining a binary algebraic operation on $A$. Let $e_{1}, e_{2}, \cdots, e_{n}$ be a basis of the algebra $A$, then the table of multiplication of $A$ is represented by point $\left(\lambda_{i j}^{k}\right)$ of this affine space as follows:

$$
\lambda\left(e_{i}, e_{j}\right)=\sum_{k=1}^{n} \lambda_{i j}^{k} e_{k},
$$

where $i, j=1,2, \cdots, n$. $\lambda_{i j}^{k}$ are called structural constants of $A$. A Leibniz algebra $A$ on $n$-dimensional vector space $V$ over a $K$ can be written as a pair $A=(V, \lambda)$, where $\lambda$ is an algebra law on $V$.

Definition 1.5 (Mohamed, 2014) An action of a group $G$ on a set $X$ is a function $\star: G \times X \longrightarrow X$ that satisfies the following conditions:

1. $e \star x=x$, for all $x \in X$, where $e$ is the identity element of $G$.
2. $g \star(h \star x)=(g h) \star x$, for all $g, h \in G$ and $x \in X$.

If $G$ is an algebraic group acting on an algebraic variety $X$, then there is the additional condition that $\star$ is a morphism.

Definition 1.6 (Mohamed, 2014) Two laws $\lambda_{1}$ and $\lambda_{2}$ from $A$ are said to be isomorphic if there is $g \in G A(V)$ such that

$$
\lambda_{2}(x, y)=\left(g \star \lambda_{1}\right)(x, y)=g^{-1}\left(\lambda_{1}(g(x), g(y))\right)
$$

for all $x, y \in V$. Thus we get an action of $G A(V)$ on $A$.
Let $O(\lambda)$ be the set of laws isomorphic to $\lambda$. It is called the orbit of $\lambda$. Once a basis is fixed, we can identify the law $\lambda$ with its structure constants. These constants $\lambda_{i j}^{k}$ satisfy for associative algebra :

$$
\begin{equation*}
\sum_{s}^{n} \lambda_{i j}^{s} \lambda_{s k}^{t}=\sum_{s}^{n} \lambda_{j k}^{s} \lambda_{i s}^{t} \tag{1.1.1}
\end{equation*}
$$

where $i, j, k, t=1,2, \ldots, n$ and for Leibniz algebra :

$$
\begin{equation*}
\sum_{l=1}^{n}\left(\lambda_{j k}^{l} \lambda_{i l}^{m}-\lambda_{i j}^{l} \lambda_{l k}^{m}+\lambda_{i k}^{l} \lambda_{l j}^{m}\right)=0 \tag{1.1.2}
\end{equation*}
$$

where $i, j, k, m=1,2, \ldots, n$. Then $A$ appears as an algebraic variety embedded in the linear space of bilinear mapping on $V$, isomorphic to $K^{n^{3}}$. Let $\lambda \in A$ and $G_{\lambda}$ be the subgroup of $G L_{n}(K)$ defined by

$$
G_{\lambda}=\left\{f \in G L_{n}(K) \mid f \star \lambda=\lambda\right\} .
$$

Let $O(\lambda)$ be the orbit of $\lambda$ with respect to action of $G L_{n}(K)$. It is isomorphic to the homogeneous space $G L_{n}(K) / G_{\lambda}$. Within the context of this study, the following is a particular definition of orbit function.

Definition 1.7 (Mohamed, 2014) A function $f: A \mapsto K$ is said to be invariant (or orbit) function if

$$
f(g \star \lambda)=f(\lambda)
$$

for all $g \in G L_{n}(K)$ and $\lambda \in A$.
Description of $A$ for low dimensional associative and Leibniz algebras have been done by solving the system (1.1.1) and (1.1.2) with respect to $\lambda_{i j}^{k}$.

Definition 1.8 (Graaf, 2010) An associative algebra As is a vector space over $K$ equipped with a bilinear map

$$
\cdot: A s \times A s \longrightarrow A s
$$

satisfying the associative identity

$$
(x \cdot y) \cdot z=x \cdot(y \cdot z)
$$

for all $x, y, z \in A s$.
Example 1.1 (Abdulkareem, 2014) Let $V$ be an n-dimensional vector space over $K$. The set of all endormorphism, End $(V)$ forms a vector space is a linear transformation from $V$ to $V$. The multiplication of two elements $f, g \in \operatorname{End}(V)$ is defined by

$$
(f \circ g)(v)=f(g(v)), \text { for all } v \in V
$$

This product of $\operatorname{End}(V)$ is an associative algebra.
Example 1.2 Let As be a three-dimensional algebra with the table of multiplication as follows :

$$
A s_{2,2}: e_{1} e_{1}=e_{2}
$$

that satisfy the associative identity

$$
\left(e_{i} e_{j}\right) e_{k}=e_{i}\left(e_{j} e_{k}\right)
$$

for all $i, j, k=1,2$. Then As is an associative algebra.
The following definitions and examples can be found in Langari (2010).
Definition 1.9 An algebra Lover $K$ is said to be a Lie algebra if the following identities hold:
i. Anti-symmetry: $[x, y]=-[y, x]$, for all $x, y \in L$.
ii. Jacobi identity: $[[x, y], z]+[[y, z], x]+[[z, x], y]=0$ for all $x, y, z \in L$, where $[\cdot, \cdot]$ denotes the multiplication in $L$.

The first example of Lie algebra is any vector space $V$ has a Lie bracket defined by $[x, y]=0$ for all $x, y \in V$. This is the abelian Lie structure on $V$. In particular the $K$ may be regarded as a one dimensional abelian Lie algebra. Other example is let $K=\mathbb{R}$. The vector product $(x, y) \longmapsto x \wedge y$ defines the structure of a Lie algebra on $\mathbb{R}^{3}$. We denote this Lie algebra by $\mathbb{R}_{\wedge}^{3}$. Explicitly, if $x=\left(x_{1}, x_{2}, x_{3}\right)$ and $y=\left(y_{1}, y_{2}, y_{3}\right)$, then $x \wedge y=\left(x_{2} y_{3}-x_{3} y_{2}, x_{3} y_{1}-x_{1} y_{3}, x_{1} y_{2}-x_{2} y_{1}\right)$.

Definition 1.10 A Leibniz algebra $L$ is a vector space over $K$ equipped with a bilinear map

$$
[\cdot, \cdot]: L \times L \longrightarrow L
$$

satisfying the Leibniz identity

$$
[x,[y, z]]=[[x, y], z]-[[x, z], y]
$$

for all $x, y, z \in L$.
For example, let $L$ be a two-dimensional algebra with the table of multiplication as follows :

$$
L_{2,3}:\left[e_{1}, e_{2}\right]=-\left[e_{2}, e_{1}\right]=e_{2}
$$

that satisfy the Leibniz identity

$$
\left[e_{i},\left[e_{j}, e_{k}\right]\right]=\left[\left[e_{i}, e_{j}\right], e_{k}\right]-\left[\left[e_{i}, e_{k}\right], e_{j}\right]
$$

for $i, j, k=1,2$. Then $L$ is a Leibniz algebra.

Let $A$ be an algebra, notes that $A^{1}=A, A^{2}=[A, A], A^{3}=\left[A^{2}, A\right], \ldots, A^{k+1}=\left[A^{k}, A\right]$, for $k \in \mathbb{N}$. Then the non ascending series as

$$
A^{1} \supset A^{2} \supset A^{3} \supset \ldots \supset A^{s} \supset \ldots
$$

Definition 1.11 (Ayupov and Omirov, 2001) An algebra A is said to be nilpotent, if there exist an integer $s \in \mathbb{N}$, such that $A^{s}=\{0\}$.

The smallest integer sfor that $A^{s}=0$ is called the nilindex of $A$.
Let $A=\operatorname{span}\left\{e_{1}, e_{2}, e_{3}, e_{4}\right\}$ with the following table of multiplication

$$
A: e_{1} e_{1}=e_{2}, e_{2} e_{1}=e_{3}, e_{1} e_{2}=e_{4}
$$

We have the following non ascending series $A^{1} \supset A^{2} \supset A^{3} \supset A^{4}=\{0\}$ where $A^{2}=\operatorname{span}\left\{e_{2}, e_{3}, e_{4}\right\}, A^{3}=\operatorname{span}\left\{e_{3}\right\}$ and $A^{4}=\operatorname{span}\{ \}$. Therefore $A$ is nilpotent algebra.

The algebra is non nilpotent if the non ascending series as

$$
A \supset A^{2} \supset A^{3} \supset \ldots \supset A^{s} \supset \ldots
$$

where $A^{s} \neq\{0\}$. For example, let $A=\operatorname{span}\left\{e_{1}, e_{2}, e_{3}\right\}$ with the following table of multiplication

$$
A: e_{2} e_{1}=e_{2}, e_{3} e_{1}=e_{3}
$$

We have $A^{2}=\operatorname{span}\left\{e_{2}, e_{3}\right\}, A^{3}=\operatorname{span}\left\{e_{2}, e_{3}\right\}, \ldots, A^{n}=\operatorname{span}\left\{e_{2}, e_{3}\right\}$. Then we do not have the non ascending series which is $A^{n}=\{0\}$. Therefore $A$ is non nilpotent algebra.

The following two examples can be found in Langari (2010). It is stated that every abelian algebra is nilpotent with a nilindex equal to two. The other example is the three dimensional algebra, $g$ defined on a basis $\left\{e_{1}, e_{2}, e_{3}\right\}$ by the bracket

$$
\left[e_{1}, e_{2}\right]=e_{3}
$$

is nilpotent with a nilindex equal to three. When

$$
g=\operatorname{span}\left\{e_{1}, e_{2}, e_{3}\right\}, g^{2}=\operatorname{span}\left\{e_{3}\right\}, g^{3}=\{0\}
$$

then we have the non ascending series as $g^{1} \supset g^{2} \supset g^{3}=\{0\}$. Thus $g$ is nilpotent algebra.

Definition 1.12 (Graaf, 2010) Let As be an assosiative algebra and $V$ be a vector space over $K$. Then the bilinear maps $\theta: A s \times A s \longrightarrow V$ with

$$
\theta(x,(y, z))=\theta((x, y), z)
$$

for all $x, y, z \in$ As is called associative cocycle.
For example, let $A s=\operatorname{span}\left\{e_{1}, e_{2}, e_{3}\right\}$ with the following table of multiplication $A s_{3,2}: e_{1} e_{1}=e_{3}, e_{2} e_{2}=e_{3}$ be an associative algebra. The algebra satisfies

$$
\theta\left(e_{i},\left(e_{j}, e_{k}\right)\right)=\theta\left(\left(e_{i}, e_{j}\right), e_{k}\right)
$$

for $i, j, k=1,2,3$. Then we have the following associative cocycle :

$$
\theta=\left[\begin{array}{ccc}
\theta\left(e_{1} e_{1}\right) & \theta\left(e_{1} e_{2}\right) & 0 \\
\theta\left(e_{2} e_{1}\right) & \theta\left(e_{2} e_{2}\right) & 0 \\
0 & 0 & 0
\end{array}\right]
$$

Definition 1.13 (Rakhimov et al., 2009) Let L be a Leibniz algebra over algebraically closed field $K$ and $V$ be a vector space over $K$. Then $\theta: L \times L \longrightarrow V$ be a bilinear maps satisfying the Leibniz identity

$$
\boldsymbol{\theta}([x,[y, z]])=\boldsymbol{\theta}([[x, y], z])-\boldsymbol{\theta}([[x, z], y])
$$

for all $x, y, z \in L$ is called Leibniz cocycle.
As an example, let $L_{3,4}=\operatorname{span}\left\{e_{1}, e_{2}, e_{3}\right\}$ with the following table of multiplication $L_{3,4}:\left[e_{1}, e_{2}\right]=e_{3},\left[e_{2}, e_{1}\right]=-e_{3}$ be a Leibniz algebra. The algebra satisfies

$$
\theta\left(\left[e_{i},\left[e_{j}, e_{k}\right]\right]\right)=\theta\left(\left[\left[e_{i}, e_{j}\right], e_{k}\right]\right)-\theta\left(\left[\left[e_{i}, e_{k}\right], e_{j}\right]\right)
$$

for $i, j, k=1,2, \ldots, n$.
Note that 27 cases are listed. In this section we show only two cases while full calculations are shown in Appendix B.

1. For case $i=j=1, k=2$ we have

$$
\begin{aligned}
\theta\left(\left[e_{1},\left[e_{1}, e_{2}\right]\right]\right) & =\theta\left(\left[\left[e_{1}, e_{1}\right], e_{2}\right]\right)-\theta\left(\left[\left[e_{1}, e_{2}\right], e_{1}\right]\right), \\
\theta\left(\left[e_{1}, e_{3}\right]\right) & =-\theta\left(\left[e_{3}, e_{1}\right]\right) .
\end{aligned}
$$

2. For case $i=3, j=1, k=2$ we have

$$
\begin{aligned}
\theta\left(\left[e_{3},\left[e_{1}, e_{2}\right]\right]\right) & =\theta\left(\left[\left[e_{3}, e_{1}\right], e_{2}\right]\right)-\theta\left(\left[\left[e_{3}, e_{2}\right], e_{1}\right]\right), \\
\theta\left(\left[e_{3}, e_{3}\right]\right) & =0
\end{aligned}
$$

After consider for 27 cases, a Leibniz cocycle is obtain as follows :

$$
\theta=\left[\begin{array}{ccc}
\theta\left(e_{1} e_{1}\right) & \theta\left(e_{1} e_{2}\right) & \theta\left(e_{1} e_{3}\right) \\
\theta\left(e_{2} e_{1}\right) & \theta\left(e_{2} e_{2}\right) & \theta\left(e_{2} e_{3}\right) \\
-\theta\left(e_{1} e_{3}\right) & -\theta\left(e_{2} e_{3}\right) & 0
\end{array}\right] .
$$

Definition 1.14 (Rakhimov and Langari, 2010) An algebra L over field $K$ is called a center of Leibniz algebra if its binary map satisfies the following properties :

$$
C(L)=\{a \in L \mid[a, L]=[L, a]=0\}
$$

for all $a \in L$.
Remark : The definition for center of associative algebra is similar with definition for the center of Leibniz algebra as mentioned above.

Example 1.3 Let $L_{3,1}$ be a 3-dimensional Leibniz algebra with a basis $\left\{e_{1}, e_{2}, e_{3}\right\}$. The table of multiplication be given as follows :

$$
L_{3,1}:\left[e_{1}, e_{1}\right]=e_{3},\left[e_{1}, e_{2}\right]=e_{3},\left[e_{2}, e_{1}\right]=e_{3}
$$

Then,
If $a=e_{1},\left[e_{1}, e_{1}\right] \neq 0 ;\left[e_{1}, e_{2}\right] \neq 0 ;\left[e_{2}, e_{1}\right] \neq 0 ;\left[e_{1}, e_{3}\right]=0 ;\left[e_{3}, e_{1}\right]=0$.
If $a=e_{2},\left[e_{2}, e_{1}\right] \neq 0 ;\left[e_{1}, e_{2}\right] \neq 0 ;\left[e_{2}, e_{2}\right]=0 ;\left[e_{2}, e_{3}\right]=0 ;\left[e_{3}, e_{2}\right]=0$.
If $a=e_{3},\left[e_{3}, e_{1}\right]=0 ;\left[e_{1}, e_{3}\right]=0 ;\left[e_{3}, e_{2}\right]=0 ;\left[e_{2}, e_{3}\right]=0 ;\left[e_{3}, e_{3}\right]=0$.
Thus, the center of Leibniz algebra is span $\left\{e_{3}\right\}$.
Definition 1.15 (Graaf, 2010) Let $A$ be an algebra over $K$ for $\theta \in Z^{2}(A, V)$. The set $\theta^{\perp}$ is called radical of algebra if its binary map satisfies the following properties:

$$
\boldsymbol{\theta}^{\perp}=\{a \in A \mid \theta(a, b)=\theta(b, a)=0\}
$$

for all $b \in A$.
Example 1.4 Let $A s_{3,1}$ be a 3-dimensional associative algebra with a basis
$\left\{e_{1}, e_{2}, e_{3}\right\}$ and let the table of multiplication be given as follows:

$$
A s_{3,1}: e_{1} e_{1}=e_{3}, e_{1} e_{2}=e_{3}, e_{2} e_{1}=e_{3} .
$$

We have associative cocycle for $A_{3,1}$ as follows :

$$
\theta\left(A s_{3,1}\right)=\left[\begin{array}{ccc}
\theta\left(e_{1} e_{1}\right) & \theta\left(e_{1} e_{2}\right) & 0 \\
\theta\left(e_{2} e_{1}\right) & \theta\left(e_{2} e_{2}\right) & 0 \\
0 & 0 & 0
\end{array}\right] .
$$

Then,
If $a=e_{1}, \theta\left(e_{1} e_{1}\right) \neq 0 ; \theta\left(e_{1} e_{2}\right) \neq 0 ; \theta\left(e_{2} e_{1}\right) \neq 0 ; \theta\left(e_{1} e_{3}\right)=0 ; \theta\left(e_{3} e_{1}\right)=0$.

If $a=e_{2}, \theta\left(e_{2} e_{1}\right) \neq 0 ; \theta\left(e_{1} e_{2}\right) \neq 0 ; \theta\left(e_{2} e_{2}\right) \neq 0 ; \theta\left(e_{2} e_{3}\right)=0 ; \theta\left(e_{3} e_{2}\right)=0$.

If $a=e_{3}, \theta\left(e_{3} e_{1}\right)=0 ; \theta\left(e_{1} e_{3}\right)=0 ; \theta\left(e_{3} e_{2}\right)=0 ; \theta\left(e_{2} e_{3}\right)=0 ; \theta\left(e_{3} e_{3}\right)=0$.
Thus, the radical of algebra is span $\left\{e_{3}\right\}$.
The following statements are stated in (Rakhimov et al., 2015). Let $A$ be an arbitrary algebra over $K$. The centroid of $A, \Gamma(A)$ is defined by

$$
\Gamma(A)=\{\phi \in \operatorname{End}(A) \mid \phi(x y)=\phi(x) y=x \phi(y) \text { for } \forall x, y \in A\} .
$$

A derivation of an algebra $A$ is a $K$-linear transformation $d: A \longrightarrow A$ satisfying

$$
d(x \cdot y)=d(x) \cdot y+x \cdot d(y), \text { for } \forall x, y \in A
$$

The set of all derivations of an algebra $A$ is denote as $\operatorname{Der}(A)$.
Example 1.5 Let $A s_{3,1}=\operatorname{span}\left\{e_{1}, e_{2}, e_{3}\right\}$ with the following table of multiplication $A s_{3,1}: e_{1} e_{1}=e_{3}, e_{1} e_{2}=e_{3}, e_{2} e_{1}=e_{3}$ be an algebra. The algebra satisfies

$$
\phi\left(e_{i} e_{j}\right)=\phi\left(e_{i}\right) e_{j}=e_{i} \phi\left(e_{j}\right),
$$

for all $i, j=1,2,3$.
Then a centroid of algebra is obtained as follows :

$$
\phi\left(A s_{3,1}\right)=\left[\begin{array}{ccc}
a_{11} & 0 & 0 \\
a_{12} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{11}+a_{21}
\end{array}\right]
$$

Example 1.6 Let $A s_{3,2}=\operatorname{span}\left\{e_{1}, e_{2}, e_{3}\right\}$ with the table of multiplication

$$
A s_{3,2}: e_{1} e_{1}=e_{3}
$$

be an algebra. The algebra satisfies

$$
d\left(e_{i} e_{j}\right)=d\left(e_{i}\right) e_{j}+e_{i} d\left(e_{j}\right)
$$

for all $i, j=1,2,3$.
In this example, the method is shown as below.

1. When $i=j=1$;

$$
\begin{aligned}
d\left(e_{1}\right) e_{1}+e_{1} d\left(e_{1}\right) & =d\left(e_{1} e_{1}\right), \\
\left(a_{11} e_{1}+a_{12} e_{2}+a_{13} e_{3}\right) e_{1}+e_{1}\left(a_{11} e_{1}+a_{12} e_{2}+a_{13} e_{3}\right) & =a_{31} e_{1}+a_{32} e_{2}+a_{33} e_{3}, \\
a_{11} e_{3}+a_{11} e_{3} & =a_{33} e_{3}, \\
2 a_{11} & =a_{33} .
\end{aligned}
$$

2. When $i=1, j=2$;

$$
\begin{aligned}
d\left(e_{1}\right) e_{2}+e_{1} d\left(e_{2}\right) & =0, \\
\left(a_{11} e_{1}+a_{12} e_{2}+a_{13} e_{3}\right) e_{2}+e_{1}\left(a_{21} e_{1}+a_{22} e_{2}+a_{23} e_{3}\right) & =0, \\
a_{21} e_{3} & =0, \\
a_{21} & =0 .
\end{aligned}
$$

3. When $i=1, j=3$;

$$
\begin{aligned}
d\left(e_{1}\right) e_{3}+e_{1} d\left(e_{3}\right) & =0, \\
\left(a_{11} e_{1}+a_{12} e_{2}+a_{13} e_{3}\right) e_{3}+e_{1}\left(a_{31} e_{1}+a_{32} e_{2}+a_{33} e_{3}\right) & =0, \\
a_{31} e_{3} & =0, \\
a_{31} & =0 .
\end{aligned}
$$

4. When $i=2, j=1$;

$$
\begin{aligned}
d\left(e_{2}\right) e_{1}+e_{2} d\left(e_{1}\right) & =0, \\
\left(a_{21} e_{1}+a_{22} e_{2}+a_{23} e_{3}\right) e_{1}+e_{2}\left(a_{11} e_{1}+a_{12} e_{2}+a_{13} e_{3}\right) & =0, \\
a_{21} e_{3} & =0, \\
a_{21} & =0 .
\end{aligned}
$$

5. When $i=j=2$;

$$
\begin{aligned}
d\left(e_{2}\right) e_{2}+e_{2} d\left(e_{2}\right) & =0, \\
\left(a_{21} e_{1}+a_{22} e_{2}+a_{23} e_{2}\right) e_{2}+e_{2}\left(a_{21} e_{1}+a_{22} e_{2}+a_{23} e_{3}\right) & =0, \\
0 & =0
\end{aligned}
$$

6. When $i=2, j=3$;

$$
\begin{aligned}
d\left(e_{2}\right) e_{3}+e_{2} d\left(e_{3}\right) & =0 \\
\left(a_{21} e_{1}+a_{22} e_{2}+a_{23} e_{3}\right) e_{3}+e_{2}\left(a_{31} e_{1}+a_{32} e_{2}+a_{33} e_{3}\right) & =0 \\
0 & =0
\end{aligned}
$$

7. When $i=3, j=1$;

$$
\begin{aligned}
d\left(e_{3}\right) e_{1}+e_{3} d\left(e_{1}\right) & =0 \\
\left(a_{31} e_{1}+a_{32} e_{2}+a_{33} e_{1}\right) e_{1}+e_{3}\left(a_{11} e_{1}+a_{12} e_{2}+a_{13} e_{3}\right) & =0 \\
a_{31} e_{3} & =0 \\
a_{31} & =0
\end{aligned}
$$

8. When $i=3, j=2$;

$$
\begin{aligned}
d\left(e_{3}\right) e_{2}+e_{3} d\left(e_{2}\right) & =0 \\
\left(a_{31} e_{1}+a_{32} e_{2}+a_{33} e_{2}\right) e_{2}+e_{3}\left(a_{21} e_{1}+a_{22} e_{2}+a_{23} e_{3}\right) & =0 \\
0 & =0
\end{aligned}
$$

9. When $i=3, j=3$;

$$
\begin{aligned}
d\left(e_{3}\right) e_{3}+e_{3} d\left(e_{3}\right) & =0 \\
\left(a_{31} e_{1}+a_{32} e_{2}+a_{33} e_{3}\right) e_{3}+e_{3}\left(a_{31} e_{1}+a_{32} e_{2}+a_{33} e_{3}\right) & =0 \\
0 & =0
\end{aligned}
$$

Then a derivation of algebra is obtained as follows :

$$
d\left(A s_{3,2}\right)=\left[\begin{array}{ccc}
a_{11} & a_{12} & a_{13} \\
0 & a_{22} & a_{23} \\
0 & 0 & 2 a_{11}
\end{array}\right]
$$

An algebra $A$ over $K$ is called maximum commutative subalgebra, Com if its binary map satisfies $x y=y x$ for all $x, y \in A$. An algebra $A$ over a field K is called maximum abelian subalgebra, $n_{A s}$ if its binary map satisfies $x y=0$ for all $x, y \in A$. For example, let $L=\operatorname{span}\left\{e_{1}, e_{2}, e_{3}\right\}$ with the following table of multiplication $A_{3,1}: e_{1} e_{1}=e_{3}, e_{1} e_{2}=e_{3}, e_{2} e_{1}=e_{3}$. The algebra satisfies $e_{i} e_{j}=e_{j} e_{i}$ for all $i, j=1,2,3$. Then a maximum commutative subalgebra Com is $\operatorname{span}\left\{e_{1}, e_{2}, e_{3}\right\}$ and also satisfies $e_{i} e_{j}=0$ for all $i, j=1,2,3$. Then we have a maximum abelian subalgebra $n_{A s}$ is $\operatorname{span}\left\{e_{2}, e_{3}\right\}$.

In order to perform a complete list of three dimensional associative algebras, Lemma 1.1 is used to extract the coboundary, $B^{2}\left(A s_{2}, \mathbb{C}\right)$.

Lemma 1.1 Let $A$ be an $n$-dimensional associative algebra, and let $\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$ be a basis of $A^{\langle 2\rangle}$. Then $B^{2}(A, K)=\left\langle\delta e_{1}^{*}, \delta e_{2}^{*}, \ldots, \delta e_{m}^{*},\right\rangle$ where $e_{i}^{*}\left(e_{j}\right)=\delta_{i j}$ and $\delta_{i j}$ is the Kronecker delta.

## Proof :

Extend a basis of $A^{\langle 2\rangle}$ to a basis $\left\{e_{1}, \ldots, e_{m}, e_{m+1}, \ldots, e_{n}\right\}$ of $A$. Then $\left\{e_{1}^{*}, e_{2}^{*}, \ldots, e_{m}^{*}\right\}$ form a basis of $\operatorname{Hom}(A, K)$. Consider any $\delta f \in B^{2}(A, K)$, and let $f=\sum_{i=1}^{n} \alpha_{i} a_{i}^{*}\left[e_{j}, e_{k}\right]$ for some $\alpha_{i} \in K$. Then,

$$
\begin{aligned}
\delta f\left[e_{j}, e_{k}\right] & =\sum_{i=1}^{n} \alpha_{i} e_{i}^{*}\left(e_{j} \cdot e_{k}\right), \\
& =\sum_{i=1}^{n} \alpha_{i} e_{i}^{*}\left(\sum_{i=1}^{n} \beta_{l} e_{l}\right), \\
& =\sum_{i=1}^{m} \alpha_{i} e_{i}^{*}\left(e_{j} \cdot e_{k}\right) \\
& =\sum_{i=1}^{m} \alpha_{i} \delta e_{i}^{*}\left(e_{j} \cdot e_{k}\right)
\end{aligned}
$$

Hence, $\delta f=\sum_{i=1}^{m} \alpha_{i} \delta e_{i}^{*}$. Further, let $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m} \in F$ such that $\sum_{i=1}^{m} \alpha_{i} \delta e_{i}=0 . \quad$ Then, $\quad \sum_{i=1}^{m} \alpha_{i} \delta e_{i}[A, A]=\sum_{i=1}^{m} \alpha_{i} \delta e_{i}\left[A^{<2>}\right]=0 . \quad$ This implies that $\alpha_{1}=\alpha_{2}=\ldots=\alpha_{m}=0$. So $\left\{\delta e_{1}, \delta e_{2}, \ldots, \delta e_{m}\right\}$ are linearly independent. Thus $\left\{\delta e_{1}, \delta e_{2}, \ldots, \delta e_{m}\right\}$ is span of $B^{2}(A, K)$.

This lemma is modified from (Hegazi and AbdelWaheb, 2016) in Jordan algebra case to associative algebra. It is proven that Lemma 1.1 can be apply for any algebra.

For example, let $A$ be a two dimensional associative algebra with a basis $\left\{e_{1}, e_{2}\right\}$ and let the table of multiplication of $A$ is given as follows :

$$
A: e_{1} e_{1}=e_{2}
$$

The cocycle, $Z^{2}(A, K)$ is spanned by $\left\{\triangle_{11}, \triangle_{21}\right\}$.

1. $\delta e_{1}^{*}=C_{11} \triangle_{11}+C_{21} \triangle_{21}$, where $C_{11}=\delta e_{1}^{*}\left(e_{1} e_{1}\right)=e_{1}^{*}\left(e_{2}\right)=0$ and $C_{21}=\delta e_{1}^{*}\left(e_{2} e_{1}\right)=e_{1}^{*}(0)=0$. Then, $\delta e_{2}^{*}=\operatorname{span}\{ \}$.
2. $\delta e_{2}^{*}=C_{11} \triangle_{11}+C_{21} \triangle_{21}$, where $C_{11}=\delta e_{2}^{*}\left(e_{1} e_{1}\right)=e_{2}^{*}\left(e_{2}\right)=1$ and $C_{21}=\delta e_{2}^{*}\left(e_{2} e_{1}\right)=e_{2}^{*}(0)=0$. Then, $\delta e_{1}^{*}=\operatorname{span}\left\{\triangle_{11}\right\}$.

We can conclude that the coboundary,

$$
B^{2}(A, K)=\operatorname{span}\left\{\delta e_{1}^{*}, \delta e_{2}^{*}\right\}=\operatorname{span}\left\{\triangle_{11}\right\}
$$

Definition 1.16 (Ahmed et al., 2018) An automorphism $g: A \rightarrow \mathbb{A}$ as an invertible linear map is represented by an invertible matrix

$$
g \in G L(m ; \mathbb{F}): \boldsymbol{g}(\boldsymbol{u})=\boldsymbol{g}(e u)=e g u
$$

Due to : $\quad \boldsymbol{g}(\boldsymbol{u} \cdot \boldsymbol{v})=\boldsymbol{g}(e A(u \otimes v)=e g(A(u \otimes v))=e(g A)(u \otimes v) \quad$ and

$$
\boldsymbol{g}(\boldsymbol{u}) \cdot \boldsymbol{g}(\boldsymbol{v})=(e g u) \cdot(e g v)=e A(g u \otimes g v)=e A(g u \otimes g v)=e A g^{\otimes v}(u \otimes v),
$$

the property $\boldsymbol{g}(\boldsymbol{u} \cdot \boldsymbol{v})=\boldsymbol{g}(\boldsymbol{u}) \cdot \boldsymbol{g}(\boldsymbol{v})$ is equivalent to : $g A=A g^{\otimes v}$. Thus, for the group of automorphisms of an algebra $\mathbb{A}$ given by $\operatorname{MSC} A \in M(2 \times 4 ; \mathbb{F})$ (for two dimensional algebras) one has : $\operatorname{Aut}(A)=\{g \in G L(2 ; \mathbb{F}): g A-A(g \otimes g)=0\}$. Therefore we look only for nonsingular solutions

$$
g=\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]
$$

of the equation $g A-A(g \otimes g)=0$.
For example, Ahmed et al. (2018) wrote that let

$$
A=A_{1}\left(\alpha_{1}, \alpha_{2}, \alpha_{4}, \beta_{1}\right)=\left[\begin{array}{cccc}
\alpha_{1} & \alpha_{2} & \alpha_{2}+1 & \alpha_{4} \\
\beta_{1} & -\alpha_{1} & -\alpha_{1}+1 & -\alpha_{2}
\end{array}\right] .
$$

Due to equation $\operatorname{Aut}(A)=\{g \in G L(2 ; \mathbb{F}): g A-A(g \otimes g)=0\}$ one has the system of equations :

$$
\begin{array}{r}
-a c+a \alpha_{1}-a^{2} \alpha_{1}-2 a c \alpha_{2}-c^{2} \alpha_{4}+\beta_{1}=0, \\
-b c-b \alpha_{1}-a \alpha_{1}+a \alpha_{2}-b c \alpha_{2}-a d \alpha_{2}-c d \alpha_{4}=0, \\
a+b-a d-b \alpha_{1}-a b \alpha_{1}+a \alpha_{2}-b c \alpha_{2}-a d \alpha_{2}-c d \alpha_{4}=0, \\
-b d-b^{2} \alpha_{1}-b \alpha_{2}-2 b d \alpha_{2}+a \alpha_{4}-d^{2} \alpha_{4}=0, \\
-a c+c \alpha_{1}+2 a c \alpha_{1}+c^{2} \alpha_{2}-a^{2} \beta_{1}+d \beta_{1}=0, \\
-b c+b c \alpha_{1}-d \alpha_{1}+a d \alpha_{1}+c \alpha_{2}+c d \alpha_{2}-a b \beta_{1}=0, \\
c+d-a d+b c \alpha_{1}-d \alpha_{1}+a d \alpha_{1}+c \alpha_{2}+c d \alpha_{2}-a b \beta_{1}=0, \\
-b d+2 b d \alpha_{1}-d \alpha_{2}+d^{2} \alpha_{2}+c \alpha_{4}-b^{2} \beta_{1}=0 .
\end{array}
$$

The system of equation above implies

$$
a+b-a d+b c=0
$$

i.e., $b=\triangle-a$ and

$$
c+d-a d+b c=0
$$

i.e., $d=\triangle-c$. Therefore, $\triangle=a(\triangle-c) c(\triangle-a)$ and this implies $\triangle(1-a+c)=0$. Since $\triangle \neq 0$ we have $c=a-1$. The similar observation implies $d=b+1$. Therefore we get

$$
g=\left[\begin{array}{cc}
a & b \\
a-1 & b+1
\end{array}\right], \text { with } \triangle=a+b \neq 0
$$

As a result the system of equation above can be rewrite a follows :

$$
\begin{aligned}
a^{2}\left(1+\alpha_{1}+2 \alpha_{2}+\alpha_{4}\right)-a\left(1+\alpha_{1}+2 \alpha_{2}+\alpha_{4}\right)+\alpha_{4} & =0 \\
\alpha_{4}(a-1) & =0 \\
a^{2}\left(1-2 \alpha_{1}-\alpha_{2}+\beta_{4}\right)+a\left(-1+\alpha_{1}+2 \alpha_{2}\right)-\alpha_{2}+\alpha_{1}-\beta_{1} & =0 \\
\left(\alpha_{1}+2 \alpha_{2}\right)(a-1) & =0
\end{aligned}
$$

Therefore, $\operatorname{Aut}\left(\alpha_{1}, \alpha_{2}, \alpha_{4}, \beta_{1}\right)=\{I\}$.

A list of non-isomorphism algebras in two dimensional is needed before applying the Skjelbred-Sund method by using central extension to obtain the list of nonisomorphic algebras in dimension three. The method can be used to apply three dimensional algebras extend to four dimensional algebras.

Theorem 1.1 (Graaf, 2010) In two dimensional associative algebras, there are the following non-isomorphism algebras.
$A_{2}^{1}$ : abelian;
$A_{2}^{2}:\left(e_{1}, e_{1}\right)=e_{2}$;
$A_{2}^{3}:\left(e_{1}, e_{1}\right)=e_{1},\left(e_{1}, e_{2}\right)=e_{2}$;
$A_{2}^{4}:\left(e_{1}, e_{1}\right)=e_{1},\left(e_{2}, e_{1}\right)=e_{2}$;
$A_{2}^{5}:\left(e_{1}, e_{1}\right)=e_{1},\left(e_{1}, e_{2}\right)=\left(e_{2}, e_{1}\right)=e_{2}$;
$A_{2}^{6}:\left(e_{1}, e_{1}\right)=e_{1},\left(e_{2}, e_{2}\right)=e_{2}$.
Theorem 1.2 (Langari, 2010) In two dimensional Leibniz algebras, there are the following non-isomorphism algebras.
$L_{2}^{1}$ : abelian;
$L_{2}^{2}:\left[e_{1}, e_{1}\right]=e_{2}$;
$L_{2}^{3}:\left[e_{1}, e_{2}\right]=-\left[e_{2}, e_{1}\right]=e_{2}$;
$L_{2}^{4}:\left[e_{1}, e_{2}\right]=\left[e_{2}, e_{2}\right]=e_{1}$.
From (Burde, 1999) and (Rikhsiboev and Rakhimov, 2012), we have the following theorem :

Theorem 1.3 In three dimensional Leibniz algebras, there are the following non-isomorphism algebras.
$R R I_{1}:\left[e_{1}, e_{3}\right]=-2 e_{1},\left[e_{2}, e_{2}\right]=e_{1},\left[e_{3}, e_{2}\right]=e_{2},\left[e_{2}, e_{3}\right]=-e_{2} ;$
$R R I_{2}:\left[e_{1}, e_{3}\right]=\alpha e_{1},\left[e_{3}, e_{2}\right]=e_{2},\left[e_{2}, e_{3}\right]=-e_{2}$;
$R R I_{3}:\left[e_{3}, e_{3}\right]=e_{1},\left[e_{3}, e_{2}\right]=e_{2},\left[e_{2}, e_{3}\right]=-e_{2} ;$
$R R I_{4}:\left[e_{2}, e_{2}\right]=e_{1},\left[e_{3}, e_{3}\right]=\alpha e_{1},\left[e_{2}, e_{3}\right]=e_{1} ;$
$R R I_{5}:\left[e_{2}, e_{2}\right]=e_{1},\left[e_{3}, e_{3}\right]=e_{1}$;
$R R I_{6}:\left[e_{1}, e_{3}\right]=e_{2},\left[e_{2}, e_{3}\right]=e_{1}$;
$R R I_{7}:\left[e_{1}, e_{3}\right]=e_{2},\left[e_{2}, e_{3}\right]=\alpha e_{1}+e_{2} ;$
$R R I_{8}:\left[e_{3}, e_{3}\right]=e_{1},\left[e_{1}, e_{3}\right]=e_{2} ;$
$R R I_{9}:\left[e_{3}, e_{3}\right]=e_{1},\left[e_{1}, e_{3}\right]=e_{1}+e_{2} ;$
$L_{3}:\left[e_{1}, e_{2}\right]=e_{3},\left[e_{1}, e_{3}\right]=2 e_{1},\left[e_{2}, e_{1}\right]=-e_{3},\left[e_{2}, e_{3}\right]=2 e_{2}$,

$$
\left[e_{3}, e_{1}\right]=-2 e_{1},\left[e_{3}, e_{2}\right]=2 e_{2}
$$

$L_{8}(\alpha):\left[e_{1}, e_{2}\right]=e_{3},\left[e_{1}, e_{3}\right]=\alpha e_{3},\left[e_{2}, e_{1}\right]=-e_{2},\left[e_{3}, e_{1}\right]=\alpha e_{3} ;$
$L_{9}:\left[e_{1}, e_{2}\right]=e_{2},\left[e_{2}, e_{1}\right]=-e_{2}$;
$L_{10}:\left[e_{1}, e_{2}\right]=e_{2},\left[e_{1}, e_{3}\right]=e_{2}+e_{3},\left[e_{2}, e_{1}\right]=-e_{2},\left[e_{3}, e_{1}\right]=-e_{2}-e_{3}$;
$L_{15}:\left[e_{1}, e_{2}\right]=e_{2},\left[e_{1}, e_{3}\right]=e_{3},\left[e_{2}, e_{1}\right]=-e_{2},\left[e_{3}, e_{1}\right]=-e_{3}$;
$L_{16}:\left[e_{1}, e_{2}\right]=e_{3},\left[e_{2}, e_{1}\right]=-e_{3} ;$

### 1.2 Problem Statement

The classification problem of algebras is a rather complicated problem especially for higher dimensions. As well known, the list of isomorphism classes for low dimensional algebras such as associative, Lie and Leibniz algebras have been known. Does the classification of algebras in higher dimensional can be arising from the list of algebras in low dimensional? One of the methods is the Skjelbred-Sund method that has been used in the case of Lie algebra. The study in this thesis is to investigate this method can be applied to obtain the list of isomorphism classes for higher dimensional associative and Leibniz algebras cases.

### 1.3 Research Objectives

This research objectives are stated as follows :

1. To find the cocycle of associative and Leibniz algebras in dimension two and three.
2. To establish the group of automorphisms of associative and Leibniz algebras in dimension two and three.
3. To classify nilpotent associative algebras using central extension in three dimensional.
4. To classify nilpotent Leibniz algebras using central extension in three and four dimensional.

### 1.4 Methodology

Throughout this research, a classification procedure is developed to lead directly to our objectives.

The classification procedures are as follows:

- For a given algebra of smaller dimension, firstly list its center in order to identify the 2-cocycle that satisfies

$$
\theta^{\perp} \cap C(A)=0 .
$$

- Determine the 2 -cocycle, the 2 -coboundary and compute the quotient $H^{2}(A, K)$. For each algebra $A$ with given basis $\left\{e_{1}, e_{2}, \ldots, e_{s}\right\}$, a 2-cocycle $\theta$ is presented by a matrix $\left(e_{i j}\right), \theta=\sum_{i, j=1}^{n} c_{i j} \triangle_{i j}$, where $\triangle_{i j}$ is the $n \times n$ matrix with $(i j)$ element being 1 and all the others 0 . To compute the 2-cocycle, all the constraints on the elements $c_{i j}$ of the matrix $\left(c_{i j}\right)$ are listed.
- Find a (maybe a redundant) list of representatives of the orbits of $\operatorname{Aut}(A)$ acting on the $\theta$.
- For each $\theta$ found, construct $A_{\theta}$. Discard the isomomorphic ones.


### 1.5 Outline of Contents

This section gives a brief outline of the material and main concepts in each chapter. There are five chapters in this thesis with the following contents:

Some basic concepts of algebra in Chapter 1 is described. It started with the definition of associative algebra and Leibniz algebra together with their examples. Then followed by other definitions, examples, lemmas and theorems. Our main objectives and a methodology of this research are listed.

Chapter 2 presents a literature review of the research. This part gives a deep understanding regarding the backgrounds of the research which is introduced by Louis Loday in 1977.

The classification of associative algebras in three dimensional is stated in Chapter 3. Then several extension invariants is presented to distinguish isomorphism classes. The classification is shown in details by including a group action. Then, a list of algebras are identified.

In Chapter 4, three dimensional and four dimensional Leibniz algebras are classified. The similar method as mentioned in Chapter 3 is presented. As requested, the list of isomorphism classes in dimensions three and four of Leibniz algebras are presented. Then several extension invariants are considered to distinguish isomorphism classes. The procedure of the classification is shown including group action in details. At the end, a list of algebras is identified.

Finally, Chapter 5 provides the summary of all contributions that has been done in this thesis and also discuss on future research.
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