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Digital data are growing tremendously, and the massive amount of data are core 

contributors to data evolutions across the globe. In this Industry Revolution (IR) 4.0 era, 

heterogenous data are generated in various sources and platforms. In order to store these 

huge volumes with heterogenous data categories, cloud computing became the 

mainstream solution to provide multiple services to keep safe, process and distribute the 

data. As each data is substantial to everyone, cloud computing emphasises and facilitates 
a fast and flexible platform to users. Despite continually standing as a resilient storage 

provider to heterogenous data, the prominent issue encountered as performance challenges 

is to accommodate sufficient services with high data cloud storage. The issues are crucial 

because poor data availability and accessibility are often influencing delays on data 

retrieval which ultimately leads to system performance degradations.  

 

 

In order to mitigate the issues, ‘cloud data replication’ is commonly implemented for 

better data performance and promising business continuity. Cloud replication is 

recognised as storing more than one copy of data in multiple distributed storage nodes. 

Additionally, cloud replication is well-known as a comprehensive technique which is 

capable in serving high data availability, faster response time, and better fault tolerance 
yet cost-effective for both cloud users and provider. Regardless of the replication valuable 

keys, occasionally this technique has the tendency to attain performance degradation 

issues too. Some existing research works did not considers substantial factors in 

determining popular files. As a result, the poor popular file selection strategies affect file 

download and lead to ineffective response time. Besides, there are also issues that arise 

during data placement techniques consuming extensive space and high replication time 

due to replica copies located in every storage node in the same cluster environment to 

achieve high data availability. Furthermore, there are also problems identified when 

choosing an appropriate data center to store replica copies caused by ineffective data 

center selection criteria. Holistically, there are many previous studies which have 
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enlightened issues in cloud replications such as delayed response time, high replication 

time, extensive storage space, and massive network consumption due to inefficient 

replication strategies implemented in cloud environments. 

 

 
Therefore, to evade the negative probabilities and satisfy users, an established and 

extensive cloud replication strategy is significant to be deployed in a cloud environment 

to enhance the overall replication performance. 

 

 

In this research, there are three (3) main contributions proposed for a cloud replication 

environment. Firstly, this research proposed an Enhanced Replication Strategy (ERS) that 

improves response time for file download in a replication cloud environment without 

neglecting the popular file selection. Secondly, this research proposed a dynamic 

Balanced Quorum (BQ) technique for replica placement to reduce storage consumption 

without disregarding a faster replication time and preserve data availability. As for the 

third contribution, an efficient Data Center Selection Method (DCSM) was proposed to 
ensure files are available in the best local data center; thus, this research is able to facilitate 

efficient network usage and minimise replication frequency in a cloud replication 

environment.  

 

 

The proposed ERS, BQ and DCSM are agile depending on the replication environment 

requirements and dynamically adapt user access patterns, guarantee that essential data is 

always available and accessible by users. Thorough experiments were conducted using 

the ‘CloudSim’ simulation tool. The dataset generated by CloudSim was in random 

structured master files in various sizes. The simulation results were analysed and the 

analytical graphs are presented in the discussions. In order to validate the competence of 
these proposed algorithms, results were compared with another similar research work 

known as DPRS algorithm. Apparently, the proposed ERS, BQ and DCSM in this research 

outperformed the DPRS, concurrently evidenced 10.47% improvement in average 

response time, reduced storage consumptions are 11.43% and 31%, accelerated replication 

time with 6% and 20%, sustained high data availability between 98.59% to 99.03%, 

offered effective network usage reduced by 20% more efficiency and finally betterments 

on overall replication frequency with 14%. Individual measurement metrics in this 

research was outpaced the other existing method, the DPRS and contributed better 

performance in cloud replication environment. 
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Data digital berkembang dengan pesat dan jumlah data yang besar adalah penyumbang 

utama kepada evolusi data di seluruh dunia. Dalam era Revolusi Industri (IR) 4.0 ini, data 

heterogen dijana dalam pelbagai sumber dan platform. Untuk menyimpan jumlah data 

yang besar dengan kategori data yang pelbagai, pengkomputeran awan menjadi 

penyelesaian dengan menyediakan pelbagai perkhidmatan untuk memastikan keselamatan 

memproses dan mengedarkan data. Oleh kerana setiap data penting kepada semua, 

pengkomputeran awan menekankan penyediaaan platform yang cepat dan fleksibel 
kepada pengguna. Walaupun pengkomputeran awan dikenali sebagai pembekal storan 

yang utuh bagi pelbagai data, isu utama yang dihadapi adalah cabaran dalam menampung 

permintaan perkhidmatan dengan ketersediaan data yang tinggi dan akses data yang lebih 

cepat tanpa mengabaikan sensitiviti data yang disimpan dalam storan awan. Isu-isu ini 

adalah kritikal kerana ketersediaan dan kebolehcapaian data yang lemah sering 

mempengaruhi kelewatan capaian data yang akhirnya menjejaskan prestasi sistem. 

 

 

Bagi membendung isu-isu berbangkit tersebut, hamper semua perkihidmatan awam 

mengadaptasi strategi 'replikasi data awan' untuk meningkatkan prestasi capaian data yang 

lebih baik dan menjanjikan kesinambungan perniagaan. Replikasi awan diiktiraf sebagai 

satu kaedah penyimpanan lebih daripada satu salinan data dalam pelbagai nod storan 
teragih. Di samping itu, replikasi awan terkenal sebagai teknik komprehensif yang 

berkeupayaan dalam ketersediaan data yang tinggi, masa capaian yang lebih cepat, 

toleransi ralat yang lebih baik dan menjanjikan kos yang efektif  untuk pengguna dan 

pembekal awan. Namun demikian, strategi replikasi ini kadangkala mempunyai 

kecenderungan menjejaskakan prestasi pengkomputeran awan. 

 

 

Terdapat banyak kajian terdahulu yang menjelaskan isu-isu dalam replikasi awan seperti; 

kelewatan masa capaian data, masa replikasi yang tinggi, penggunaan ruang storan yang 

banyak dan penggunaan rangkaian yang tinggi disebabkan pelaksanaan strategi replikasi 
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yang tidak cekap dalam persekitaran awan. Oleh itu, bagi mengelakkan kebarangkalian 

negatif dan memenuhi kepuasan hati pengguna, pembangunan strategi replikasi data yang 

mantap dan efisen adalah signifikan untuk digunakan dalam persekitaran awan bagi 

meningkatkan prestasi replikasi secara holistik. 

 
 

Dalam penyelidikan ini, terdapat tiga (3) sumbangan utama dicadangkan untuk 

persekitaran replikasi awan. Pertama, penyelidikan ini mencadangkan Strategi Replikasi 

Dipertingkatkan (ERS) yang mempercepatkan masa apabila muat turun fail dalam 

persekitaran replikasi awan tanpa mengabaikan pemilihan fail yang popular. Kedua, 

penyelidikan ini mencadangkan teknik penempatan replika yang dinamik Quorum 

Seimbang (BQ) untuk mengurangkan penggunaan storan tanpa mengabaikan masa 

replikasi yang lebih cepat dan mengekalkan ketersediaan data secara optimum. Bagi 

sumbangan ketiga, Kaedah Pemilihan Pusat Data (DCSM) yang cekap dicadangkan untuk 

memastikan fail sentiasa disimpan di pusat data tempatan yang terbaik. Dengan itu 

penyelidikan ini dapat mencapai penggunaan rangkaian yang efektif dan meminimakan 

kekerapan replikasi dalam persekitaran replikasi awan. 
 

 

ERS, BQ dan DCSM yang dicadangkan adalah komprehensif bergantung kepada 

keperluan persekitaran replikasi dan menyesuaikan corak akses pengguna secara dinamik 

yang menjamin data penting sentiasa tersedia dan boleh diakses oleh pengguna.  

Eksperimen menyeluruh dijalankan menggunakan aplikasi simulasi 'CloudSim'. 

Keputusan simulasi dianalisa dan graf analitik dibentangkan dalam perbincangan. Untuk 

mengesahkan kecekapan dan keberkesanan algoritma yang dicadangkan ini, keputusan 

dibandingkan dengan satu kerja penyelidikan lain dalam bidang yang sama dikenali 

sebagai algoritma DPRS. Ternyata ERS, BQ dan DCSM yang dicadangkan dalam 

penyelidikan ini adalah lebih efisen daripada DPRS, dan ianya telah berjaya dibuktikan 
dengan keputusan masa capaian data yang lebih baik, pengurangan penggunaan storan, 

masa replikasi yang cepat, mengekalkan ketersediaan data yang tinggi, penggunaan 

rangkaian yang efektif dan akhirnya dapat meminimumkan kekerapan replikasi dalam 

persekitaran replikasi awan. 
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CHAPTER 1 

1 INTRODUCTION 

1.1 Introduction  

This chapter introduces the concept of cloud computing and data replication strategies. 

The background of research in current trends is presented. Additionally, the research 

problem is listed, and objectives for this research work are further explained. The research 

questions and overall research scope is described for this research.   Espectation  

1.2 Background 

A massive amount of data is used extremely in the current era around the globe. Business 

researchers like International Data Corporation (IDC) reported that data growth is 

overwhelming and potentially reaches 35ZB by 2020 (Kaur, Chana, & Bhattacharya, 

2018; Nannai John & Mirnalinee, 2020). This phenomenon is derived from the most 

interconnected Internet of Things (IoT) devices, leading to 100 billion terminals connected 
in 2025 (Shao, Li, Fu, Jia, & Luo, 2019).  The enormous data consist of heterogenous data 

types from various sources, which are likely recognized as big data (Rajabion, Shaltooki, 

Taghikhah, Ghasemi, & Badfar, 2019; C. Yang, Huang, Li, Liu, & Hu, 2017). Countless 

studies embarked in big data emphasised the unsolvable challenge encountered along the 

decades is focused on data availability and accessibility (Cai, Xu, Jiang, & Vasilakos, 

2016; Kaseb, Khafagy, Ali, & Saad, 2019; Slimani, Hamrouni, & Ben Charrada, 2021; 

Yan, Zhang, Ding, & Zheng, 2017).  

Cloud computing is well known as a data management platform to address high-volume 

data demanded to be accessible by users anytime from anywhere (Mrozek, 2020; 

Shakarami, Ali, Mohammad, & Hamid, 2021). Cloud computing offers users a “pay-as-

you-go” pricing model since it enables multiple services such as Software as a Service 
(SaaS), which provides real-time application services, Platform as a Service (PaaS), which 

delivers various operating systems, Consistency as a Service (CaaS), which promises data 

consistency in storage nodes, and Infrastructure as a Service (IaaS), which provides many 

hardware solutions to users as an on-demand basis (C. Li, Wang, Tang, & Luo, 2019; 

Logesswari, Jayanthi, Kalaiselvi, Muthusundari, & Aswin, 2020; N. Mansouri, Javidi, & 

Mohammad Hasani Zade, 2019; Ostermann & Prodan, 2012; Vikhe & Malhotra, 2015). 

Cloud computing empowers users with various resilient services that stands vibrantly as 

preferable technology for almost everyone to ensure data are efficiently managed and 

business continuity is guaranteed too (Q. Liu, Wang, & Wu, 2014; Nivetha & 

Vijayakumar, 2016; Tan, Hijazi, Lim, & Gani, 2018). However, cloud computing as a 

reliable multiple service provider is not exceptional in facing issues in providing high data 

availability to users while preserving data sensitivity. In fact, fear of losing data during 
node failures is one of the core issues too (Logesswari et al., 2020; Nannai John & 

Mirnalinee, 2020; J. Wang, Wu, & Wang, 2017). 
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Hence, to mitigate the arising concerns in a cloud platform, data replication is recognised 

as a promising cloud environment strategy (Djebbara & Belbachir, 2018b; Shakarami et 

al., 2021; Shao et al., 2019; Xie, Yan, & Shen, 2017). Data replication is an empirical 

technique to accelerate system performance by generating identical data copies across 

multiple storages (Najme Mansouri, Javidi, & Zade, 2021; Spinnewyn, Botero, & Latre, 
2018). Precisely, in a cloud environment, data replication is defined as creating several 

physical copies for every logical data item and locates the replica copies in different sites 

or storage nodes (Alami Milani & Jafari Navimipour, 2016; Khelifa, Hamrouni, 

Mokadem, & Charrada, 2020). There are several ways to apply the data replication 

function depending on the cloud replication objectives. Respective objectives have 

drawbacks that occasionally tend to breed performance degradation (Ciritoglu, Saber, 

Buda, Murphy, & Thorpe, 2018a; N. Mansouri, Javidi, & Mohammad Hasani Zade, 2020; 

Slimani et al., 2021). Therefore, established and comprehensive replication strategies 

must be developed to resolve such performance hitches. Literally, a competent replication 

strategy will allow cloud providers to serve accelerated performance to users with better 

data availability, faster response time, low fault tolerance, reduced storage usage, and 

efficient network usage (Alami Milani & Jafari Navimipour, 2017; Fu, Li, Liu, Deng, & 

Wang, 2019; K. Liu et al., 2020; Malik et al., 2016). 

1.3 Problem Statement  

Since the past decades, the data replication trend is yet to subside, instead it is progressing 
rapidly in multiple perspectives to enhance cloud replication performance (Castro-Medina 

et al., 2019; Seguela, Mokadem, & Pierson, 2020; Slimani et al., 2021). Abundant 

literature insights show data replication strategies are popular and widespread, leading to 

fulfilling the demands of cloud replication. The implementation of data replication usually 

achieves speedy data access, high data availability, efficient network usage, fast 

replication process, low storage consumptions, and certainly cost-effective in maintaining 

the entire cloud infrastructure (Fu et al., 2019; J. Liu et al., 2020; Mousavi Nik, 

Naghibzadeh, & Sedaghat, 2021; Nannai John & Mirnalinee, 2020; Shao et al., 2019; D. 

W. Sun, Chang, Gao, Jin, & Wang, 2012; Tos, Mokadem, Hameurlain, & Ayav, 2021). 

Researchers are eagerly focusing on enhancing the strategies in various perceptions; 

unfortunately, the vulnerability in every strategy is inevitable (P. J. Kumar & Ilango, 2017; 

N. Mansouri, Javidi, et al., 2020; Slimani et al., 2021; Yi, Wei, & Song, 2017; Zeng & 
Veeravalli, 2014; Zhang et al., 2021). A non-comprehensive replica strategy would be the 

main cause to the vulnerability and drawbacks. The drawbacks that usually reside in the 

developed strategies are not limited to high network usage, high process time, high 

response time, high storage consumptions and more, depending on the research areas 

(Alami Milani & Jafari Navimipour, 2016; Runhui Li, Hu, & Lee, 2015; Nannai John & 

Mirnalinee, 2020; Shao et al., 2019; Tos et al., 2021). 

Therefore, the primary issue emphasised in this research is inefficient response time while 

obtaining data from a cloud replication environment. A good replication strategy must 

keep substantial data instead of copying the entire data set, leading to replication 

performance degradation (Karuppusamy & Muthaiyan, 2016; Nannai John & Mirnalinee, 

2020; Souravlas & Sifaleras, 2017b). Similarly, many researchers overlooked their 
strategies while determining crucial data derived explicitly from inefficient response time 
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(K. A. Kumar, Quamar, Deshpande, & Khuller, 2014; C. Li, Bai, Chen, & Luo, 2020; 

Long, Zhao, & Chen, 2014; N. Mansouri & Javidi, 2018b; N. Mansouri, Rafsanjani, & 

Javidi, 2017; Najme Mansouri et al., 2021; Mousavi Nik et al., 2021). Computation 

overheads commonly trigger the delay in data retrieval during the selection of necessary 

data files as replica candidates. Nevertheless, some existing research works did not 
considers substantial factors in determining popular files. As a result, the poor popular file 

selection strategies affect file download and lead to ineffective response time (Abbes, 

Louati, & Cérin, 2020; Hussein & Mousa, 2012; Luiz André Barroso, Clidaras, & Urs 

Hölzle, 2013; N. Mansouri, Javidi, et al., 2020; N. Mansouri et al., 2017; Najme Mansouri, 

2016; Najme Mansouri et al., 2021; Shakarami et al., 2021; Shao et al., 2019). Similarly, 

(N. Mansouri et al., 2017) considered many insignificant factors, such as file size and the 

total number of jobs requested in every round, which delays their computations. These 

computations contribute to several additional processes and lead to a higher response time. 

Furthermore, DPRS includes constant criteria for computations, especially to retrieve the 

average popularity value in all clusters to find relationships for popular file selection. This 

constant criterion causes irrelevant processing operations that increase the response time 

too. The elevated process time eventually defeats the purpose of the replication to 
accelerate data access by cloud replication users.  Therefore, this research work proposed 

an algorithm to achieve a faster response time with comprehensive popular file selection 

factors capable of selecting crucial data according to users’ access patterns. 

The second crucial issue raised in this research is focused on data placement techniques 

consuming extensive space and high replication time during the placement of replica 

copies in every storage node in the same cluster environment to achieve high data 

availability (Kirubakaran, Valarmathy, & Kamalanathan, 2013; N. Mansouri, Mohammad 

Hasani Zade, & Javidi, 2020; N. Mansouri et al., 2017; Tos et al., 2021). As cloud users 

always demand high data availability, most of the researchers focused on producing data 

placement techniques with high numbers of replica copies in almost every cluster and 

storage nodes (Fu et al., 2019; Gill & Singh, 2016; N. Mansouri et al., 2019; Mousavi Nik 
et al., 2021; Zeng & Veeravalli, 2014). Eventually, with the developed data placement 

techniques, most researchers either attained high data availability but, on the other hand, 

neglected extensive storage usage or vice-versa  (C. Li et al., 2020; N. Mansouri et al., 

2017; Slimani et al., 2021). Furthermore, in research by (N. Mansouri et al., 2017), the 

increasing number of replications activities to place replica copies leads to additional 

replication time too. Therefore, a comprehensive placement technique is required to 

allocate an adequate number of replica copies while ensuring no extra process time for the 

replication process. Hence, this research proposed a placement technique that addresses 

all the raised issues and can reduce storage usage, faster replication time, minimal number 

of replicas, yet attain high data reliability.  

The third problem addressed in this research work is massive network usage due to many 

data movements in networks to retrieve the requested data by users.  The problem was 
identified when choosing an appropriate data center to store replica copies which were 

caused by ineffective data center selection criteria (Djebbara & Belbachir, 2018b; 

Khalajzadeh, Yuan, Zhou, Grundy, & Yang, 2020; N. Mansouri et al., 2017; Najme 

Mansouri et al., 2021). Researchers proposed many data center criteria to ensure faster 

access of replica copies in cloud environments.  They focused on several substantial 

factors such as shortest distance or centrality, most requested files, storage availability, 
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and site failures probabilities (Karuppusamy & Muthaiyan, 2016; N. Mansouri et al., 

2019, 2017; Nannai John & Mirnalinee, 2020; Tos et al., 2021; Zhang et al., 2021). 

However, the designated factors in those produced algorithms are inadequate to minimise 

data movement in the network and preserve fault tolerance. Reducing fault tolerance and 

data movement between data centers are prevalent challenges in cloud replication 
environments. These two performances are crucial to mitigate the risk of data loss in 

networks. Therefore, this research is aware that there is still room for improvements and 

introduced suitable methods to reduce network usage and decrease replication frequency 

in existing strategies.  

An ineffective replica strategy would result in various drawbacks, as discussed in previous 

paragraphs. Besides that, it is very decisive to determine how to replicate, how many to 

replicate, where to replicate, and when to place the replicas in the cloud to ensure the 

overall replication performance is exclusively attained (Fazlina, Latip, Ibrahim, & 

Abdullah, 2018; Karunakaran & Kalyanasaravanan, 2018). Hence, this research work 

proposed solutions for every raised issue through introducing the Enhanced Replication 

Strategy (ERS) with Balance Quorum (BQ) Replica Placement Technique and Data 

Center Selection Method (DCSM) for Cloud Replication Environment. 

1.4 Research Objectives 

The main objective of this thesis is to develop a replication strategy in a Cloud Replication 

environment that fulfills the following purposes: 
 

1. to propose a replication algorithm that improves response time for file download 

and appropriate popular file selection. 

2. to propose dynamic replica placement techniques to reduce storage usage and 

response time for file replication and sustain data availability. 

3. to propose an efficient data center selection method to achieve efficient network 

usage and minimise replication frequency, ensuring files are available in the best 

local data center. 

 

 

1.5 Research Question 

1.  What is the best strategy to improve download response time? 

2.  What is the best technique for replica placement to achieve low storage 

consumption? 

3.  What is the suitable method in determining the best data center to store replica 

copies? 
 

 

1.6 Research Scope 

Numerous latest research works embarked on developing cloud replication strategies by 
adapting the most advanced techniques such as data mining, fuzzy inference and 
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metaheuristic. Although these revolutionary techniques are recognised as futuristic 

features, the methods impose a high computation overhead that requires additional 

computing resources and is known as cost-expensive. Therefore, those distinct techniques 

were not comprised in this research work. 

This thesis focused on a standard data replication strategy in a cloud environment. 
Furthermore, the critical areas encompassed in this thesis are limited to three (3) primary 

extents: replication file selection, data placement, and finally replication phase. A detailed 

explanation of the three (3) main modules/phases are shared in Figure 2.4, Chapter 2. A 

few areas in the replication strategies were not enclosed in this research, such as data 

replications that are restricted for download only, thus uploading updates/changes are not 

considered. Besides that, data deletion and replacement during deficiency of storage were 

not included in this work. Lastly, data consistency and data security were not within this 

research scope as well. This research adapted a similar system architecture as (N. 

Mansouri et al., 2019, 2017; N. Mansouri, Javidi, et al., 2020; Mokadem & Hameurlain, 

2020), and the system requirements and parameters were implemented identical to the 

base work study (N. Mansouri et al., 2017) throughout this research experiment. The 

details on the system architecture and parameters are shared in Subsections 3.3.3 and 

3.3.4, Chapter 3. 

Unlike the advanced techniques from other researchers, this research does not require 

additional costing nor resources. An extensive experiment was conducted for individual 

contributions in this research. The results showed advancement in response time, storage 

usage, replication time, data availability, network usage, and replication frequency. 

Similar to the base work research, simulation was led using the CloudSim simulation tool, 

and all related performance metrics were proven analytically.  

1.7 Thesis Structure  

This thesis consists of seven (7) chapters. Chapter One (1) introduces the research 

background, concepts of cloud computing, and data replication. This chapter is also 

inclusive of research problems, objectives, research questions, and research scope. 

Chapter 2: Literature Review 

 

Chapter Two (2) presents a thorough discussion on the related works that share cloud 

computing and data replication in a cloud replication environment. Similar research works 
are further detailed on the proposed algorithms, advantages and disadvantages of the 

algorithms, and measured performance metrics. Furthermore, data replication types, static 

and dynamic, are also explained. A complete structure in data replication is enlightened, 

which comprises selecting popular data, data placement techniques, and data center 

selection criteria.  
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Chapter 3: Research Methodology 

 

Chapter Three (3) introduces the methodology used for this research work. The Discrete 

Event Simulation (DES) lifecycle was adapted as methodology, and the CloudSim 

simulation tool was selected as the simulation tool for this research. A benchmark study 
is explained to validate that the simulation environment is identical prior running to the 

improvement algorithm. The research framework is presented for a holistic understanding 

of this research contribution. Input/output variables, assumptions, and parameters used in 

the simulation are listed, and system architecture is illustrated in this chapter too. Finally, 

related results and graphs are demonstrated for benchmark studies as verification proves.  

Chapter 4: Enhance Replication Strategy (ERS) 

 

In Chapter Four (4), the first contribution introduced a replication strategy known as 

Enhance Replication Strategy (ERS). In this chapter, a detailed ERS flow is explained in 

phases, and related formulations are introduced. Process diagrams are illustrated for a 

better understanding of the proposed strategy. A complete algorithm and flowchart are 

also demonstrated for ERS in this chapter. Detailed experiment results are discussed, and 

necessary graphs are presented for analytical view and proves. 

Chapter 5: Balance Quorum (BQ) Technique 

 

Chapter Five (5) presents the proposed Balance Quorum (BQ) Technique. This second 

contribution in this research is further discussed, and the related formulations are 

explained in detail. A process diagram, complete algorithm, and flow chart are presented 

to understand the BQ technique better. Experiment results and graphs as evidence of the 

algorithm's success, which outperforms the other research work, are discussed in detail at 

the end of this chapter. 

Chapter 6: Data Center Selection Method (DCSM) 

 

Chapter Six (6) discusses the third proposed contribution known as Data Center Selection 

Method (DCSM). DCSM comprises three (3) major factors, and the respective factors are 

explained with structured phases. Every factor inclusive of specific formulations and 

calculations are illustrated in the process diagram with examples. The complete algorithm 

and flowchart are presented as a reference in this chapter. Finally, the experiment results 

are demonstrated in graphs, and the analysis is discussed.  

Chapter 7: Conclusion and Future Works 

 

Contributions and conclusions of the overall research are explained in Chapter Seven (7). 

Then, recommendations on future works are shared as references for upcoming 

researchers to improvise this similar research area. 
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