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   By 

      ABUBAKAR MANSIR 

June 2021 

Chair :Hazlina Binti Hamdan, PhD 

Faculty :Computer Science and Information Technology 

Over the past decade, instance matching has been the possible method of discovering 

relationships within heterogeneous Resource Description framework (RDF) based data 

that can represent the same real-word entity over Linked Data environment. The 

exponential growth of data being experienced in the recent times in terms of volume, 

variety and velocity makes existing instance matching frameworks difficult to 

effectively discover relationships and generate a matching output. These frameworks 

suffer a high amount of comparisons in discovering matching attributes at initial stage 

which leads to missing attributes in generating training samples, thus results to 

incomplete alignment generation as matching output. Manual parameter configuration 

is another problem associated to existing matching frameworks, which make them 

weak in handling data with high level of heterogeneity. Another issue caused by these 

problems is the time taken to generate alignment as well as maximum memory space 

utilization during the process. 

Effective and scalable instance matching framework is needed to improve the matching 

performance. In this study, an instance matching framework is proposed to address the 

identified problems to improve the ability of generating better and accurate matching 

output (alignment) in a minimum running time. This framework adapted the methods 

used in the benchmark studies with additional components and modifications in some 

existing components to boost the matching performance. A proposed framework works 

interactively with the following components: Serialisation and pre-processing, 

unsupervised training set generation, property alignment and two-fold similarity 

generation components.  

Serialisation involves translating RDF data from of N-Triples file to Comma Separated 

Value (CSV) file format while pre-processing performs basic text filter. In attribute 

discovery component, potential matching attributes are discovered by clustering 

attributes of matching instances into similar and non-similar clusters in order to 
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discover potential attribute pairs for the matching. These discovered attributes serve as 

input to a modified training set generation component, where training sets are generated 

based on the potential attributes’ clusters. Property alignment check the irregular data 

associated to the generated sets to optimise the matching performance. The last 

component generates similarity with self-configuration behavior. 

 

 

Experiments have been conducted to evaluate the performance of individual 

components and the output of the framework as whole. The evaluation is performed on 

real-world datasets provided in different Ontology Alignment Evaluation Initiative 

(OAEI) campaign as benchmark data for instance matching track evaluation. The 

output of each algorithm is evaluated, the results have shown that each algorithm 

performs well and outperforms the existing algorithms on all test cases in terms better 

output generation and effective handling of heterogeneity from different domains, 

which is a necessary concern in all data-intensive problems. 

 

 

A proposed framework demonstrated a significant improvement compared to the 

benchmark frameworks: Agreement Maker Light (AML), RiMOM-Instance Matching 

(RiMOM-IM) and Unsupervised Instance Matcher in terms of accuracy of alignment 

generation in a minimum time frame with ability to accommodate increase in the size 

of Linked Data (LD) in today’s web content. 
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KERANGKA KERJA PEMADANAN TIKA (INSTANCE) UNTUK 

KANDUNGAN WEB SEMANTIK HETEROGEN DALAM PERSEKITARAN 

DATA TERPAUT 

Oleh 

ABUBAKAR MANSIR 

Jun 2021 

Pengerusi :Hazlina Binti Hamdan, PhD 

Fakulti :Sains Komputer dan Teknologi Maklumat 

Sepanjang dekad yang lalu, pemadanan tika telah menjadi kaedah yang mungkin untuk 

menemui hubungan dalam Kerangka Kerja Deskripsi Sumber (RDF) heterogen 

berdasarkan data yang boleh mewakili entiti perkataan sebenar yang sama dalam 

persekitaran Data Terpaut. Pertumbuhan data yang eksponen sejak kebelakangan ini dari 

segi jumlah, kepelbagaian dan halaju menjadikan kerangka kerja pemadanan tika sedia 

ada sukar untuk menemui hubungan dengan berkesan dan menjana output yang sepadan. 

Kerangka kerja ini mengalami jumlah perbandingan yang tinggi dalam menemui atribut 

padanan pada peringkat awal yang menyebabkan atribut hilang dalam menjana sampel 

latihan, sekali gus mengakibatkan penjanaan penjajaran tidak lengkap sebagai output 

padanan. Konfigurasi parameter manual ialah satu lagi masalah yang berkaitan dengan 

kerangka kerja pemadanan sedia ada, menjadikannya lemah dalam mengendalikan data 

dengan tahap kepelbagaian yang tinggi. Isu lain disebabkan oleh masalah ini ialah masa 

yang diambil untuk menjana penjajaran serta penggunaan ruang memori yang 

maksimum semasa proses. 

Kerangka kerja pemadanan tika yang efektif dan boleh skala diperlukan untuk 

meningkatkan prestasi pemadanan. Dalam kajian ini, kerangka kerja padanan tika 

dicadangkan untuk menangani masalah yang dikenal pasti bagi meningkatkan keupayaan 

menjana output padanan (penjajaran) yang lebih baik dan tepat dalam masa jalan yang 

minimum. Kerangka kerja ini disesuaikan dengan kaedah yang digunakan dalam kajian 

penanda aras dengan komponen tambahan dan pengubahsuaian dalam beberapa 

komponen sedia ada untuk meningkatkan prestasi padanan. Kerangka kerja yang 

dicadangkan berfungsi secara interaktif dengan komponen berikut: Serialisation dan pra-

pemprosesan, penjanaan set latihan tanpa penyelia, penjajaran sifat dan komponen 

penjanaan keserupaan two-fold. 
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Serialisation melibatkan terjemahan data RDF dari fail N-Triples ke format fail CSV 

manakala pra-pemprosesan melaksanakan penapisan teks asas. Di dalam komponen 

penemuan atribut, atribut pemadanan yang berpotensi ditemukan oleh atribut 

penggugusan pemadanan instances kepada kelompok serupa dan tidak serupa untuk 

menemui pasangan atribut yang berpotensi untuk pemadanan. Atribut yang ditemukan 

ini berfungsi sebagai input kepada komponen penjanaan set latihan yang diubah suai, di 

mana set latihan dijana berdasarkan kelompok atribut yang berpotensi. Penjajaran sifat 

menyemak data tidak teratur dikaitkan dengan set yang dijana untuk mengoptimumkan 

prestasi pemadanan. Komponen terakhir menjana keserupaan dengan perilaku 

konfigurasi-sendiri. 

 

Eksperimen telah dijalankan untuk menilai prestasi komponen individu dan output 

kerangka kerja secara keseluruhan. Penilaian dilakukan terhadap dataset sebenar yang 

terdapat dalam kempen OAEI yang berbeza sebagai data penanda aras untuk penilaian 

trek pemadanan instance. Output setiap algoritma dinilai, keputusan telah menunjukkan 

bahawa setiap algoritma berfungsi dengan baik dan mengatasi algoritma sedia ada pada 

semua kes ujian dari segi penjanaan output yang lebih baik dan kepelbagaian 

pengendalian yang efektif dari domain yang berbeza, dimana ini perlu diambil perhatian 

dalam semua masalah data intensif. 

 

Kerangka kerja yang dicadangkan menunjukkan peningkatan yang ketara berbanding 

dengan kerangka kerja penanda aras (AML, RiMOM-IM, dan Unsupervised Instance 

Matching) dari segi ketepatan penjanaan penjajaran dalam jangka masa minimum 

dengan keupayaan untuk menampung peningkatan saiz Data Terpaut (LD) dalam 

kandungan web hari ini. 
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CHAPTER 1 

 

 

INTRODUCTION 

 

 

 

1.1. Background 

 

 

The exponential growth of web data in terms of its volume, variety and velocity across 

organizations necessitated the concern over issues of data integration in terms of linked 

data. Existing studies have reached a certain point to find solutions to the heterogeneity 

issues associated with data integration with regard to its semantics, popularly known 

as semantic heterogeneities (Gracia and Mena, 2012). These solutions addresses quite 

number of different problems, such as the application of different specification 

languages, details in describing the domain of interest, high level of semi-automation 

as well as possible matching solutions in both schema and instance level. Today, the 

high expressiveness of semantic information enables the automatic or semi-automatic 

processing of Web resources. 

 

 

Industries and academia have discovered that the Semantic Web can ease the 

interoperability and integration of both Intra and Inter-business processes. The power 

of the Semantic Web lies in systems interoperability, compatibility between diverse 

formats, and the discovery of new relationships between different resources (Saif, 

2016). Linked Data (LD) is the remarkable effort made to allow people connect and 

share independently generated data in the Semantic Web (SW) (Song, Luo and Heflin, 

2016). Connecting these data over the LD is made by integrating all related data and 

information by aligning their abstractions. 

 

Figure 1.1: Abstract View of Data Integration Problem  
(Zhao & Ichise, 2014) 

 

Data integration is the process of providing to a user or an application, a uniform means 

of combining multiple data sources (Zhao and Ichise, 2014). These data unification can 

be accomplished through wrappers or virtual interface (Figure 1.1). For data 

integration to be conducted in an efficient manner it is necessary and equally important 

to resolve inconsistencies or conflict that exists in the heterogeneous sources. To 
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achieve the effectiveness of information systems, some systems have to undergo reuse 

via integration performed if not all but in some certain features of the data sources. 

 

 

Ontology integration is the general term used to describe different operations being 

conducted on the ontologies, such as features sharing, merging, unifying, mapping, 

aligning and matching between different ontologies belonging to either same or 

different domain of the ontologies. Ontology integration is the process which may be 

done in three levels (Pinto and Martins, 2001): 

 

1. Building a new ontology by reusing other available ontologies: this is the 

simplest case of ontology integration in which new ontology is built by 

adopting the existing ontologies. 

 

2. Merging different ontologies about the same domain into a single one that 

unifies all ontologies: In this case, the ontology should be built by using 

knowledge from exactly the same domain of existing ontologies. 

 

3. Introducing ontologies into the application: Here, several ontologies are 

introduced into an application, they are shared among different software 

applications which make it possible to use several ontologies to implement 

or identify knowledge-based applications based on distributed resources. 

 

 

On the other hand, (Noy and McGuinness, 2001) identified two general approaches for 

ontology integration process: (1) Merging several ontologies for developing one 

consistent ontology and (2) Alignment of several ontologies to be identifying their 

references to determine the possibility of employing all the ontologies. Therefore, to 

determine the inconsistency or conflict among ontologies one must define and analyze 

several ontologies as suggested in case one above. In the second case, in every two 

candidate’s ontology, it is required to find a mechanism which points out the 

relationship between the attributes of both ontologies. In this case, it is possible to apply 

both ontologies for the set goal without unifying them to single ontology. 

 

Figure 1.2: Abstract view of Ontology Matching Problem  

(Source: Noy and McGuinness, 2001) 
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To achieve the desired objective of ontology integration, it is obvious that the process 

involves conflict resolution popularly known as ontology matching. 

 

 

Ontology matching is the process of finding relationships in different ontologies of the 

same domain to represent a single real-world entity, (Figure 1.2). Although in some 

situations conflict may occur only when the ontologies represent the same real word. 

Ontology matching process be a function f, in which from a two given ontologies O1 

and O2, the input alignment A, a set of parameters P and a resources R returned the 

matching result as 𝐴′. The process can be represented in a formula as: 

 

 

𝑨′ = (𝑶𝟏, 𝑶𝟐, 𝑨, 𝑷, 𝑹)                                       (1.1) 

 

In ontology matching research, ontologies conflicts in both same and different domain 

will be considered, different level of conflicts (instance level, concept level, and 

relationlevel), as well as different approaches toward the resolution of the conflict at 

each of these levels. But the proposed idea will be limited to addressing the matching 

problem at instance-level. Specifically, heterogeneity and scalability issue as well as 

the possible solution to the general weakness of the existing matching techniques, the 

trade-off between effectiveness and efficiency in matching. Table 1.1 illustrates the 

goal definition of ontology matching. 

 

Table 1.1: Ontology Matching Goal Definition 

DEFINITION 

 

Ontology matching is the activity that finds relationships between two or 

more ontologies. 

GOAL 

 

Designing a process for matching the ontologies using their URIs definition. 

INPUT 

 

The characteristics of the ontologies to match and 

context in which matching will occur. 

OUTPUT 

 

The specification of a 

matching process of 

candidate ontologies. 

END USERS 

 

Semantic Web Application Designers (SWAD) 

PURPOSE 

 

Use when developing intelligent applications that requires run-time 

matching. 



© C
OPYRIG

HT U
PM

4 

 

In the recent days of semantic web technology, there is a wide interest in ontologies 

and the categories of issues associated with semantic heterogeneity, like ontology 

conflict, ontology integration, and ontology sharing (Euzenat & Shvaiko, 2007). Some 

notable requirements have been deliberated individually and collectively by different 

scholars which resulted to the expert's agreements on basic requirements that need to 

be satisfied any instance matching system or framework (Anam, Kim, Kang, & Liu, 

2015). Despite the heterogeneity requirement, three additional requirements are 

identified to be necessary for instance matching to realize its full potentials of being 

Artificial Intelligent problem. Therefore, alignment generation will only be complete 

if the framework exhibits Adaptability, Scalability and domain-Independence as basic 

requirements. In a nutshell, ontology alignment is the output of ontology matching. 

 

Ontology alignment being the result of the matching involves range of techniques to 

generate complete alignment between given ontologies. Information origin can be 

considered as a basis in which alignment can be generated. These information may 

come directly from the concept of the ontology or its properties (Euzenat, Jérôme and 

Shvaiko, 2012). These concepts and properties that made up ontology are referred as 

knowledge piece (Pinto & Martins, 2001).  

 

Major issues associated to alignment generation are mainly as a result of inability of 

most existing matching systems to match ontology properties which is widely known 

as instance-based matching (Maree & Belkhatir, 2015), (Altnel & Ganiz, 2016), 

(Kejriwal & Miranker, 2014). One big issue with ontology alignment is that it is 

difficult task to understand semantic relations between properties of different 

ontologies. In order to perform the alignment, a developer is always require to make 

mapping definitions using semi-automated tool or manually. Another issue associated 

with alignment is lack of empirical validation of alignment that involves rea-world 

ontologies (Hu et al., 2017). Existing ontology matching systems focused on 

lightweight concepts of the ontologies but not its properties or instances during 

matching (Li, Wang, Zhang, & Tang, 2013) and (Shao et al., 2016). Lastly, lack of 

gold standard to serve as reference ontologies for evaluation is another drawback of 

existing matching frameworks (Shao et al., 2016). Therefore, property alignment is 

required to substitute the conventional schema or conceptual matching in order to 

address the challenges of ontology matching highlighted in this study. 

 

Property Alignment. RDF schema is formally defined by vocabularies like RDFS and 

OWL (Patel- Schneider, 2014). Property alignment also depends on the existing 

semantic relation found within the given vocabularies of the data to match. Property 

alignment component is aimed to bootstrap the general matching process (Kejriwal and 

Miranker, 2015). Property alignment component controls irregular data found in an 

ontology. These irregular data are similar to noise in a conventional database. One 

objective of this study enables enhancement of property alignment component 

proposed in the work of (Kejriwal and Miranker, 2015) to accept input from attribute 

discovery component proposed in this study that provided clustering capability at the 

initial stage of the matching process, thereby minimizing or eliminating all irregular 

data as stated earlier. 
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1.2 Research Motivation 

 

The basic idea of instance-based matching is that the more significant the overlaps of 

common instances of two concepts, the more related these concepts are. The difficult 

question is how to define the notion of significance for such extension overlap (Isaac 

et al., 2008). This tricky question that motivates the research on instance-based 

matching. Even though it has been an artificial intelligence research area for almost 

five decades but still requires research attention with regards to artificial intelligence, 

knowledge discovery as well as intelligent information retrieval. 

 

 

Furthermore, the overlap can be identified if the fourth principle of linked data as 

highlighted by Tim Berners Lee at W3C which says, “Data should not continue to 

exist in warehouses but be connected to existing related data” can be realized. With 

due consideration to the Linked Open Data (LOD), this principle has a remarkable effect. 

LOD is the collection of RDF graph data being published under an open license 

(Umbrich et al., 2010). LOD has exponential nature of growth in both volume and 

variety. It is based on the metadata collected by different contributors accessible via 

their URIs (http://lod- cloud.net/). 

 

 

A recent study shows that the size of LOD has risen to contain billions of triples from 

1,184 datasets connected by 15,993 links as of August 2017 (Figure 1.3). These data 

sets are sub-clouds by domains, Cross-Domains, Geography, Government, Life 

Sciences, Linguistics, Media, Social Networks and Publications. LOD continue to 

grow in an unstructured form in both volume and variety and have attracted a 

significant research interest across research communities. 

 

 

 
 

Figure 1.3: Linked Open Data: Current Update 22/08/2017  
(Source: http://lod- cloud.net/) 

http://lod-/
http://lod-cloud.net/
http://lod-cloud.net/
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Instance-based matching is a matching that compares sets of individuals of classes in 

order to decide whether they represent the same real-world object. They help in 

grouping together items or computing distances between the items. Instance matching 

plays a crucial role in semantic data integration as it interconnects all the key points of 

instances of the semantic world to achieve the interoperability and information 

integration issues. However, to cope with the demand for enabling Semantic Web 

technology practically, ontology instance matching is more important than schema 

matching (Deb Nath, Seddiqui and Aono, 2012). Another issue raised in Instance 

Matching (IM) is to accurately choose the subset of instances that are more likely to be 

like the input instance, avoiding the comparisons with impertinent instances. As the 

detection of mappings on schema level directly affects instance level matching, in this 

research, ontology schema matching and instance matching work together for 

discovering semantic mappings between possible distributed and heterogeneous 

semantic data (Deb Nath, Seddiqui and Aono, 2012). 

 

 

There are many pieces of evidence on why the one real-world entity is described in 

different sources. In the case of instance mentioned above, in open and social data, 

anyone has ample right to published data and/or information, and simply adhere to 

representation and that best fits his application. Therefore, an effective and efficient 

instance matching framework is needed that can address the following challenges: 

 

1. Resolve incomplete alignment generation by avoiding missing attributes 

during matching process. 

2. Minimize the amount of comparisons when generating training sets by 

improving the computational performance of the training set algorithm. 

3. Improve the performance of property alignment algorithms in handling 

irregular data using the improved generated training sets. 

4.  Resolves the manual configuration problem in generating the 

similarity within aligned properties. The unfortunate side of the existing 

methods is that they are unable to address or resolve these challenges and 

therefore the output of the matching frameworks still need additional and 

consistent research effort to achieve better performance considering the 

exponential growth of knowledge bases that requires to semantically 

interoperate in a shared environment. 

 

These can be achieved through the incorporation of property alignment component into 

a matching pipeline as proposed in this study. 

 

1.3 Problem Statement 

 

 

Many studies reviewed and presented in chapter two shows that the prevailing 

approaches to alignment generation whether value-oriented or record-oriented that are 

mainly applied to enrich linked data environment used supervised learning method as 

presented in (Li et al., 2009), (Jiménez-Ruiz and Cuenca Grau, 2011), (Khiat and 

Benaissa, 2015) and (Shao et al., 2016) and few approaches using unsupervised 
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learning method as in the works of (Bilke, Alexander, 2015) and (Kejriwal and 

Miranker, 2015). The literature investigation shows that unsupervised methods 

demonstrated better performance in matching ontology properties. Therefore, 

unsupervised method is considered as one of the benchmark studies implemented in this 

study. 

 

 

Although, unsupervised frameworks demonstrated a significant effort to alignment 

generation but did not address heterogeneity issue on many data instances as expected 

because they failed to consider all data attributes during mapping (Hu et al., 2010), 

(Samur et al., 2010), (Li et al., 2013), (Kejriwal and Miranker, 2015) and (Shao et al., 

2016). In a  successful matching system, all potential matching attributes need to be 

considered in order to generate better alignment (matching result), without which, the 

problem will affect the overall performance of the matching frameworks in generating 

final alignment (Lars C., Rafael Schimassek, Dominik Huser, Maximilian Peters, 

Christoph Kramer, 2018), (Müller et al., 2019). This is a serious limitation in linked 

data settings considering the level of increase in the amount of data available in today’s 

web and the unprecedented variety of data sources as well. Achieving a high 

performance in the matching model of this nature is technically impossible as 

alignment generation requires that all attributes of instances be potential matching 

attributes.  

 

 

Most of these studies utilize traditional blocking methods and available matching 

information to improve the matching performance (Faria et al., 2013), (Shao et al., 

2016). With blocking method, literal values are the only RDF triples used as an 

indexing keys which usually leads to errors of mismatched instances in each iteration. 

Traditional blocking methods can hardly eliminate mismatched instances, this is 

because instances in two different ontologies are usually defined by different set of 

RDF triples.  

 

 

Very few studies focused on heuristic generation of training sets to improve matching 

effectiveness (Kejriwal and Miranker, 2015). Despite these studies, several challenges 

remain unresolved in achieving effective and efficient instance matching over Linked 

Data Environment. These include: Existing instance matching frameworks are 

ineffective in alignment generation (matching output) due to their inability to generate 

complete alignments as many attributes are missing during the process. 

 

 

In (Kejriwal and Miranker, 2015), the system generates training set through direct 

access to serialized ontologies and then uses the generated sets to perform the property 

alignment. However, the system resulted to high amount of comparison in generating 

the training set, which in turn requires maximum search space and high running time 

to perform the matching task. Many attributes that are potential for the matching are 

also missing during the process. Property alignment component is aimed to bootstrap 

the general matching process. The primary objective of Training Set Generator (TSG) 

is to provide input to the Property Aligner (PA) which is also a new component 

proposed by (Kejriwal and Miranker, 2015) to the traditional matching system.  
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The RiMOM-IM framework (Shao et al., 2016) utilizes available matching instances 

to improve the matching performance and error control. It also generates candidate set 

via direct access to instances at pre-processing step and then perform the blocking.  

However, the system lack self-configuration behaviour which denied many attributes 

to be considered for a matching. The property alignment which control the irregular 

data found in the training sets is assumed by intuition rather than data driven, thus the 

framework cannot handle irregular data associated to the generated training sets. 

Irregular data is similar to noise found in traditional database. It is any unwanted 

exploited in the RDF based data that may affect the performance of the matching. 

Example of irregular data in heterogeneous semantic web data include variation in the 

ages of a particular person in different knowledge bases.  

 

 

Therefore, these frameworks are impractical to be used in semantic web applications 

that requires a complete alignment between inputs data, self-configuration behaviour 

and run- time matching. Self-configuration allows automatic parameter tuning in order 

to maximize and optimize system performance in ensuring high level of automation in 

generating output (Konen et al., 2011). This limitation is clearly identified in the 

benchmark studies as crucial to Linked Open Data in real-time, robust deployment. 

 

 

1.4 Research Objectives 

 

The goal of this study is a propose Instance Matching Framework that can generate 

complete alignment (matching result) as sameAs links without missing attributes 

during the matching process with due consideration to heterogeneity and scalability 

requirements. This can be achieved through the following objectives: 

 

1. To propose an attribute discovery method based on clustering approach in order 

to minimize the attributes comparison when generating training set. Existing 

frameworks accept inputs directly from the schema of the ontologies which make their 

running time higher as a result of too much comparison within the instances of source 

and target ontologies. Integration of a component that can enable discovery of potential 

matching attributes at the initial stage of the matching will make matching process 

more efficient in terms of execution time when generating final alignments between 

instances of given ontologies. 

 

2. To propose an effective property alignment algorithm that can control irregular 

data found in the generated training sets that can support self-configuration during 

similarity generation. Property alignment component controls irregular data found in 

an ontology. These irregular data are similar to noise found in traditional databases. 

However, the heterogeneous nature of semantic web content makes control of these 

irregular data difficult in a linked data settings. Therefore, a powerful method is 

required when matching instances of ontologies with maximum accuracy. This method 

may be powerful if it incorporate self-configuration behavior. By self-configuration, it 

means that the matching framework can automatically perform parameter adjustment 

without user intervention and can scale to the increase in data size. 
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1.5 Research Scope 

 

This study cantered around developing an instance matching framework for the 

generation of alignment in large-scale RDF-based data without loss of attributes during 

the process, which is the limitation of most existing matching frameworks. The 

framework introduces the attributes discovery component that uses clustering 

technique to accommodate serialized input data to determine the potential matching 

attributes from the candidate matching ontologies. The framework improves the 

process of training set generation using no-primitive recursive Ackermann function to 

improve performance of both training set generator and property aligner. The 

framework also includes self-configuration algorithm to improve the performance of 

similarity execution model via a two-fold phases: training phase and retrieval phase. 

Self-configuration behavior of the made it capable of adjusting parameter 

automatically within the constraints of the system’s functionality. The output of this 

framework are sameAs links, which are the alignment between two candidate 

ontologies that can represent the same real-world entity. Effectiveness and efficiency 

of the outputs are measured at each level of development in terms of accuracy and 

running time respectively to determine its performance to the heterogeneity and 

scalability requirements of instance matching. 

 

 

1.6 Research Contributions 

 

 

The contributions of this study are summarized as follows: 

 

1. Introduction of attribute discovery method to resolve the problem of missing 

attributes during the entire matching process. This is done via a proposed 

clustering method (K-Medoid) that partitions the input data into similar and 

non- similar clusters during the initial process in a framework. This is a novel 

component integrated into instance matching framework. 

 

2. Minimize the amount of comparisons when generating training sets by 

improving the computational performance of the training set algorithm to 

accommodate all potential matching attributes produced in objective one. The 

training set generation (TSG) algorithm works in an unsupervised manner to 

effectively handle unstructured RDF-based data. 

 

3. Improve the performance of property alignment algorithm in handling irregular 

data using the generated training sets as input. This component bootstraps the 

performance of proposed matching framework by efficiently handled any 

unwanted data that may unintentionally be in the generated training sets. 

 

4. Introducing self-configuration behavior in detecting similarities when 

generating final alignments to guarantee auto-adjustment of the defined 

parameters that changes the state of the system within its functionality 

constraints. To the best of our knowledge, this is a novel approach used for 

similarity detection in an instance matching framework. In all the methods so 



© C
OPYRIG

HT U
PM

10 

 

far reviewed, the parameters are defined to be manually configured which in 

turn affects automation. 

5. Provides alignment generation algorithms for Semantic Web developments that 

requires run-time data matching over Linked Data environment. The algorithm 

proposed in this framework can independently be used by semantic web 

designers to establish link between both internal and external knowledge-bases 

at run-time over LD environment. 

 

 

The contributions of this study on linked data environment are highlighted as blue and 

red colours as shown in Figure 1.4. The contributions labeled with red colour signifies 

the main contributions while the blue colour ones are auxiliary contributions of the 

study. 

 

 Figure 1.4: Research Contributions on Linked Data 

Environment  

 

1.7 Organization of the Thesis 

 

The rest of this thesis is organized as follows: Literature review on the background of 

this research is presented in Chapter 2. This chapter describes the background of 

ontology, ontology matching and instance-based ontology matching with respect to 

semantic webs and linked data. Chapter 3 provides the methodology used in conducting 

this research. Chapter 4 discusses the general instance matching approach while 

Chapter 5 presents the results of the experiments conducted to evaluate the approach. 

The thesis is concluded in Chapter 6 with possible future directions of this study. 
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1.8 Chapter Summary 

 

 

This chapter presents the general background of this thesis, the motivations behind the 

conduct of this research, some research questions addressed, statement of the problem 

as well as the research objectives achieved. It also presents the scope within which the 

research is limited, its significance to the research community and the general public as 

well, the contribution of the work over linked data environment and lastly the 

organisational structure of the remaining parts of the thesis. 
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