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Remotely operated robots are of great use in unstructured environments where 
their autonomous counterparts are challenged. These robots are commonly 
operated using knobs, joysticks or wearable motion sensors. These modes of 
operation either require a skilled operator or hinder the natural movement. 
Therefore, contactless motion trackers such as stereo vision, structured light and 
time of flight systems were invented to allow natural control with minimum 
training. Stereo vision systems have the advantage over other systems of being 
cheaper while having scalable accuracy and range. These benefits however are 
challenged by the high computational requirements of the algorithms used. In 
this thesis, a framework is developed to enable the use of stereo vision in real-
time teleoperation of a manipulator robot for the task of writing. The proposed 
algorithms aim to accelerate the processes of distortion removal and rectification 
using precomputed combined maps. Furthermore, the algorithms avoid 
computationally intensive correspondence problem by matching only the points 
of interest of a labeled pen to compute its position and orientation.  These 
algorithms are then parallelized using Compute Unified Device 
Architecture CUDA C language to run on Graphics Processing Unit GPU for 
hardware acceleration.  
 

Like most sensors stereo camera readings are susceptible to noise due to 
lighting conditions and detection errors. Most techniques used in filtering noise 
such as the simplest moving average or polynomial spline fitting either eliminates 
some original important data along with the noise or are not optimized for real-
time filtering. Thus, Kalman filter which is popular in tracking applications is 
proposed. Kalman filter is applied to readings along with the Savitzky-Golay and 
Moving Average filters. The performance of filtering methods is compared in term 
of processing speed and Root Mean Square Error (RMSE) with ground truth data 
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collected from a high accuracy digitizing tablet. The proposed technique has 
demonstrated a significant improvement by reducing processing time and having 
low RMSE that is nearly equivalent to Savitzky-Golay filter and lower than 
Moving Average filter. Furthermore, it does not require a window that contains 
future data samples. 
 

Cameras capture images at constant frame rates coupled with hand movement 
speed variations, this can result in the trajectory points generated have varying 
movement distance and exceeding the robot speed constraints. Furthermore, 
most manipulator robots in use are designed with the application in mind being 
pick and place. Therefore, they follow a speed profile between the pick and place 
points that begins with acceleration, cruise and finally deceleration. When 
sending a stream of points to robot controller the speed profile results in the robot 
having a jittery behavior. To deal with these issues, adaptive sampling algorithm 
is applied to the data points to adhere to the manipulators speed constraints. 
Then the response of the internal low-level PID controller was examined and 
gains were tuned to reduce the rise time to meet real-time requirements. To find 
the joint angles from the position and orientation of end effector the inverse 
kinematics equations of the arm are computed beforehand.  Then joint angles are 
streamed at 0.02 seconds interval to ensure that the end effector glides smoothly 
along the drawn trajectory.  
 

The performance of the whole system is evaluated by taking the end effector 
pose readings from internal sensors through Real-Time Data Exchange (RTDE) 
port and comparing those against the data from the digitizing tablet. The results 
demonstrated that the movement path is traced by the manipulator while 
maintaining minimum error of 0.95 to 1.81mm and minimum delay compared to 
other implementations. The positional error is reduced by 52% compared to the 
best-known implementation with captured frames being processed in real-time. 
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Robot kawalan jauh kebanyakan digunakan di dalam persekitaran penstrukturan 
tidak sekata, dimana bahagian-bahagian autonomi mereka dicabar. Robot ini 
biasanya dikendalikan dengan menggunakan knob, kayu ria atau penderia 
pengesan pergerakan. Mod operasi seperti ini memerlukan pengendali yang 
mahir atau kawalan semulajadi. Oleh itu, pengesan pergerakan tanpa sentuhan 
seperti penglihatan stereo, cahaya berstruktur dan masa sistem masa 
penerbangan dicipta untuk membolehkan kawalan semula jadi dilakukan 
dengan latihan yang minimum. Sistem penglihatan stereo mempunyai kelebihan 
berbanding sistem lain kerana ia lebih murah, disamping mempunyai ketepatan 
dan julat berskala. Namun begitu, sistem ini memerlukan pengiraan algoritma 
yang komplek secara berkomputer. Dalam tesis ini, satu rangka kerja telah 
dibangunkan untuk membolehkan penggunaan penglihatan stereo pada masa 
sebenar untuk teleoperasi tugasan menulis melalui manipulasi robotic. Algoritma 
yang dicadangkan adalah bertujuan untuk mempercepatkan proses 
penghapusan herotan dan pembetulan peta gabungan secara berkomputer. 
Selain itu, algoritma mengelakkan masalah korespondesi intensif secara 
komputasi dengan hanya menanda titik yang dikehendaki yang dilabel pen untuk 
mengira kedudukan dan orientasinya. Algoritma ini kemudiannya diselari 
bersama bahasa mengira seni bina peranti bersatu (CUDA C) pada unit 
pemprosesan grafik (GPU) untuk pecutan perkakasan.  
 

Seperti kebanyakan kamera penderia berstereo ia terdedah kepada bunyi bising 
kerana masalah pencahayaan dan ralat pengesanan. Kebanyakan teknik 
digunakan dalam menapis bunyi ialah seperti purata pergerakan mudah atau 
pemasangan spline polinomial dengan cara menghapuskan beberapa data 
penting asal bersama-sama dengan bunyi bising atau tidak dioptimumkan 
penapisan masa nyata. Oleh itu, penapis Kalman yang popular dicadangkan 
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dalam aplikasi penjejakan ini. Penapis Kalman digunakan untuk bacaan 
bersama-sama dengan penapis Savitzky-Golay dan penapis Purata Bergerak 
(Moving Average filter). Kaedah pretasi penapisan dibanding dari segi kelajuan 
pemprosesan dan punca min ralat kuasa dua (RMSE) dengan data permukaan 
sebenar yang dikumpulkan dari tablet pendigitalan ketepatan tinggi. Teknik yang 
dicadangkan telah menunjukkan peningkatan yang ketara dengan 
mengurangkan masa pemprosesan dan mempunyai RMSE yang rendah yang 
hampir sama dengan penapis Savitzky-Golay dan lebih rendah daripada 
penapis Purata Bergerak (Moving Average filter). Selain itu, ia tidak memerlukan 
tetingkap yang mengandungi sampel data masa depan. 
 

Kamera menangkap imej bingkai pada kadar malar ditambah dengan variasi 
kelajuan pergerakan tangan, ini boleh menyebabkan mata trajektori yang 
dihasilkan mempunyai jarak pergerakan yang berbeza-beza dan melebihi 
kekangan kelajuan robot. Tambahan pula, kebanyakan robot manipulator yang 
digunakan direka dengan aplikasi dalam fikiran yang dipilih dan tempat. Oleh itu, 
mereka mengikuti profil kelajuan antara titik pilihan dan tempat yang bermula 
dengan pecutan, pelayaran dan akhirnya perlambatan. Apabila menghantar 
aliran titik kepada robot pengawal kelajuan profil menyebabkan robot yang 
mempunyai tingkah laku goyah. Untuk menangani isu-isu ini, algoritma 
persampelan adaptif digunakan pada titik data untuk mematuhi kekangan 
kelajuan manipulators. Kemudian tindak balas tahap rendah dalaman PID telah 
diperiksa dan gain di kawal untuk mengurangkan masa kenaikan dan memenuhi 
keperluan masa nyata. Untuk mencari posisi sudut bersama dan orientasi kesan 
akhir persamaan kinematics songsang lengan dikira terlebih dahulu. Kemudian 
sudut bersama distrim pada selang 0.02 saat untuk memastikan bahawa kesan 
akhir efektor meluncur di sepanjang garis trajektori adalah lancar.  
 

Prestasi keseluruhan sistem dinilai dengan mengambil bacaan kesan akhir dari 
penderia dalaman melalui Pertukaran Data Masa Nyata (RTDE) dan 
membandingkannya dengan data dari tablet pendigitalan. Keputusan 
menunjukkan bahawa laluan pergerakan dikesan oleh manipulator sambil 
meminumum kadar kesilapan dari 0.95 hingga 1.81mm dan kelewatan minimum 
berbanding dengan pelaksanaan lain. Kesalahan kedudukan dikurangkan 
sebanyak 52% berbanding pelaksanaan yang paling terkenal dengan bingkai 
yang ditangkap diproses dalam masa nyata. 
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CHAPTER 1 
 

1 INTRODUCTION 
 

1.1 Background 
  

Over the time robots have become popular in industrial applications such as 
material handling, welding assembly and dispensing. They have demonstrated 
high efficiency and speed while performing preprogramed repetitive tasks that 
are often tedious and physically strenuous to human workers and may cause 
work injuries. But the future requires more than just the automation and 
execution of tasks in structured and static environments to realize and reap the 
real benefits of automation. However, the deployment of autonomous robots in 
dynamic and unstructured environments poses several challenges because of 
the complexity and inherent uncertainty. Recently, with the advancement in the 
field of artificial intelligence and the exponential increase in CPU processing 
power researchers have been successful in developing robots that can handle 
the complexity of unstructured environments to some extent. Nevertheless, there 
are still many applications where the tasks cannot be executed autonomously by 
robots due to the presence of unexpected scenarios or highly unstructured 
environments (Cui, Tosunoglu, Roberts, Moore, & Repperger, 2003). In such 
applications robots that are controlled remotely or teleoperated are used to 
combine the strength and endurance of the robot with the rational capabilities of 
the human operator.  Remotely operated robots are beneficial when operation 
area is small, and human cannot fit such as in pipelines or in cases when the 
desired movement is very small as in medical surgery to minimize the incision. 
Furthermore, they are used to keep human operator away from hazardous areas 
by performing dangerous tasks such as operations in war zones, bomb defusal, 
handling of radioactive materials or mining. Moreover, they are used in tasks 
where the human operator would use a lot of effort to reach the area of operation 
this includes underwater exploration and inspection, in-space robotics and 
surveillance. Additionally, tele-operated robots are used in long-distance surgery 
which allows people to access world-leading expertise without the need to travel. 
 

Most modes of control for robot teleoperation utilize equipment such as buttons, 
joysticks (Wang, Sun, Hu, Li, & Liu, 2009), joint sensors electromagnetic tracking 
devices, inertial sensors, data gloves or skin electrodes (Hu, et al., 2005). 
However, these devices require high precision motion control. It means that the 
operator needs to be experienced and have prior knowledge in order to 
manipulate the robot effectively. Besides other devices which can track the 
operator’s hand position and orientation in real time such as inertial sensors and 
data gloves are wearable sensors and may hinder the natural human-limb 
motion. On the other hand, vision and speech based control techniques are 
contactless thus allow for more natural unrestricted control.  
 

 



© C
OPYRIG

HT U
PM

 
 

2 
 

Many studies were carried on robot control relied on hand gestures and speech 
recognition (Waldherr, Romero, & Thrun, 2000) (Rogalla, Ehrenmann, Zollner, 
Becher, & Dillmann, 2002). These allowed the operator to give out commands 
more naturally and more intuitively. However, in this method, the motion of the 
manipulated robot is constituted by series of simple commands or gestures, such 
as rotation, translating up and down, grabbing, etc. Therefore, it does not allow 
for high complexity, precise movements, as it is not easy translate them into a 
series of simple tasks. Furthermore, these commands and gestures require a 
trained and experienced operator to achieve a successful and efficient execution 
of tasks.  
  

The advancements in the depth sensors technology for examples Kinect and the 
leap motion sensors can solve the problem of tracking the position and 
orientation to relatively high accuracy, speed and they can be interfaced easily. 
Thus, they have been used in manipulator control by some researchers (Qian, 
Niu, & Yang, 2013) (Du G. , Zhang, Mai, & Li, 2012) (Du & Zhang, 2014). 
However, the fundamental technology these sensors rely on has some 
drawbacks. These systems use infrared source along with infrared camera to 
map the surrounding. The downside of using infrared systems is the significant 
degrade in accuracy when operating under the interference of ambient light or 
other infrared sources. Additionally, since they rely on structured light projection, 
they suffer from motion artifacts. More advanced time-of-flight cameras such as 
Kinect 2 suffer from a low spatial resolution due to the extra processing that 
happens at the sensor level. These are also costly at the time being due to them 
being an exclusive technology of Microsoft.   
 

Since cameras has become more affordable and the processing power of 
computers had increased, systems that rely of stereo correspondence are 
becoming increasingly viable. With better processing algorithms stereo cameras 
can offer the user more natural, contactless and user-friendly experience. This 
natural way to communicate with the robot allows the operator to focus on the 
task instead of thinking and remembering limited separate commands that the 
human‐robot interface can understand like gesture‐based approaches. 
Furthermore, since it is non‐contact, stereo camera tracking avoids the problem 
that physical sensors, cables and other contacting interfaces may hinder natural 
motions. 
 

The study proposes the use of stereo vision for robot teleoperation taking into 
consideration the advancements in hardware and software that makes it a viable 
option nowadays compared to other motion tracking methods. Handwriting is the 
task selected to be teleoperated due to its high precision requirements and the 
traces left behind by the pen which enables evaluating the accuracy of the 
system. 
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1.2 Problem Statement 
 

As stated previously, stereo camera visual control has great advantage of being 
non-contact and does not require bulky sensors attached to limbs and joints of 
operator. Nevertheless, accomplishing real-time control with high accuracy 
which is a requirement for some applications is challenged by several issues. 
 

The first challenge is the computational requirement to achieve precise 
measurement of operators moves using stereo cameras. The precision of the 
stereo camera system relies mainly on two factors the calibration of the cameras 
used and the resolution of images captured. The more accurate the calibration 
parameters and the higher the image resolution the better accuracy of the overall 
system. Researchers tend to avoid the tedious calibration step by ignoring the 
errors associated with distortion and misalignment or by relying on commercial 
infrared based visual sensors (Nowak, Białek, Lindner, & Wyrwał, 2020) (Du G. 
, Zhang, Mai, & Li, 2012) (Xi, et al., 2017). These decisions however affect the 
accuracy of tracking due to lack of calibration or because commercial sensors 
are not designed for the general use in every application. Commercial infrared 
sensors have a fixed field of view and resolution that meet the requirements they 
were designed for. For example, Microsoft Kinect was designed to track body 
and limbs for gaming which doesn’t require the highest accuracy. Therefore, 
when uncalibrated cameras or commercial infrared visual sensors are used by 
researchers they achieve limited accuracy which doesn’t meet the requirements 
of a task like writing (Nowak, Białek, Lindner, & Wyrwał, 2020) (Du G. , Zhang, 
Mai, & Li, 2012) (Xi, et al., 2017). As stereo camera calibration is essential it was 
applied in a research work by Moriya et al., (Moriya, Hayashi, Tominaga, & 
Yamasaki, 2005) and it proved that submillimetre accuracy can be achieved from 
images at the resolution of 640 × 480 pixels. However, this is only valid when the 
object tracked is at a short distance, which is a limiting factor when controlling a 
robot and trying to make use of the full working space. This calls for increasing 
the resolution to allow for more accurate tracking at a far distance. However, 
increasing the image resolution will be at the expense of frame rate unless the 
processing power of the computer is increased considerably. This due to the 
increased number of pixels that has to be processed to find a solution for 
correspondence problem which causes the process in general to be more 
computationally intensive.  
 

Secondly, camera measurements are highly affected by lighting conditions. 
Lighting variations, reflections and refractions can result in unstable 
measurements and uncertainty errors. These errors can produce measurement 
fluctuations that if relayed to robotic system can cause much undesired jerks and 
jolts. This can be visualised in the results achieved by Du G et al. and Nowak et 
al (Du G. , Zhang, Mai, & Li, 2012) (Nowak, Białek, Lindner, & Wyrwał, 2020). 
Therefore, smoothing of the noisy measurements is essential for the smooth 
operation of the robot. A common candidate among scientists for signal filtering 
is moving average filter because of its simplicity and convenient for online real 
time processing (Xu, Zhong, Ding, Chen, & Chen, 2013) (Mitsantisuk, Piriyanont, 
& Ohishi, 2018) (Yang, Chang, Liang, Li, & Su, 2015). This is due to it being 
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recursive so that new measurements can be processed as they arrive. However, 
simple moving average filter does not preserve data on some features such as 
peak height and width. Other filter type which is commonly used is polynomial 
fitting filter or spline interpolation filters. It has been demonstrated that it provides 
smooth filtered trajectory for robot manipulation (Biagiotti & Melchiorri, 2010) 
(Biagiotti & Melchiorri, 2013) (Mendoza, Kagami, & Hashimoto, 2010) (Feng G. 
, 1998). Nevertheless, it is not suitable for real-time applications due to the high 
computational cost as the entire set of via-points must be interpolated. Another 
filtering technique is Savitzky-Golay filter that is based on least squares fitting 
with a moving window (Schafer, 2011). It operates by replacing each value in the 
window with a new value which is obtained from a low order polynomial fit using 
a simple convolution. It was proven to be effective in noise filtering in real time 
as demonstrated be (Small, Nyarko, & Scott, 2008). Few researchers employed 
this technique and their results demonstrated its effectiveness in filtering 3D 
tracking data (Carreras, Ridao, Garcı́a, & Nicosevici, 2003).  

 

Finally, although manipulator robots come with internal controllers, however, 
these controllers do not fulfil the required specification of our applications. As 
these manipulators are commonly used for pick and place tasks in industry, they 
follow a certain speed profile. The speed profile is set so that Tool Centre Point 
(TCP) accelerates from the starting point until it reaches the set speed then 
moves with constant speed, after that it starts to decelerate until it reaches the 
set point where it stops. Maximum speed and acceleration can be set but robots 
will always try to follow this speed profile and therefore stop at every setpoint.  
Since our tracking application relies on feeding the robot with a series of 
trajectory points in real-time, this results in the robot having a very jittery 
movement and will induce lag and inaccuracies. Various types of controllers are 
typically applied to manipulator robots but the most common and effective is 
proportional integral derivative controller (PID). Yet, the main challenge with the 
application of PID controller is obtaining the optimal parameters that fit the 
application. Copot et al., (Copot, Muresan, Ionescu, Vanlanduit, & De Keyser, 
2018) applied auto tuning technique which was proven to be effective in finding 
the optimal constants for a similar manipulator.  

 

1.3 Objective of the Study 
 

The main objective of this thesis is to design a framework that enables the use 
of stereo vision to achieve high accuracy and smooth real-time robot 
teleoperation. 
 
The main objective can be broken down into few sub-objectives as follows: 
 

i. To construct a stereo vision system using HD cameras and applying 
supervised self-calibration algorithm to achieve accurate real-time 
tracking of a tool in 3D space. 

ii. To develop GPU based algorithms to achieve real-time visual control of 
a robotic manipulator by using transformation maps for rectification and 
grayscale segmentation for tracking. 
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iii. To evaluate experimentally the effectiveness of different smoothening 
filters when applied to handwriting tracking data and select the most 
effective filter to be applied. 

iv. To optimize the closed loop robot joints controller, through tunning and 
providing uniformly spaced trajectory points to overcome the jittery 
behavior and achieve high accuracy as well as fast response. 

 

1.4 Scope of the Study 
  

The techniques proposed and evaluation methods performed during the study 
are summarized as follow: 
 

i. The proposed capturing system consists of two consumer grade HD 
webcams. The webcams are set up and calibrated to form a stereo 
vision system. The accuracy of camera parameters was evaluated using 
qualitative measures of average reprojection error. 

ii. The tracking algorithm proposed works by tracking the tool rather than 
the hand of the operator since teleoperation mainly aims on transferring 
skill of using a tool. And writing was used as an application since pens 
leave traces which facilitates the process of evaluating the accuracy of 
the system. The system accuracy was compared to Wacom digitizing 
tablet output as a standard. Furthermore, the framerate and processing 
time were measured. 

iii. The Root Mean Squared Error (RMSE) between the proposed Savitzky-
Golay smoothening technique and the ground truth reading from the 
tablet was evaluated. Then it was compared with error values attained 
by Moving Average and Kalman filters. 

iv. The proposed system uses UR5 collaborative robot because of the 
inherent safety features. The behavior of the internal controller was 
evaluated. Then the PID controller is tuned to meet the real-time 
requirements. The controller performance was then evaluated and 
compared with the original controller parameters in term of rise time. 

 

1.5 Thesis Layout 
 

The thesis outline consists of five chapters. Chapter one gives a general 
overview about the significance of study, followed by the problem statement, 
objectives and scope of the study. Chapter two delivers a review of related 
concepts and principles on 3D tracking, stereo vision processing and robot 
control. It also covers an inclusive review of literature relevant to the present 
study including the advantages and disadvantages of methods followed. Chapter 
three presents the details of the experimental setup and explains the 
implemented methodologies and evaluation procedures. Chapter four articulates 
the important experimental results, discusses and analyze the achieved results. 
Chapter five reports major research findings along with recommendations for 
future improvements. 
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