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Function points are intended to measure the amount of functionality in a system as
described by a specification. Function points are first proposed in 1979 and currently
they are known as the International Function Points User Group (IFPUG) version 4.1.
Function points are computed through three steps. The first step is counting the number
of the five components in a system which are external inputs, external outputs, external
inquiries, external files, and internal files. The second step is assigning a complexity
weight to each of the components using weighting factors that are established according
to the ordinal scale: simple, average, or complex. The last step is determining 14
technical complexity factors. Although, function points are widely used, they still have

limitations.

Function points suffer from problem with subjective weighting in the second step since
the weights used may not be appropriate. The weights are derived from IBM experience.
Besides that, the calculation of function points combines measures from an ordinal scale

with counts that are on a ratio scale, thus the linear combinations of the calculation are
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inconsistent with the measurement theory. As a result, the function points measure used

in estimation will produce inaccurate estimates.

This thesis proposes new complexity weights for the function points measure by
modifying the original complexity weights using artificial neural network algorithm.
Particularly the Back Propagation algorithm is employed to derive the proposed
complexity weights. The complexity weights derived are established according to an

absolute scale which is much more flexible and suitable.

The real industrial data sets assembled by the International Software Benchmarking
Standard Group are used for comparison between the function point measure obtained
using the original complexity weights and proposed complexity weights. The results
obtained by proposed complexity weights show improvement in software effort
estimation accuracy. The results also show reduction of the error margins in effort
estimation where the ratio of average error in using the original complexity weights and

the proposed complexity weights is 65% to 35% respectively.
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Function Points bertujuan untuk mengukur amaun kefungsian dalam suatu sistem yang
dihuraikan oleh spesifikasi. 7itik Fungsi mula dicadangkan pada tahun 1979 dan
sekarang ini dikenali sebagai International Function Points User Group (IFPUG) versi
4.1. Function Points dikira melalui tiga langkah. Langkah pertama adalah pengiraan
bilangan lima komponen sistem iaitu input luaran, output luaran, pertanyaan luaran, fail
luaran, dan fail dalaman. Langkah kedua adalah mengumpukkan pemberat kompleksiti
ke setiap komponen dengan menggunakan faktor pemberat yang ditetapkan mengikut
skala ordinal simple, average, atau complex. Langkah terakhir penentuan 14 faktor
kompleksiti teknikal. Walaupun Function Points digunakan secara meluas, ianya masih

mempunyai batasan.

Function Points mengalami masalah dengan pemberatan subjektif dalam langkah kedua
oleh kerana pemberat yang digunakan mungkin tidak sesuai. Pemberat diperoleh
daripada pengalaman IBM. Selain daripada itu, pengiraan Function Points
menggabungkan ukuran daripada skala ordinal dengan bilangan yang berskala nisbah,

dengan yang demikian kombinasi linear pengiraan tidak konsisten dengan teori



pengukuran. kesannya, ukuran Function Points yang digunakan dalam penganggaran

akan mengeluarkan anggaran yang tidak tepat.

Tesis ini mencadangkan pemberat kompleksiti baharu untuk ukuran Function Points
menerusi pengubahsuaian pemberat kompleksiti asal dengan menggunakan algoritma
rangkaian neural buatan. Secara khususnya, algoritma Back Propagation digunakan
untuk menerbitkan pemberat kompleksiti cadangan. Pemberat kompleksiti yang

diterbitkan ini ditetapkan menuruti skala mutlak yang lebih fleksibel dan sesuai.

Set data sebenar industri yang dihimpun oleh International Software Benchmarking
Standard Group digunakan untuk perbandingan antara ukuran Function Points yang
dihasilkan menerusi penggunaan pemberat kompleksiti asal dan cadangan. Keputusan
yang dihasilkan oleh pemberat kompleksiti cadangan menunjukkan pembaikan dalam
ketepatan penganggaran keupayaan perisian. Keputusan juga menunjukkan pengurangan
margin ralat dalam penganggaran keupayaan dengan nisbah purata ralat dalam
penggunaan pemberat kompleksiti asal dan cadangan adalah masing-masing 65% ke

35%.
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